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#### Abstract

Modern kinematics derives directly from developments in the 1700s, and in their current instantiation, have been adopted as standard realizations ... or templates that seem unquestionable. For example, so-called aerospace sequences of rotations are ubiquitously accepted as the norm for aerospace applications, owing from a recent heritage in the space age of the late twentieth century. With the waning of the space-age as a driver for technology development, the information age has risen with the advent of digital computers, and this begs for re-evaluation of assumptions made in the former era. The new context of the digital computer defines the use of the term "information age" in the manuscript title and further highlights the novelty and originality of the research. The effects of selecting different Direction Cosine Matrices (DCM)-to-Euler Angle rotations on accuracy, step size, and computational time in modern digital computers will be simulated and analyzed. The experimental setup will include all twelve DCM rotations and also includes critical analysis of necessary computational step size. The results show that the rotations are classified into symmetric and non-symmetric rotations and that no one DCM rotation outperforms the others in all metrics used, yielding the potential for trade space analysis to select the best DCM for a specific instance. Novel illustrations include the fact that one of the ubiquitous sequences (the " 313 sequence") has degraded relative accuracy measured by mean and standard deviations of errors, but may be calculated faster than the other ubiquitous sequence (the " 321 sequence"), while a lesser known " 231 sequence" has comparable accuracy and calculation-time. Evaluation of the 231 sequence also illustrates the originality of the research. These novelties are applied to spacecraft attitude control in this manuscript, but equally apply to robotics, aircraft, and surface and subsurface vehicles.
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## 1. Introduction

The discipline of kinematics in its current form has a lengthy history that hark back to at least 1775 with Euler's formulations [1], with almost immediate expansion throughout the nineteenth [2-4] and twentieth centuries [5-29]. There was a particular renaissance in the late twentieth century accompanying the race between the then-Soviet Union and the United States to spaceflight, and its accompanying application toward nuclear deterrence, where considerable lessons from that period (both technical and non-technical) have been expressed in subsequent literature [30-62]. From this distinguished lineage, terminology has converged to refer to sequential rotation sequences (e.g., xyz or 123); which are called aerospace sequences about non-repeating axes (also referred to as "Tait-Bryan angles"), while the orbit sequences have an axis repeated in the rotation sequence (e.g., xyx or 121, also referred to as "proper Euler angles"), [63]. One non-repeating sequence in particular (commonly called either a 321 or 123 sequence) has become the ubiquitous aerospace sequence. These cited
manuscripts substantiate specific technical applications of the orbital and aerospace sequences, and those technical applications are the focus of this research in hopes of improved performance. With the rise of digital computation in the Information Age, this research critically evaluates the options (seeking diverging truths for the modern times) by addressing such questions as: Is the ubiquitous aerospace sequence ( 123 or alternatively 321 ) the best rotation sequence? Evaluation will be driven by two figures of merit: (1) mean and standard deviations of errors indicating how well each rotation sequence represents true roll, pitch, and yaw angles, and (2) computation time to reveals relative numerical superiority in the context of digital computers of the current state of the art. Analysis and results demonstrate the fact that 321 and 123 rotation sequences result in disparate errors and computation time, with the former being relatively superior. Furthermore, the 123 rotation was significantly slower than all the other rotations. Secondly, the symmetric rotations were on average slower than the non-symmetric rotations, despite the same mathematical process and number of steps to solve for the Euler Angles. Lastly, the fastest non-symmetric rotation was the 321 and the fastest symmetric was the 232 , slightly faster than the 121 rotation. Taking all Direction Cosine Matrices (DCM) rotations into account, the 232 rotation was the fastest.

The significance of this research cannot be overstated. The current state of the art uses rotational sequences borne from a different era under a different paradigm, but the success of spaceflight has solidified those older results into the current psyche. This manuscript illustrates that improved errors and computational speed are both possible; and in keeping with the acceptance of the older paradigm by evolution of spaceflight, the context of this research is rotational mechanics [62] applied to spacecraft attitude control systems. These advancements complement advanced algorithms [37-45] for nonlinear adaptive system identification [55-59] and control [46-54] permitting improved performance of space missions $[35,36,60$ ] in a time when the United States has a pre-occupation with low-end conflicts in the middle east amidst an increasing belligerent world of threats [30-34]. This realization culminated in the recent edict to create a new military service in the US. purely dedicated to space [61].

## 2. Materials and Methods

The goal of a spacecraft's Attitude Control System (ACS) is to have a functional system that can move to and hold a specific orientation in three dimensional space, relative to an inertial frame. With regard to classical and rigid body mechanics, the ACS takes into account the Kinetics, Kinematics, Orbital Frame, and Disturbances to control this motion. Figure 1 depicts this process and details the computational steps from desired angle inputs to Euler Angle outputs in the sequence of inputs (from the white blocks in Figure 1) through light grey calculations to dark grey outputs: $\varphi, \theta$, and $\psi$. Section 2 will explain the theory behind this control system, Section 3 will detail the experimental setup, and Section 4 will show the results and analysis.


Figure 1. Overall technical roadmap of the overall process: Euler Angle for Euler's Moment Equation driven by a trajectory-fed feedforward controller.

### 2.1. Theory of Dynamics

Dynamics is synonymous with Mechanics. Newton called dynamics the science of machines which may be divided into two parts: statics (later called kinematics) and kinetics [2]. Chasle's Theorem articulates how a complete description of motion may be described as a screw displacement comprised of translation in accordance with Newton's Law and rotations in accordance with Euler's Moment Equations $T=J \dot{\omega}+\omega \times J \omega$ [6], where [J] is a matrix of mass moments of inertia explained by Kane [23]. Investigation of motion without consideration of the nature of the body that is moved or how the motion is produced is called Phoronomics, or "the laws of going", or more commonly but less properly kinematics [13], to be elaborated in Section 2.1.2. The rotation maneuver from one position to another is measured from the inertial reference frame or $\left[X_{I}, Y_{I}, Z_{I}\right]$ to the final position, the body reference frame or $\left[X_{B}, Y_{B}, Z_{B}\right]$. For this simulation, a model was created to rotate from orientation $A$, $\left[X_{A}, Y_{A}, Z_{A}\right]$ to orientation $B,\left[X_{B}, Y_{B}, Z_{B}\right]$. Since the dot product of two unit vectors is the cosine of the angle between them [25], it is referred to in older works as a direction cosine, which may also be used to describe a satellite in an inclined earth orbit [17] or to express the orientation of the perifocal reference frame with respect to the geocentric-equatorial reference frame [26]. Direction angles are the angles between each coordinate axis and the individual components of the vector. The direction cosines are simply the cosines of these angles [28]. The nature of direction cosines matrices is merely to assemble the direction cosines which completely specify the relative orientation of two coordinate systems [18], thus their appeal as universally applicable tools of kinematics.

### 2.1.1. Kinetics

Kinetics, or Dynamics, is the process of describing the motion of objects with focus on the forces involved. In the inertial frame, Newton's $F=m a$ is applied but becomes Euler's $T=J \dot{\omega}$ when rotation is added, where $T=J \dot{\omega}$ is expressed in the inertial reference frame's coordinates, while $T=J \dot{\omega}+\omega \times J \omega$ from above is still measured in the inertial frame, but expressed in body coordinates.

Combining the Euler and Newton equations, we can account for all six degrees of freedom. In application, when an input angle $\left[\varphi_{d}, \theta_{d}, \psi_{d}\right]$ is commanded, the feedforward control uses (1) as the ideal controller with (2) as the sinusoidal trajectory to calculate the required torque $\left[T_{x}, T_{y}, T_{z}\right]$ necessary to achieve the desired input angle. The Dynamics calculator then uses (3) to convert the torques into $\omega_{B}$ values, where $\omega_{B}$ is defined as the angular velocity of the body. In order to calculate this, the non-diagonal terms in (4) are neglected, removing coupled motion and leaving only the principle moments of inertia. Then, the inertia matrix $J$ is removed from $J \dot{\omega}$, and the remaining $\dot{\omega}$ is integrated into $\left[\omega_{x}, \omega_{y}, \omega_{z}\right.$ ], which is fed into the Kinematics block of the model to finally determine the outputted Euler Angles.

$$
\begin{gather*}
T_{d}=J \dot{\omega}_{d}+\omega_{d} \times J \omega_{d}  \tag{1}\\
\theta=\frac{1}{2}\left(A+A \sin \left(\omega_{f} t+\varphi\right)\right)  \tag{2}\\
T=\dot{H}_{i}=J \dot{\omega}_{i}+\omega_{i} \times J \omega_{i} \tag{3}
\end{gather*}
$$

### 2.1.2. Kinematics, Phoronomics, or "The Laws of Going"

Formulation of spacecraft attitude dynamics and control problems involves considerations of kinematics, especially as it pertains to the orientation of a rigid body that is in rotational motion. The subject of kinematics is mathematical in nature, because it does not involve any forces associated with motion. The kinematic representation of the orientation of one reference frame relative to another reference can also be expressed by introducing the time-dependence of Euler Angles. The so-called body-axis rotations involve successive rotations three times about the axes of the rotated body-fixed reference frame resulting in twelve possible sets of Euler angles. The so-called space-axis
rotations instead involve three successive rotations using axes fixed in the inertial frame of reference, again producing twelve possible sets of Euler angles. Because the body-axis and space-axis rotations are intimately related, only twelve Euler angle possibilities need be investigated; and the twelve sets from the body-axis sequence are typically used [26]. Consider a rigid body fixed at a stationary point whose inertia ellipsoid at the origin is an ellipsoid of revolution whose center of gravity lies on the axis of symmetry. Rotation around the axis of symmetry does not change the Lagrangian function, so there must-exist a first integral which is a projection of an angular momentum vector onto the axis of symmetry. Three coordinates in the configuration space special orthogonal group (3) may be used to form a local coordinate system, and these coordinates are called the Euler angles.

Key tools of kinematics from which the Euler angles may be derived include direction cosines which describe orientation of the body set of axes relative to an external set of axes. Euler's angles may be defined by the following set of rotations: "rotation about $x$ axis by angle and $\theta$, rotation about $z^{\prime}$ axis by an angle $\psi$, then rotation about the original z-axis by angle $\varphi^{\prime \prime}$. Eulerian angles have several "conventions: Goldstein uses [22] the "x-convention": z-rotation followed by x' rotation, followed by z' rotation (essentially a 3-1-3 sequence). Quantum mechanics, nuclear physics, and particle physics the " $y$-convention" is used: essentially a 3-2-3 rotation). Both of these have drawbacks, that the primed coordinate system is only slightly different than the unprimed system, such that, $\varphi$ and $\psi$ become indistinguishable, since their respective axes of rotation ( z and $\mathrm{z}^{\prime}$ ) are nearly coincident. The so-called Tait-Bryan convention in Figure 2 therefore gets around this problem by making each of the three rotations about different axes: (essentially a 3-2-1 sequence) [22].


Figure 2. Execution of a 3-2-1 rotation from $C^{A}$ to $C^{B}$ (left to right); blue-dotted arrows denote angle rotations. A direct rotation from $C^{A}$ to $C^{B}$ can be made about the Euler Axis, $q_{4}$ in red. The set of three rotations may be depicted as four rectangular parallelepipeds, where each contains the unit vectors of the corresponding reference frame [29].

Kinematics is the process of describing the motion of objects without focus on the forces involved. The $\left[\omega_{x}, \omega_{y}, \omega_{z}\right]$ values from the Dynamics are fed into the Quaternion Calculator where (5) and (6) yield $q$, the Quaternion vector. The Quaternions define the Euler axis in three dimensional space using [ $q_{1}, q_{2}, q_{3}$ ]. About this axis, a single angle of rotation $\left[q_{4}\right]$ can resolve an object aligned in reference frame A into reference frame B. The Direction Cosine Matrix (DCM) then relates the input $\omega$ values to the Euler Angles using one of 12 permutations of possible rotation sequences, where multiple rotations can be made in sequence. Therefore, the rows of the DCM show the axes of Frame A represented in Frame B, the columns show the axes of Frame B represented in Frame A, and $\varphi, \theta$, and $\psi$ are the angles of rotation that must occur in each axis sequentially to rotate from orientation A to orientation
$B$, turning $C^{A}$ to $C^{B}$. Figure 2 depicts a 3-2-1 sequence to rotate from $C^{A}$ to $C^{B}$, where the Euler Axis is annotated by the thickest line.

$$
\left.\begin{array}{l}
{\left[\begin{array}{l}
J_{x x} \dot{\omega}_{x}+J_{x y} \dot{\omega}_{y}+J_{x z} \dot{\omega}_{z}-J_{x y} \omega_{x} \omega_{z}-J_{y y} \omega_{y} \omega_{z}-J_{y z} \omega_{z}^{2}+J_{x z} \omega_{x} \omega_{y}+J_{z z} \omega_{z} \omega_{y}+J_{y z} \omega_{y}^{2} \\
J_{y x} \dot{\omega}_{x}+J_{y y} \dot{\omega}_{y}+J_{y z} \dot{\omega}_{z}-J_{y z} \omega_{x} \omega_{y}-J_{z z} \omega_{x} \omega_{z}-J_{x z} \omega_{x}^{2}+J_{x x} \omega_{x} \omega_{z}+J_{x y} \omega_{z} \omega_{y}+J_{x z} \omega_{z}^{2} \\
J_{z x} \dot{\omega}_{x}+J_{z y} \dot{\omega}_{y}+J_{z z} \dot{\omega}_{z}-J_{x x} \omega_{x} \omega_{y}-J_{x z} \omega_{y} \omega_{z}-J_{x y} \omega_{y}^{2}+J_{y y} \omega_{x} \omega_{y}+J_{y z} \omega_{z} \omega_{x}+J_{x y} \omega_{x}^{2}
\end{array}\right]=\left[\begin{array}{c}
T_{x} \\
T_{y} \\
T_{z}
\end{array}\right]} \\
{\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cccc}
0 & \omega_{3} & -\omega_{2} & \omega_{1} \\
-\omega_{3} & 0 & \omega_{1} & \omega_{2} \\
\omega_{2} & -\omega_{1} & 0 & \omega_{3} \\
-\omega_{1} & -\omega_{2} & -\omega_{3} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{ccc}
q_{4} & -q_{3} & q_{2} \\
q_{1} \\
q_{3} & q_{4} & -q_{1} \\
-q_{2} \\
-q_{1} & q_{4} & q_{3} \\
-q_{1} & -q_{2} & -q_{3} \\
q_{4}
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2} \\
w_{3} \\
0
\end{array}\right]} \\
{\left[\begin{array}{l}
1-2\left(q_{2}^{2}+q_{3}^{2}\right) \\
2\left(q_{2} q_{1}-q_{3} q_{4}\right) \\
2\left(q_{3} q_{1}+q_{2} q_{4}\right)
\end{array} q_{3} q_{4}\right)}  \tag{6}\\
2\left(q_{1} q_{3}-q_{2} q_{4}\right) \\
2\left(q_{1}^{2}+q_{3}^{2}\right) \\
2\left(q_{2} q_{3}\right) \\
1-2\left(q_{1} q_{1}+q_{2}^{2}\right)
\end{array}\right]=\left[\begin{array}{ccc}
C_{2} C_{3} & C_{2} S_{3} & -S_{2} \\
S_{1} S_{2} C_{3}-C_{1} S_{3} & S_{1} S_{2} S_{3}+C_{1} C_{3} & S_{1} C_{2} \\
C_{1} S_{2} C_{3}-S_{1} S_{3} & C_{1} S_{2} S_{3}-S_{1} C_{3} & C_{1} C_{2}
\end{array}\right] .
$$

### 2.1.3. The Orbital Frame

In order to more completely represent a maneuvering spacecraft, orbital motion must be included with the Kinematics. This relationship is represented in Figure 1, where the output of the DCM is fed into the Orbital Frame Calculator, and the second column of the DCM is multiplied against the orbital velocity of the spacecraft. The second column of the DCM represents the $Y$ axis of Frame B projected in the X, Y, and Z axes of Frame A. This yields $\omega^{N O}$, the orbital velocity relative to the Inertial Frame. Using (7), this velocity is removed from the velocity of the body relative to the Inertial Frame, leaving only the velocity of the body relative to the Orbital Frame for further calculations.

$$
\begin{equation*}
\omega^{O B}=\omega^{N B}-\omega^{N O} \tag{7}
\end{equation*}
$$

### 2.1.4. Disturbances

Multiple disturbances torques exist that effect the motion of a spacecraft in orbit, two of which are addressed in this paper. The first is the disturbance due to gravity acting upon an object in orbit, where the force due to gravity decreases as the distance between objects increases. The force is applied as a scaling factor to the mass distribution around the Z axis of a spacecraft. This force applied to a mass offset from the center of gravity is calculated through the cross product found in (8) and yields an output torque about the Z axis.

The second disturbance is an aerodynamic torque due to the force of the atmosphere acting upon a spacecraft, which also decreases as the altitude increases. In (9), the force due to air resistance is calculated by scaling the direction of orbital velocity by the atmospheric density, drag coefficient, and magnitude of orbital velocity. This force then acts upon the center of pressure, which is offset from the center of gravity, and yields a torque about the Z axis, due to the cross product in (9).

The disturbances are additive and act upon the dynamics in Figure 1. Because the ideal feedforward controller is the dynamics, an offsetting component equal to the negative anticipated disturbances can be used to negate the disturbance torque. This results in nullifying the disturbances when the two are summed to produce $\omega^{O B}$, the velocity of the body relative to the Inertial Frame.

$$
\begin{gather*}
T_{g}=3 \frac{\mu}{R^{3}} \hat{z} \times J \hat{z}  \tag{8}\\
T_{a}=C_{p} \times f_{a}=C_{p} \times\left[\left(\rho_{a} V_{R}^{2} A_{p}\right) \hat{V}_{R}\right] \tag{9}
\end{gather*}
$$

### 2.2. Experimental Setup

This experiment implemented and compared the 12 DCM to Euler Angle rotations using a variable step size. An angle of $[\varphi, \theta, \psi]=[30,0,0]$ was commanded, with the quaternion and torques initialized as $T=[0,0,0]$ and $q=[0,0,0,1]$. The spacecraft had an inertia matrix of $J=[2,0.1,0.1 ; 0.1,2,0.1 ; 0.1$, $0.1,2$ ]. The orbital altitude was set at 150 km with a drag coefficient of 2.5 . Both orbital motion and torque disturbances were turned off.

Each simulation executed over a 5 s quiescent period, 5 s maneuver time, and 5 s post maneuver observation period, totaling 15 s . The sinusoidal trajectory was calculated to have $\omega_{f}=\pi / 2$ and $\varphi=\pi / 2$.

The model was built in Matlab and Simulink, where integrations were calculated using the Runge-Kutta solver (ode4) with variable time steps of $0.1,0.001$, and 0.0001 s . Euler Angles were resolved using the 12 unique DCM rotation sequences with the atan 2 function.

Three Figures of Merit were used to assess performance. The first two were the mean and standard deviation between the Euler Angles and Body Angles. The third was the calculation time for each rotation as a measure of complexity.

## 3. Experimental Results and Analysis

### 3.1. Euler Angle Calculations and Post-Processing

Each of the Euler angles was derived using the DCM and rotation matrices, creating a relationship like (7), but unique to each rotation. $\varphi, \theta$, and $\psi$ were isolated in this relationship as a method to calculate the Euler Angles. Once calculated, the Euler Angles were implemented in the simulation. However, when a [30, 0, 0] maneuver was commanded, discontinuities due to trigonometric quadrant error manifested. Post-processing removed the error, but yielded output rotation did not match the input command. In order to correct this, the derivations for each Euler Angle were revised to correlate six of the 12 rotations, yielding the results in Figure 3. Therefore, the rotations in Figure 3 are classified into two groups: the upper six non-symmetric rotations and lower six symmetric rotations. An example of symmetric rotations is 121 , while a 132 is non-symmetric rotation. The commanded input and output maneuvers were not correlated for the 6 symmetric rotations.


Figure 3. Corrected Euler Angles vs time for all 12 DCM rotations.

### 3.2. Euler Angle to Body Angle Accuracy

The output Euler Angles are not the same as the commanded Body Angles, but measuring this delta is a method of determining accuracy. Figure 4 depicts the deviation over time and Table 1 provides the associated mean values and standard deviations for each of the rotations.


Figure 4. Euler and Body Angle deviation, using a 0.1 step size.
Table 1. Mean and standard deviation for all 12 rotations, using a 0.1 step size.

|  | Mean |  |  | Standard Deviation |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DCM | $\phi$ | $\theta$ | $\psi$ | $\phi$ | $\theta$ | $\psi$ |
| 123 | 0.413 | 0.011 | 0.011 | 0.462 | 0.015 | 0.014 |
| 132 | 0.413 | 0.010 | 0.013 | 0.462 | 0.013 | 0.016 |
| 213 | 0.413 | 0.011 | 0.005 | 0.462 | 0.015 | 0.006 |
| 231 | 0.413 | 0.014 | 0.005 | 0.462 | 0.018 | 0.005 |
| 312 | 0.413 | 0.016 | 0.013 | 0.462 | 0.021 | 0.016 |
| 321 | 0.413 | 0.014 | 0.005 | 0.462 | 0.018 | 0.005 |
| 121 | 27.544 | 0.015 | 2.869 | 25.804 | 0.019 | 2.823 |
| 131 | 2.456 | 0.015 | 2.869 | 2.680 | 0.019 | 2.823 |
| 212 | 14.977 | 15.413 | 0.010 | 13.726 | 14.150 | 0.010 |
| 232 | 15.010 | 15.413 | 0.010 | 13.757 | 14.150 | 0.010 |
| 313 | 14.980 | 15.413 | 0.028 | 13.728 | 14.150 | 0.034 |
| 323 | 14.977 | 15.413 | 0.010 | 13.725 | 14.150 | 0.010 |

The six non-symmetric rotations show consistent error in $\varphi$, and only begin to deviate beyond the fifth decimal place in both mean error and standard deviation. While $\varphi$ is commanded to change to $30^{\circ}, \theta$ and $\psi$ are expected to remain at zero, but show non-zero values due to error incurred by step size.

The six symmetric rotations are substantially harder to draw conclusions from because of the uncorrelated rotations. The mean error and standard deviation values are drastically different from each other in Table 1 and visibly deviate in Figure 4. Therefore, further correlation is required to analyze accuracy. Table 1 values were calculated over the 15 s simulation time, noting that some
sequences had not reached steady-state values making their error values even larger compared to others in Table 1 if the simulations has been run until steady state was reached.

### 3.3. Step Size Versus Accuracy

The simulation step size was altered to determine the effects on accuracy for the 12 rotations. If variable step-size were used, there would be no way to assure a certain level of accuracy, thus fixed step size was utilized and iterated smaller-and-smaller until no discernable accuracy improvement is noted. Figure 5 shows the results of reducing the step size from 0.1 to 0.001 s . Figures 4 and 5 remain comparable, with the $10^{2}$ order of magnitude decrease in step size yielded a comparable $10^{2}$ order of magnitude increase in accuracy. When a step size of 0.0001 s was used, the accuracy increased by another order of magnitude, denoting the trend. Comparing against the accuracy of the rotations, they maintained their relative accuracy; the 132 and 312 remained the most accurate rotations when the step size decreased, and therefore has limited to no effect.


Figure 5. Euler and Body Angle deviation, using a 0.001 step size.

### 3.4. DCM to Euler Angle Timing

The execution time of each maneuver was standardized at 15 s across all scenarios. Therefore, runtime deviations for each of the 12 rotations are attributable to the complexity of the calculations. Table 2 shows the results for three different step sizes and the runtimes for each rotation. Because the step size affected the simulation timing, comparisons were only valid between rotations of a similar step size; however, relative comparisons between step sizes were valid.

Analyzing the results yields several observations. Firstly, the 123 rotation was significantly slower than all the other rotations. Secondly, the symmetric rotations were on average slower than the non-symmetric rotations, despite the same mathematical process and number of steps to solve for the Euler Angles. Lastly, the fastest non-symmetric rotation was the 321 and the fastest symmetric was the 232 , slightly faster than the 121 rotation. Taking all DCM rotations into account, the 232 rotation was the fastest.

Table 2. Simulation run times for all 12 Direction Cosine Matrices (DCM) rotations for a $30^{\circ}$ roll maneuver, using $0.1,0.001$, and 0.0001 step sizes.

|  | Simulation Execution Time [S] |  |  |
| :---: | :---: | :---: | :---: |
| DCM | 0.1 Step size | 0.001 Step size | 0.0001 Step size |
| 123 | 8.408 | 11.836 | 28.433 |
| 132 | 1.533 | 6.789 | 22.187 |
| 213 | 1.419 | 6.978 | 22.102 |
| 231 | 1.188 | 4.436 | 23.259 |
| 312 | 1.549 | 4.302 | 20.971 |
| 321 | 1.018 | 3.475 | 21.420 |
| 121 | 0.952 | 3.715 | 20.505 |
| 131 | 1.190 | 4.082 | 23.331 |
| 212 | 1.015 | 3.860 | 21.005 |
| 232 | 0.931 | 3.710 | 21.410 |
| 313 | 0.939 | 3.789 | 20.908 |
| 323 | 1.091 | 3.955 | 22.044 |

## 4. Conclusions

This experiment implemented and compared the 12 DCM to Euler Angle rotations using a variable step size. The effects on accuracy, step size, and timing were observed, and the simulation results showed that the DCMs were classified into symmetric and non-symmetric rotations. The non-symmetric rotations were easier to correlate and compare, while the symmetric rotations were not, limiting analysis. Furthermore, no one rotation was the ideal in the analyzed categories. This is beneficial, because trade space analysis can be conducted to determine accuracy, timing, and other high priority design criteria to select the appropriate DCM. The lowest roll mean error is obtained by using any of the $123,132,213,231,312$, or 321 rotation sequences, while the lowest pitch mean error cannot be achieved by the ubiquitous 321 sequence, instead the 132 sequence must be used; while the lowest yaw mean error may be achieved with the 213,231 , and 321 sequences. Standard deviations show similar options for selecting different rotation sequences for specific applications. Regarding computational efficiency, the 232 sequence was best, followed by the 313 , and then the 121 sequence. The ubiquitously accepted standard 321 sequence was found to be fifth fastest, with four other rotation sequences bearing less computational burden. Novel illustrations include the fact that one of the ubiquitous sequences (the "313 sequence") has degraded relative accuracy measured by mean and standard deviations of errors, but may be calculated faster than the other ubiquitous sequence (the " 321 sequence"), while a lesser known " 231 sequence" has comparable accuracy and calculation-time. Evaluation of the 231 sequence also illustrates the originality of the research. These novelties are applied to spacecraft attitude control in this manuscript, but can equally be applied to robotics, aircraft, and surface and subsurface vehicles.

Lastly, future research would refine the correlation for symmetric rotations, but furthermore experimental validation will be performed on free-floating spacecraft simulator hardware at the Naval Postgraduate School. The validation will be performed by duplicating one of the specifically cited technical applications (e.g., any of the technical applications in [35-45]) seeking to validate performance improvement.
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