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Abstract: This paper focuses on the problem of finite-time stabilization of homogeneous, non-Lipschitz systems with dilations. A key contribution of this paper is the design of a virtual recursive Hölder, non-Lipschitz state feedback, which renders the non-Lipschitz systems in the special case dominated by a lower-triangular nonlinear system finite-time stable. The proof is based on a recursive design algorithm developed recently to construct the virtual Hölder continuous, finite-time stabilizer as well as a $C^1$ positive definite and proper Lyapunov function that guarantees finite-time stability of the non-Lipschitz nonlinear systems.
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1. Introduction

In the 1990s, thanks to the differential geometric approach, several techniques appeared to design a systematic feedback insuring global asymptotic stabilization and robust control of systems [1–3]. Among them, a Lyapunov-based recursive design technique was created, called backstepping, which consisted of a recursive adding a power integrator. Originally proposed by Coran and Praly [4], this technique presented certain limitations due to necessary conditions imposed on the system [2,5,6]. Recently, a synthesis derived technique, called the desingularizing method [7], based on the homogeneous system theory [4,8–10], was investigated by [11,12] in designing a recursive algorithm providing the construction of state feedback controllers and a Lyapunov function. The importance of system homogeneity stems from the fact that it has useful properties like equivalence between local asymptotic stability and global asymptotic stability for linear homogeneous systems. Furthermore, different results and characteristics were obtained in the past decades, studying nonlinear homogeneous systems [3,13,14]. Therefore, for simplicity, as well as keeping applications in mind, we focused on continuous homogeneous lower-triangular nonlinear systems.

In the works [15,16], finite-time stabilizers were derived by using the theory of homogeneous systems. Moreover, due to the use of a homogeneous approximation, only local finite-time stabilization results can be established for specific cases of nonlinear systems such as the homogeneous lower-triangular nonlinear systems with applications on two- to three-dimensional control systems [15,17–19]. Motivated by the above discussion, our concern was to develop a finite-time controller, relying on the Lyapunov theory for finite-time stability to achieve global finite-time stabilization for non-Lipschitz, n-dimensional homogeneous lower-triangular nonlinear systems. Therefore, we proposed a new constructive methodology based on adding a power integrator, inspired by recent works [11,20–22], with a convergence speed improvement suggested in [23] and the idea of homogeneous-based Lyapunov functions.

Recently, in the literature, the authors in [24] developed systematic algorithms to design both non-Hölder and Hölder continuous state feedback and a $C^1$ control Lyapunov function, to achieve...
global finite-time stabilization for a class of uncertain nonlinear systems. A non-Hölder, controller and a \( C^0 \) control Lyapunov function was proposed to globally finite-time stabilize a class of nonlinear cascaded system in [22]. In the higher dimension case, such as in [25] a Hölder, continuous state feedback control laws achieved local finite-time stabilization for triangular systems and for certain classes of nonlinear systems. The fact is that the issue of global finite-time stabilization of \( n \)-dimensional nonlinear systems can be achieved by Hölder; however, state feedback still remains unknown and unanswered.

The novelty of our contribution comes, then, from a new tool which is based on a methodical algorithm. This tool evolves a recursive mathematical relation between the Hölder exponents and the dilation coefficients, using the convexity property derived from our assumptions. Moreover, we show, using a step-by-step resized and reconstructed subsystem, how to explicitly design a \( C^0 \) virtual, Hölder, non-Lipschitz state feedback control law. This control law is able to stabilize, in finite-time, a lower-triangular homogeneous nonlinear system as well as \( C^1 \) homogeneous-based Lyapunov functions, in the form that we will give later when we will formulate our main theorem with a useful hypothesis.

To the best knowledge of the authors, there is no study on this new Hölder controller, nor the \( C^1 \) Lyapunov function form defined by our Theorem. As an application, a feedback control law is designed based on this \( C^1 \) Lyapunov function for three main systems: the single, double and triple integrators.

This paper is organized as follows. In Section 2, we introduce the concept of finite-time stability of continuous autonomous systems. We state the new theorem, which is the main result of this paper, and give the most important definitions and lemmas, that will be used in the sequel. In Section 3, we demonstrate, with some detailed proofs, the different steps for the construction of the algorithm. Finally, for proving the convergence in finite-time with the feedback law established in this work, the effectiveness of the proposed algorithm is shown in Section 4 with a design example and a computer simulation.

2. Preliminary Results

2.1. Finite-Time Stability

This section gives some basic concepts and terminologies related to the notion of finite-time stability and the corresponding Lyapunov stability theory. We also recall the Lyapunov theorem of finite-time stability, which gives a necessary and sufficient condition for non-Lipschitz continuous autonomous systems to be finite-time stable [15,18,19,26,27].

**Definition 1.** (Bhat and Bernstein 2000 [19]) Consider the non-Lipschitz continuous autonomous system on the open neighborhood \( D \) of the origin \( x = 0 \), \( f : D \to \mathbb{R}^n \), such that

\[
\begin{align*}
\dot{x} &= f(x), \quad x \in \mathbb{R}^n, \\
\end{align*}
\]

\( f(0) = 0. \) (1)

The equilibrium \( x = 0 \) of the system (1) is finite-time convergent if there are an non empty opened neighborhood \( U \) of the origin and a function \( T_x : U \setminus \{0\} \to (0, \infty) \), such that every solution trajectory \( x(t, x_0) \) of (1) starting from the initial point \( x_0 \in U \setminus \{0\} \) is defined on \( [0, T_x(x_0)] \) and \( \lim_{t \to T_x(x_0)} x(t, x_0) = 0. \) \( T_x \) is called the settling-time of the initial state \( x_0 \). The equilibrium of (1) is finite-time stable if it is Lyapunov stable and finite-time convergent. If \( U = D = \mathbb{R}^n \), the origin is a globally finite-time stable equilibrium.

It has also been demonstrated, with the Proposition 2.3 in [19], that if the origin is a finite-time stable equilibrium of (1), then the system (1) has a unique solution on \( \mathbb{R}_+ \), for every initial condition in an open neighborhood of 0, including 0 itself. The reader can note that only non-smooth or non-Lipschitz continuous autonomous systems have the property of finite-time stability convergence, whereby the solution trajectory of a non-Lipschitzian system reaches a Lyapunov stable equilibrium.
state (the origin in finite time). Let us introduce the concept of finite-time stabilizability by the next definition.

**Definition 2. (Finite-time stabilizability)** The controlled system

\[
\begin{align*}
\dot{x} &= f(x, u), \quad (x, u) \in \mathbb{R}^n \times \mathbb{R}^m, \\
f(0, 0) &= 0,
\end{align*}
\]

is stabilizable in finite-time, if there exists a continuous feedback law \(x \rightarrow u(x)\) vanishing at the origin \(0 \in \mathbb{R}^n\) such that 0 is stable in finite-time for the closed-loop system \(\dot{x} = f(x, u(x))\).

The following theorem provides sufficient conditions for the origin of the system (1) to be a finite-time stable equilibrium.

**Theorem 1. (Finite-time stability)** Consider the non-Lipschitz continuous autonomous system (1). Suppose there is \(C^1\) function \(V(x)\) defined on a neighborhood \(\tilde{U} \subset \mathbb{R}^n\) of the origin, and real numbers \(c > 0\) and \(0 < \alpha < 1\), such that

- \(V(x)\) is positive definite on \(\tilde{U}\), and
- \(\dot{V}(x) + c V^{\alpha}(x) \leq 0, \forall x \in \tilde{U}\).

Then, the origin of system (1) is locally finite-time stable. The settling time, depending on the initial state \(x(0) = x_0\), satisfies, for all \(x_0\) in some open neighborhood of the origin:

\[
T_x(x_0) \leq \frac{V(x_0)^{1-\alpha}}{c(1-\alpha)}. \quad (2)
\]

If \(\tilde{U} = \mathbb{R}^n\) and \(V(x)\) is also radially unbounded, the origin of system (1) is globally finite-time stable.

2.2. Finite-Time Stabilizing Feedback

In this section, we state a theorem, the main result of this paper, in order to provide a recursive algorithm to design a Hölderian continuous state feedback, under certain conditions, which renders the homogeneous non-Lipschitz closed-loop system globally finite-time stabilizable. For more convenience, we define \(\mathbb{Q}_{odd}\) as the set of all rational numbers, whose numerators and denominators are all positive and odd integers.

**Theorem 2.** We consider the class of nonlinear homogeneous systems in the lower triangular form

\[
\begin{align*}
\dot{x}_1 &= x_2 + f_1(x_1) \\
\dot{x}_2 &= x_3 + f_2(x_1, x_2) \\
&\vdots \\
\dot{x}_n &= u + f_n(x_1, \ldots, x_n),
\end{align*}
\]

We assume that \(\hat{f}(x) = (f_1(x), \ldots, f_n(x))^T\), such that \(f_i(x) = f_i(x_1, \ldots, x_n),\) are \(C^1\) functions vanishing at the origin and homogeneous of degree \(r_i\), \(\forall i \in \{1, \ldots, n\}\). Let \((v_i - ar_{i+1})_{i \in \{0, \ldots, n-1\}}\) be a decreasing sequence in \([0, 1]\), such that

\[
0 \leq v_{n-1} - ar_n \leq \cdots \leq v_1 - ar_2 \leq v_0 - ar_1 \leq 1, \quad (4)
\]

where \(\alpha \in [0, 1]\) is the Hölder exponent of the Lyapunov function associated with the system (1), \(v_i \in \mathbb{Q}_{odd}\), such that \(v_i \in [0, 1]\), for \(i = 0, \ldots, n-1\) and \(r = (r_1, \ldots, r_n) \in (\mathbb{Q}_{odd})^n\) the dilation coefficient of the system (1), satisfying
Let $f_i : \mathbb{R}^n \to \mathbb{R}$ be a $C^1$ function with $f_i(0) = 0$. Then, there exists a smooth non-negative function $\gamma_i(x_1, \cdots, x_i)$ such that
\[
|f_i(x_1, \cdots, x_i)| \leq (|x_1| + \cdots + |x_i|)\gamma_i(x_1, \cdots, x_i).
\] (7)

Lemma 2. [20,28] For $a, b, c \in \mathbb{R}$, such that $0 < a \leq b \leq c$, then we have the inequality for all $x \in \mathbb{R}$
\[
|x|^b \leq |x|^a + |x|^c = |x|^a(1 + |x|^{c-a}).
\] (8)

The next Lemmas are a direct consequence of the Young’s inequality [20].

Lemma 3. For any positive real numbers $x_i$, $i = 1, \cdots, n$, and $0 < b \leq 1$, the following inequality holds
\[
(|x_1| + \cdots + |x_n|)^b \leq \max(n^{p-1}, 1)(|x_1|^b + \cdots + |x_n|^b).
\] (9)

Lemma 4. Let $a$ and $b$ be any real numbers and $\sigma \in (0, 1)$, and then
\[
|a - b| \leq 2^{1-\sigma} |(a)^{\frac{1}{\sigma}} - (b)^{\frac{1}{\sigma}}|^\sigma.
\] (10)

Lemma 5. Let $c, d$ be positive real numbers and $\gamma(x, y)$ a real-valued function, then
\[
|x|^c |y|^d \leq \frac{c \gamma(x, y) |x|^{c+d}}{c + d} + \frac{d \gamma^{-\frac{d}{c}}(x, y) |y|^{c+d}}{c + d}.
\] (11)

3. Proof of Theorem 2

In order to prove Theorem 2, a modified backstepping procedure is used, which simultaneously enables the construction of a $C^1$ positive definite and proper control Lyapunov function, as well as a non-Lipschitz finite-time $C^0$ feedback control law rendering the closed-loop system (3), which is finite-time stable. Different Lemmas and demonstrated propositions will be used during the progression of the proof.

It should be noted that the constructive proof is given by induction, and the structure is similar to [3,11,24,28]. For the first step of the induction, we choose the $C^1$ Lyapunov function that is positive definite, proper and with a Hölder exponent
\[
V_1(x_1) = \int_{x_1}^{x_2} (s^{\frac{1}{\alpha}} - x_1^{\frac{1}{\alpha}}) \, dw \, ds,
\] (11)

with the convention that $x_2^* = 0$. Using (11) and Lemma 1, we can find, by a simple derivative computation, a smooth function $\gamma_1(x_1)$ such that
\[
V_1(x_1) = (x_1)^{\frac{\alpha}{\alpha}} (x_2 + f_1(x_1)) \leq (x_1)^{\frac{\alpha}{\alpha}} (x_2 - x_2^*) + (x_1)^{\frac{\alpha}{\alpha}} x_2^* + (x_1)^{\frac{\alpha}{\alpha}} |x_1| \gamma_1(x_1).
\] (12)
Using Lemma 2, we can deduce as $0 < v_0 - \alpha r_1 \leq v_1 - \alpha r_2 < 1 \leq c$ that
\[
|x_1| \leq |x_1| \frac{\eta_1}{(1 + |x_1|^{c-\alpha r_1})}.
\] (13)

Therefore, we can write
\[
\dot{V}_1(x_1) \leq (x_1) \frac{\eta_0}{\eta_0} (x_2 - x_2^*) + (x_1) \frac{\eta_0}{\eta_0} x_2^* + (x_1) \frac{\eta_0}{\eta_0} |x_1| \frac{\eta_1}{(1 + |x_1|^{c-\alpha r_1})} \gamma_1(x_1).
\] (14)

By taking a smooth non-negative function, $\gamma_1(x_1)$ such that
\[
(1 + |x_1|^{c-\alpha r_1}) \gamma_1(x_1) \leq \gamma_1(x_1),
\]
we then have $\dot{V}_1(x_1) \leq (x_1) \frac{\eta_0}{\eta_0} (x_2 - x_2^*) + (x_1) \frac{\eta_0}{\eta_0} x_2^* + (x_1) \frac{\eta_0}{\eta_0} \gamma_1(x_1)$. If we choose to take the virtual control $x_2^*$ as follows,
\[
x_2^* = -x_1^\eta_1 (n + \gamma_1(x_1)) = -x_1^\eta_1 \varphi_1(x_1),
\] (15)

with $\varphi_1(x_1)$ a smooth positive function, it yields
\[
\dot{V}_1(x_1) \leq (x_1) \frac{\eta_0}{\eta_0} (x_2 - x_2^*) - n(x_1) \frac{\eta_0 \alpha r_1}{\eta_0}.
\] (16)

**Inductive assumption:** Suppose that at the $(k - 1)$th step, there is a $C^1$ proper and positive definite Lyapunov function $V_{k-1}(x_1, \ldots, x_{k-1})$ for the system (3) and a set of $C^1$ virtual controllers $x_1^*, \ldots, x_k^*$ defined by the form
\[
\begin{align*}
\dot{x}_1^* &= 0 \\
\dot{x}_2^* &= -\eta_1 \varphi_1(x_1) \\
\dot{x}_3^* &= -\eta_2 \varphi_2(x_1, x_2) \\
&\vdots \\
\dot{x}_k^* &= -\eta_{k-1} \varphi_{k-1}(x_1, x_2, \ldots, x_{k-1}), \\
\eta_k &= x_k^\eta_1 - x_k^\eta_k,
\end{align*}
\] (17)

where $\varphi_i(x_1, \ldots, x_i), \forall i = 1, \ldots, n$ are smooth positive functions, such that

\[
\dot{V}_{k-1}(x_1, \ldots, x_{k-1}) \leq -(n - k + 2) (\sum_{i=1}^{k-1} \eta_i^{\alpha r_i} + \eta_k^{x_k^*}) (x_k - x_k^*).
\] (18)

To prove the induction at the $k$th step, we consider the Lyapunov function defined by
\[
V_k(x_1, \ldots, x_k) = V_{k-1}(x_1, \ldots, x_{k-1}) + W_k(x_1, \ldots, x_k),
\] (19)

where $W_k(x_1, \ldots, x_k) = \int_{x_k^*}^{x_k} (s^{-\alpha r_k} - x_k^{-\alpha r_k}) ds$.

The next proposition that we are using is available for the set of all rationales in $Q_{\text{odd}}$. It was used in [28] for the same technique, and one can be referred to [29,30] for the proof.

**Proposition 1.** $W_k(x_1, \ldots, x_k)$ and $V_k(x_1, \ldots, x_k)$ are $C^1$ functions, and we have the following results:
\[
\frac{\partial W_j}{\partial x_i} = \frac{1}{x_k^{\alpha (i-1)}} - x_k^{\alpha (i-1)} w_{k-1} = \eta_k^{w_{k-1}},
\] (20)

\[
\frac{\partial W_j}{\partial x_j} = -(w_{k-1}) \frac{x_k^{\alpha (j-1)}}{\partial x_i} \int_{x_k^*}^{x_k} (s^{-\alpha r_k} - x_k^{-\alpha r_k}) ds, \forall j = 1, \ldots, k-1.
\]
We can then deduce from the inequality (18), that
\[
V_k(x_1, \ldots, x_k) = V_{k-1}(x_1, \ldots, x_{k-1}) + \frac{\partial V_k}{\partial x_k} x_k + \sum_{i=1}^{k-1} \frac{\partial V_k}{\partial x_i} x_i
\]
\[
\leq - (n - k + 2) \left( \sum_{i=1}^{k-1} |\eta_i|^{\alpha_i} \right) + \eta_k^{\alpha_k-2} (x_k - x_k^*) + \frac{\partial V_{k-1}}{\partial x_k} (x_k - x_k^*) + \sum_{i=1}^{k-1} \frac{\partial V_{k-1}}{\partial x_i} x_i.
\]  
(21)

In order to refine the previous inequality, we investigate each term of Equation (21) one by one. Using Lemma 4 and knowing that \(v_{k-1} \in (0,1]\), we can write the inequality
\[
|v_k - v_k^*| \leq 2^{1-v_{k-1}} \left| x_k^* - v_k^{1-v_{k-1}} \right|^{v_{k-1}}.
\]  
(22)

Then, we deduce using Lemma 5 that
\[
|v_k - v_k^*| |\eta_{k-1}|^{|\alpha_k-2|} \leq 2^{1-v_{k-1}} |\eta_{k-1}|^{v_k-2} |\eta_k|^{v_{k-1}} \leq \frac{1}{4} |\eta_{k-1}|^{v_k-2} + c_{i1} |\eta_k|^{v_k-2} + c_{i2} |\eta_k|^{v_k-2 + |\alpha_k-1|},
\]  
(23)

where \(c_{i2} > 0\) is an adequate fixed constant. To continue the estimation of the inequality (21), we introduce the next propositions.

**Proposition 2.** For \(i = 1, \ldots, k - 1\), there are \(C^1\) positive functions \(\tilde{\gamma}_i(x_1, \ldots, x_i)\), such that
\[
|f_i(x_1, \ldots, x_i)| \leq (|\eta_1|^{\alpha_1} + \cdots + |\eta_i|^{\alpha_i}) \tilde{\gamma}_i(x_1, \ldots, x_i).
\]  
(24)

**Proof.** Using the fact that \(x_i^* = -\eta_{i-1} \varphi_{i-1}(x_1, \ldots, x_{i-1})\), we can write
\[
|x_i| = |\eta_i + x_i^*| \leq |\eta_i| + |\eta_{i-1}| \varphi_{i-1}(x_1, \ldots, x_{i-1}).
\]  
(25)

Using Lemma 3 and the fact that \(a_{ri} \in [0,1)\) and \(a_{ri} \leq \{v_0, \ldots, v_{i-1}\}\), we have for \(i = 1, \ldots, k - 1\):
\[
|f_i(x_1, \ldots, x_i)| \leq \left( |\eta_1| + \sum_{j=2}^{i} |\eta_j|^{\alpha_j} + |\eta_{i-1}| \varphi_{i-1}(x_1, \ldots, x_{i-1}) \right) \times \tilde{\gamma}_i(x_1, \ldots, x_i)
\]  
(26)

where \(\tilde{\gamma}_i(x_1, \ldots, x_i)\) is a \(C^1\) chosen positive function satisfying two conditions given later in the following estimation (see Equation (39)).  

**Proposition 3.** For \(i = 1, \ldots, k - 1\), there are \(C^1\) positive functions \(\phi_{i,j,k}(x_1, \ldots, x_k)\), such that
\[
\frac{\partial (x_i^*)}{\partial x_k} x_i \leq \sum_{j=1}^{k-1} |\eta_j|^{1-v_{j-1} + a_{ri}} \phi_{i,j,k}(x_1, \ldots, x_k).
\]  
(27)

**Proof.** We have the next estimation, for \(i = 1, \ldots, k - 1\), using Lemma 1, Lemma 4 and that \(\forall 1 \leq i \leq n - 1, a_{ri} \leq \min\{v_0, \ldots, v_{i-1}\}\) with \(1 - v_i \in (0,1)\):
\[
|v_i| \leq |v_{i+1}| + |f_i(x_1, \ldots, x_i)| \leq |v_{i+1} - x_{i+1}^*| + |x_{i+1}^*| + |x_{i+1}| \times \gamma_i(x_{i+1}, \ldots, x_i)
\]  
(28)

where \(\phi_{i,j,k}(x_1, \ldots, x_k)\) is a \(C^1\) chosen positive function.  

\[\square\]
For the estimation of the term $\left| \frac{\partial (x_k - \bar{x})}{\partial x_i} \right|$, we use an inductive argument as described in the following.

For the first step, we note that there exists a $C^1$ positive function $\tilde{C}_{i,j}(x_1, \cdots, x_{k-2})$ obviously verifying

$$\left| \frac{\partial (x_k - \bar{x})}{\partial x_i} \right| = \left| \frac{\partial (\eta_j \cdot \phi_{i-1}(x_1) \eta_j)}{\partial x_i} \right| \leq \tilde{C}_{i,j}(x_1).$$

**Inductive assumption** For $i = 1, \cdots, k - 2$, there exist smooth positive functions $\tilde{C}_{i,j}(x_1, \cdots, x_{k-2})$ such that

$$\left| \frac{\partial (x_k - \bar{x})}{\partial x_i} \right| \leq (\sum_{j=1}^{k-2} |\eta_j|^{\beta_i - a_i}) \tilde{C}_{i,j}(x_1, \cdots, x_{k-2}). \quad (29)$$

We want to prove that for $i = 1, \cdots, k - 1$, there are $C^1$ positive functions $\tilde{C}_{i,j}(x_1, \cdots, x_{k-1})$, such that

$$\left| \frac{\partial (x_k - \bar{x})}{\partial x_i} \right| \leq \sum_{j=1}^{k-1} |\eta_j|^{\beta_i - a_i} \tilde{C}_{i,j}(x_1, \cdots, x_{k-1}). \quad (30)$$

We also know that $x_k^* = -\eta_{k-1} \psi_{k-1}(x_1, \cdots, x_{k-1})$; then, for $i = 1, \cdots, k - 2$, we can calculate and obtain:

$$\left| \frac{\partial (x_k - \bar{x})}{\partial x_i} \right| \leq \left| \eta_{j-1} \frac{\partial (\psi_{j-1})}{\partial x_i} + \left( \eta_{j-1} \frac{\partial (\eta_{j-2})}{\partial x_i} \right) \cdot \frac{\partial (\psi_{j-2})}{\partial x_i} \right|$$

$$+ \sum_{j=1}^{k-2} \left| \eta_{j-1} \frac{\partial (\eta_{j-2})}{\partial x_i} \right| \cdot \frac{\partial (\psi_{j-2})}{\partial x_i}$$

$$+ \sum_{j=1}^{k-2} \left| \eta_{k-1} \right| \frac{\partial (\eta_{j-2})}{\partial x_i} \cdot \frac{\partial (\psi_{k-2})}{\partial x_i}$$

$$\leq \cdots \leq \sum_{j=1}^{k-2} \left| \eta_{j-1} \right| \frac{\partial (\eta_{j-2})}{\partial x_i} \cdot \frac{\partial (\psi_{j-2})}{\partial x_i}$$

$$\leq \sum_{j=1}^{k-2} \left| \eta_{j-1} \right| \frac{\partial (\eta_{j-2})}{\partial x_i} \cdot \frac{\partial (\psi_{j-2})}{\partial x_i} \cdot \frac{\partial (\psi_{j-3})}{\partial x_i} \cdot \frac{\partial (\psi_{j-4})}{\partial x_i} \cdots \frac{\partial (\psi_{k-2})}{\partial x_i}$$

$$= \eta_{j-1} \frac{\partial (\eta_{j-2})}{\partial x_i} \cdot \frac{\partial (\psi_{j-2})}{\partial x_i} \cdot \frac{\partial (\psi_{j-3})}{\partial x_i} \cdot \frac{\partial (\psi_{j-4})}{\partial x_i} \cdots \frac{\partial (\psi_{k-2})}{\partial x_i}$$

where we have adopted, for more convenience, the notation

$$\begin{align*}
\tilde{\eta}_j &= \frac{1}{\psi_{j+1} \cdots \psi_{k-1}} \\
\tilde{\psi}_j &= \frac{1}{\psi_{j+1} \cdots \psi_{k-1}} \\
\tilde{\eta}_j^{-1} &= \frac{1}{\psi_{j+1} \cdots \psi_{k-1}} \\
\tilde{\psi}_j^{-1} &= \frac{1}{\psi_{j+1} \cdots \psi_{k-1}} \\
\tilde{\eta}_j^{-1} &= \frac{1}{\psi_{j+1} \cdots \psi_{k-1}} \\
\tilde{\psi}_j^{-1} &= \frac{1}{\psi_{j+1} \cdots \psi_{k-1}}
\end{align*}$$
For the last step, we prove that Equation (29) holds for \( i = k - 1 \). Recalling that \( x_k^{i-1} \) does not depend on \( x_{k-1} \), we calculate the derivative form

\[
\left| \frac{\partial x_k^{i-1}}{\partial x_{k-1}} \right| \leq |\eta_k^{-i} \frac{\partial \{ \eta_k^{-i} (x_1, \ldots, x_k) \}}{\partial x_k^{i-1}}| + |\eta_k^{-i} (x_1, \ldots, x_k) \frac{\partial \{ \eta_k^{-i} (x_1, \ldots, x_k) \}}{\partial x_k^{i-1}}| \leq |\eta_k^{-i} \frac{\partial \{ \eta_k^{-i} (x_1, \ldots, x_k) \}}{\partial x_k^{i-1}}| + |\eta_k^{-i} (x_1, \ldots, x_k) \frac{\partial \{ \eta_k^{-i} (x_1, \ldots, x_k) \}}{\partial x_k^{i-1}}| \leq \sum_{j=1}^{k-1} |\eta_j|^{\| \cdot \|} C_{j,k-1} (x_1, \ldots, x_k),
\]

with \( C_{j,k-1} (x_1, \ldots, x_k) \) an adequate chosen smooth positive function.

Finally, using Equations (28) and (31) with the fact that \( 1 \geq 1 - (v_i - 1 - a r_i) \in Q_{addr} \), we deduce the next inequality for \( i = 1, \ldots, k - 1 \),

\[
\left| \frac{\partial x_k^{i-1}}{\partial x_{k-1}} \right| \leq \sum_{j=1}^{k-1} |\eta_j|^{\| \cdot \|} C_{j,k-1} (x_1, \ldots, x_k).
\]

We estimate the parts of the Equations \( A \) and \( B \) by the following

\[
A \leq \sum_{j=1}^{k-1} |\eta_j|^{\| \cdot \|} C_{j,k-1} (x_1, \ldots, x_k)
\]

\[
B \leq \sum_{j=0}^{k-2} |\eta_{j+1}|^{1-v_i+a r_i} \tilde{\phi}_{j,i,j,k} (x_1, \ldots, x_{j+1}).
\]

Then, by adding Equations (33) and (34), we can write:

\[
\left| \frac{\partial x_k^{i-1}}{\partial x_{k-1}} \right| \leq \sum_{j=1}^{k-1} |\eta_j|^{1-v_i+a r_i} \tilde{\phi}_{j,i,j,k} (x_1, \ldots, x_k),
\]

where \( \tilde{\phi}_{j,i,j,k} (x_1, \ldots, x_k), \tilde{\phi}_{i,j,k} (x_1, \ldots, x_k) \) and \( \tilde{\phi}_{i,j,k} (x_1, \ldots, x_k) \) are positive smooth functions. Using both Lemma 1 and 5, we estimate the next term of the inequality (21):

\[
|\eta_k^{w_i} f_k (x_1, \ldots, x_k)| \leq |\eta_k^{w_i} |(|x_1| + \cdots + |x_k|) \gamma_k (x_1, \ldots, x_k)
\]

\[
\leq |\eta_k^{w_i} |(|x_1| + |x_2 - x_2^*| + \cdots + |x_k - x_k^*|) + (|x_2| + \cdots + |x_k^*|)) \times \gamma_k (x_1, \ldots, x_k).
\]

Using the inequality \(|x_{i+1} - x_i^*| \leq 2^{-v_i} |x_{i+1} - x_i^*|^{v_i} = 2^{-v_i} |\eta_i|^{v_i} \), we obtain

\[
|\eta_k^{w_i} f_k (x_1, \ldots, x_k)| \leq |\eta_k^{w_i} |(|\sum_{j=0}^{k-1} 2^{1-v_i} |\eta_{j+1}|^{v_i} |\sum_{j=1}^{k-1} |\eta_j|^{v_i} |\tilde{\phi}_j (x_1, \ldots, x_j) \times \gamma_k (x_1, \ldots, x_k).
\]

Knowing that \( \forall i = 1, \ldots, n - 1, r_i \leq \frac{1}{\alpha} \min\{ v_0, \ldots, v_i \} \), we have

\[
|\eta_k^{w_i} f_k (x_1, \ldots, x_k)| \leq |\eta_k^{w_i} |(|\sum_{j=0}^{k-1} 2^{1-v_i} |\eta_{j+1}|^{v_i} (1 + |\eta_{j+1}|^{1-a r_i}) \times \gamma_k (x_1, \ldots, x_k).
\]
We impose in addition, when constructing to the smooth positive function \( \tilde{\gamma}_k(x_1, \cdots, x_k) \), to satisfy the two conditions below:

\[
\begin{align*}
\tilde{\gamma}_k(x_1, \cdots, x_k) &\geq 2^{2-\alpha_k} (1 + |\eta_j|) \tilde{\gamma}_k(x_1, \cdots, x_k) \\
\tilde{\gamma}_k(x_1, \cdots, x_k) &\geq 2 (1 + |\eta_j|) \tilde{\gamma}_k(x_1, \cdots, x_k).
\end{align*}
\]  

(39)

Therefore, we have for \( j = 0, \cdots, k - 1 \)

\[
|\eta_{w_k}^{-1} f_k(x_1, \cdots, x_k)| \leq \eta_{w_k}^{-1} \sum_{i=1}^{k} |\eta_j| \tilde{\gamma}_k(x_1, \cdots, x_k) \leq \frac{1}{4} \sum_{j=1}^{k} |\eta_j|^{|\alpha_j|+|\nu_j|} \sum_{i=1}^{k} |\eta_j| \tilde{\gamma}_k(x_1, \cdots, x_k)
\]

(40)

where \( \nu_k(x_1, \cdots, x_k) \) is a smooth positive function. Finally, for the last term of (21), there exists a smooth positive function \( \xi_k(x_1, \cdots, x_k) \) such that

\[
\frac{1}{4} \sum_{i=1}^{k} \frac{1}{w_k} \tilde{\gamma}_k \leq \eta_{w_k}^{-1} \sum_{i=1}^{k} (|\eta_j|^{1+\alpha_j} + |\eta_j|^{|\alpha_j|+|\nu_j|} |\xi_k|) (x_1, \cdots, x_k).
\]  

(41)

To prove this claim, we start with the next inequality:

\[
\sum_{i=1}^{k} \frac{1}{w_k} \tilde{\gamma}_k \leq (w_k-1) \sum_{i=1}^{k} \left| \frac{\tilde{\gamma}_k}{w_k} \right| \int_{\frac{i}{w_k-1}}^{1} (s^{1/w_k-1} - x_k^{1/w_k-1}) \, ds.
\]  

(43)

Using the fact that \( w_k-1 \in [0, 1] \) and Lemma 4, we can write

\[
(w_k-1) \int_{\frac{i}{w_k-1}}^{1} (s^{1/w_k-1} - x_k^{1/w_k-1}) \, ds \leq |x_k - x_k^{1/w_k-1}| \leq 2^{1-\nu_k-1} |\eta_k|^{1-\nu_k-1} |\eta_k|^{\nu_k-1} = |\eta_k|^{\nu_k-1}.
\]  

(44)

Combining the result obtained in Equation (43), with Proposition 3 and Lemma 5 yields:

\[
\sum_{i=1}^{k-1} \frac{1}{w_k} \tilde{\gamma}_k \leq |\eta_k|^{\nu_k-1} \sum_{i=1}^{k-1} \left| \frac{\tilde{\gamma}_k}{w_k} \right| \leq \frac{1}{4} \sum_{i=1}^{k-1} \left| \eta_j |^{1+\alpha_j} + \left| \eta_j |^{1+\alpha_j} \right| \right| (x_1, \cdots, x_k)
\]

(45)

where \( \xi_k(x_1, \cdots, x_k) \) is a positive smooth function. Substituting the estimates Equations (23), (40) and (41) into Equation (21) yields:

\[
V_k(x_1, \cdots, x_k) \leq -(n - k + 1) \left( \sum_{i=1}^{k-1} |\eta_j|^{1+\alpha_j} + \eta_k^{1+\alpha_j} x_k^{1+\alpha_j} + \eta_k^{1+\alpha_j} (x_k - x_k^{s_{k+1}}) + \eta_k^{1+\alpha_j} (x_k^{s_{k+1}} - x_k^{s_{k+1}}) + \eta_k^{1+\alpha_j} (x_k^{s_{k+1}} - x_k^{s_{k+1}}) \right).
\]

A plausible choice of a continuous Hölderian virtual controller \( x_k^{s_{k+1}} \) is then given by:

\[
x_k^{s_{k+1}} = -\eta_k^{1+\alpha_j} \left( n - k + 1 \right) + c_{k+1} + \xi_k(x_1, \cdots, x_k) + v_k(x_1, \cdots, x_k) = -\eta_k^{1+\alpha_j} \left( n - k + 1 \right) + \xi_k(x_1, \cdots, x_k).
\]

Then, the correspondent Lyapunov function satisfies:

\[
V_k(x_1, \cdots, x_k) \leq -(n - k + 1) \left( \sum_{i=1}^{k-1} |\eta_j|^{1+\alpha_j} + \eta_k^{1+\alpha_j} (x_k - x_k^{s_{k+1}}) \right),
\]
which completes the proof of the inductive step. Using the inductive argument above, we conclude that at the $n$th step, there exists a non-Lipschitz continuous state feedback control law of the form:

$$u = x_{n+1}^* = -\eta_n^{ar_n} \varphi_n^{ar_n}(x_1, \cdots, x_n),$$

where $\varphi_n(x_1, \cdots, x_n)$ is a $C^1$ positive function and a $C^1$ positive definite and proper Lyapunov function $V_n(x_1, \cdots, x_n)$ constructed by the inductive procedure verifying the inequality:

$$V_n(x_1, \cdots, x_n) \leq -\sum_{i=1}^n \eta_i^{w_i-ar_i} = -\sum_{i=1}^n (x_i^{\frac{1}{r_i-1}} - x_i^{\frac{1}{r_i}})^{w_i-ar_i}.$$  

This completes the proof of the inductive step.

Using Theorem 1, one can verify that the system (3) is globally finite-time stable [24]. As a consequence and under the necessary and sufficient conditions of Theorem 2, we have shown that the closed-loop homogeneous nonlinear system in the form (3) is finite-time stabilizable by a Hölderian non-Lipshitz continuous feedback, as long as $f_i : \mathbb{R}^n \rightarrow \mathbb{R}$, $i = 1, 2, \cdots, n$ are $C^1$ functions with $f_i(0, \cdots, 0) = 0$.

Finally, we propose in the next section, an example to illustrate our design scheme and validate the results obtained.

4. Simulations of the Controller

Different results of finite-time controller designing have been already obtained with different techniques and methodologies [15,23,24,26,27,31,32]. Since the proposed theorem gives a new form for the Lyapunov function, the effectiveness of the algorithm developed in this paper is demonstrated with a design example and a computer simulation for the three common cases: the single, double and triple integrators. For the first step, $n = 1$, which defined the single integrator, we choose to work with the $C^1$ positive definite Lyapunov function $V_1(x) = \frac{1}{2}x^2$. In addition, we choose to take $\alpha = \frac{1}{2}$, $\nu_0 = 1$, $w_0 = \frac{1}{2}$ and $r_1 = 1$, which leads to a virtual control with the following form:

$$x_2^* = -x_1^2 \left(1 + x_1^\frac{3}{2}\right)^\frac{1}{2}, \text{ such that}$$

$$V_1(x_1) \leq -x_1^2 \left(x_2 + x_1^\frac{3}{2} \left(1 + x_1^\frac{3}{2}\right)^\frac{1}{2}\right) - x_1^2.$$  

(45)

It should be noted that the feedback law $u = x_2^*$ stabilizes the simple integrator $x_1 = u$, as shown in Figure 1, with the initial condition $x_1(0) = 0.5$.

![Convergence in Finite-Time of a Simple Integrator](image1.png)

Figure 1. Initial condition response of a finite-time stabilized simple integrator.
In the following steps, we notice that our main Theorem (2) gives us two frame relations to help us to find $v_1$ and $v_2$, as they have to satisfy:

\[
\begin{cases}
  w_1 = w_0 + a(r_1 - r_2) \leq v_1 \leq v_0 + a(r_2 - r_1), \\
  w_2 = w_0 + a(r_2 - r_3) \leq v_2 \leq v_0 + a(r_3 - r_1).
\end{cases}
\]  

For the second step, $n = 2$, we choose to take $r_2 = \frac{1}{3}$, $v_1 = \frac{10}{11}$ and $w_1 = \frac{7}{8}$. The corresponding virtual control $x_3^*$ is given by the form:

\[
\begin{cases}
  x_3^* = -x_2^* - \frac{1}{2} (x_1 + x_2^*)\frac{11}{10}, \\
  \text{under } V_2(x_1, x_2) = -|x_1^2| + |x_2^2 - x_2^*| - |x_2^2 - x_2^*| - (x_2 - x_2^*), \\
  V_2(x_1, x_2) = \frac{3}{2} + |x_2^2 - x_2^*| - |x_2^2 - x_2^*| - ds.
\end{cases}
\]  

As shown in Figure 2, this feedback law also stabilizes the double integrator $\dot{x}_1 = x_2$, $\dot{x}_2 = u$, in response to the initial conditions $x_1(0) = 1.5$, $x_2(0) = 2$.

![Figure 2](image_url)

**Figure 2.** Initial condition response of a finite-time stabilized double integrator.

For the final step, $n = 3$, we choose to take $r_3 = \frac{5}{7}$, $v_2 = \frac{2}{9}$, and $w_2 = \frac{13}{43}$. The corresponding virtual control $x_4^*$ is given by the form:

\[
\begin{cases}
  x_4^* = -\frac{1}{2} (x_1 + x_2^*)^{\frac{11}{7}} - x_3^{11}, \\
  \text{under } V_3(x_1, x_2, x_3) = -|x_1^2| + |x_2^2 - x_2^*| + |x_2^2 - x_2^*| + |x_2^2 - x_2^*| - (x_3 - x_3^*), \\
  V_3(x_1, x_2, x_3) = \frac{5}{2} + V_2(x_1, x_2) + |x_2^2 - x_2^*| - ds.
\end{cases}
\]  

Figure 3 shows that the triple integrator $\dot{x}_1 = x_2$, $\dot{x}_2 = x_3$, $\dot{x}_3 = u$—is stabilized in response to the initial conditions $x_1(0) = 0.5$, $x_2(0) = 0$, $x_3(0) = -0.5$. 

5. Conclusions

In this paper, we have extended the notion of finite-time stability to homogeneous non-Lipschitz systems, especially in the case of the lower-triangular nonlinear systems, using a systematic recursive algorithm, achieving the design of virtual continuous non-Lipschitz finite-time stabilizing controllers as well as $C^1$ control Lyapunov functions, under appropriate conditions. The advantage of this algorithm is that it uses a recursive relation between the dilation coefficients and the Hölder-exponents, to determine, step by step, the virtual Hölder feedback and the $C^1$ Lyapunov function, performing the finite-time stabilization task of the considered class of systems.

Finally, we have demonstrated the effectiveness and convenience of the proposed procedure illustrated by computer simulations on simple, double and triple integrator models, insuring finite-time stability and Lyapunov functions determinations.

In further works, we will be interested by a more developed class of nonlinear systems such as fractional systems, unknown parameter systems, and ones subject to disturbance. Since some applications could be found in a robotic control field, we will focus on the Human–Robot interaction model as shown in [33–35] and on the interesting problematic of finite-time stability frontier under critical values of impedance like damping and mass parameters, especially in the case where the states of the system are subject to disturbance.
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