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Abstract: In this paper, we study the semi-cycle analysis of positive solutions and the asymptotic
behavior of positive solutions of three-dimensional system of difference equations with a higher
order under certain parametric conditions. Furthermore, we show the boundedness and persistence,
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1. Introduction

We let N be a set of all natural numbers, N0 be a set of non-negative integers, Z be a
set of all integers, R be a set of all real numbers and for k ∈ Z the notation Nk represent the
set of {n ∈ Z : n ≥ k}.

Nonlinear difference equations and system of difference equations can be used in
modeling problems which arise in physics, finance, engineering, biology, and many other
areas (see [1,2]). In fact, by using different discretization methods for continuous problems,
we obtain models of difference equations and systems; see, for instance, [3,4]. There has
been a lot of studies concerning the periodicity, oscillation behavior, the boundedness,
stability of nonlinear difference equations and system of difference equations, see for
example [5]. Devault et al., in [6], studied the boundedness, global stability and periodic
character of solutions of the following difference equation:

xn+1 = p +
xn−m

xn
, n ∈ N0, m ∈ N2, (1)

where p ∈ (0, ∞), x−i, i ∈ {0, 1, . . . , m} are positive real numbers. Then, in [7], Equation (1)
was extended to the following two-dimensional system of difference equations:

xn+1 = A +
yn−m

yn
, yn+1 = A +

xn−m

xn
, n ∈ N0, m ∈ Z+, (2)

Mathematics 2024, 12, 16. https://doi.org/10.3390/math12010016 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math12010016
https://doi.org/10.3390/math12010016
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0009-0003-6122-1595
https://orcid.org/0000-0002-3403-9574
https://orcid.org/0000-0001-7079-6794
https://orcid.org/0000-0002-9235-8362
https://orcid.org/0000-0002-3963-6503
https://doi.org/10.3390/math12010016
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math12010016?type=check_update&version=2


Mathematics 2024, 12, 16 2 of 17

where A ∈ (0, ∞), x−i and y−i, i ∈ {0, 1, . . . , m} are positive real numbers. The authors
proved that every positive solutions of System (2) is bounded and persist and the unique
positive equilibrium point is a global attractor for case A > 1. Also, they showed that
System (2) has unbounded solutions for the case 0 < A < 1, and m is odd. Finally, they
determined that every positive solution of System (2) is periodic of a prime period two
for case A = 1 and m is odd, and has no two prime periodic solutions for case A = 1
and m is even. Later, Gümüş, in [8], studied the global asymptotic stability of the unique
positive equilibrium point under certain parametric conditions and the rate of convergence
of positive solutions of System (2). Moreover, the author examined the behavior of positive
solutions of System (2) using the semi-cycle analysis method. Finally, Abualrub and
Aloqeili, in [9], considered the following difference equations system:

xn+1 = A +
yn−m

yn
, yn+1 = B +

xn−m

xn
, n ∈ N0, m ∈ Z+, (3)

where parameters A, B ∈ (0, ∞), the initial values x−i, y−i, i ∈ {0, 1, . . . , m} are positive
real numbers, which is a natural extension of System (2). They investigated the behavior
of positive solutions of System (3) employing the semi-cycle analysis method. Also, they
studied the asymptotic behavior of the solutions of System (3) for cases 0 < A < 1 and
0 < B < 1. Finally, they showed that the positive solutions of System (3) are bound-
edness and persistence, and that the unique positive equilibrium point of System (2) is
globally asymptotically stable. Other related difference equations and systems of difference
equations can be found in references [10–22].

Motivated by aforementioned studies, in this study, we consider the following three-
dimensional higher-order system of difference equations:

un+1 = X +
vn−k
vn

, vn+1 = Y +
wn−k
wn

, wn+1 = Z +
un−k
un

, n ∈ N0, k ∈ Z+, (4)

where parameters X > 0, Y > 0 and Z > 0, and initial conditions u−i, v−i, w−i,
i ∈ {0, 1, . . . , k} are arbitrary positive numbers. It is easy to see that System (4) has a
unique positive equilibrium (ū, v̄, w̄) = (X + 1, Y + 1, Z + 1). By taking X = Y = Z,
System (4) is reduced to the following system:

un+1 = X +
vn−k
vn

, vn+1 = X +
wn−k
wn

, wn+1 = X +
un−k
un

, n ∈ N0, k ∈ Z+, (5)

where parameter X > 0 and initial conditions u−i, v−i, w−i, i ∈ {0, 1, . . . , k} are arbitrary
positive numbers, which was considered in [16] with p = 3. So, we suppose that X ̸= Y ̸= Z.
From now on, we investigate the dynamical behavior of System (4) for cases 0 < X, Y, Z < 1
and X > 1, Y > 1, Z > 1. We also deal with the behavior of the positive solutions of
System (4) using the semi-cycle analysis method. Finally, we offer numerical examples
representing different types of behavior of solutions to System (4).

Our work completes and generalizes the works mentioned in the literature summary
above, and this is our main motivation for the present study.

Our paper is organized as follows: The behavior of positive solutions of System (4)
using semi-cycle analysis is studied in Section 2. The asymptotic behavior of positive
solutions of System (4) when 0 < X < 1, 0 < Y < 1 and 0 < Z < 1 is investigated
in Section 3. In Section 4, we study the boundedness and persistence of System (4) and
the global behavior of the unique equilibrium point of System (4), whereas the rate of
convergence of System (4) is studied in Section 5. Some numerical examples which support
our analytical results are given in Seciton 6.

2. Semi-Cycle Analysis

In this section, we discuss the behavior of positive solutions of System (4) using
semi-cycle analysis. It is easy to see that System (4) has a unique positive equilibrium
(ū, v̄, w̄) = (X + 1, Y + 1, Z + 1).
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Theorem 1. Suppose that {un, vn, wn}∞
n=−k is solutions to System (4). Then, either this solution

consists of a single semi-cycle or it oscillates about the equilibrium (ū, v̄, w̄) = (X + 1, Y+ 1, Z+ 1)
with semi-cycle having at most k terms.

Proof. We assume that {un, vn, wn}∞
n=−k possess at least two semi-cycles. That is, there

exists n0 > −k such that either 
un0 < 1 + X ≤ un0+1,
vn0 < 1 + Y ≤ vn0+1,
wn0 < 1 + Z ≤ wn0+1,

(6)

or 
un0 ≥ 1 + X > un0+1,
vn0 ≥ 1 + Y > vn0+1,
wn0 ≥ 1 + Z > wn0+1.

(7)

Here, we consider only the first case; the other can be investigated in a similar way.
We suppose that the first semi-cycle starting with term (un0+1, vn0+1, wn0+1) has k terms. In
this case, we have 

un0 < 1 + X ≤ un0+1, un0+2, . . . , un0+k,

vn0 < 1 + Y ≤ vn0+1, vn0+2, . . . , vn0+k,

wn0 < 1 + Z ≤ wn0+1, wn0+2, . . . , wn0+k,

which implies that
un0

un0+k
< 1,

vn0
vn0+k

< 1 and
wn0

wn0+k
< 1; then, we obtain, from System (4),

un0+k+1 = X +
vn0

vn0+k
< X + 1,

vn0+k+1 = Y +
wn0

wn0+k
< Y + 1,

wn0+k+1 = Z +
un0

un0+k
< Z + 1,

from which the result follows.

Theorem 2. Suppose that k is an odd integer and {un, vn, wn}∞
n=−k is a solution of System (4)

which possesses k − 1 sequential semi-cycle of length one. Then, every semi-cycle after this point is
of length one.

Proof. We let k be the odd integer and {un, vn, wn}∞
n=−k be Solution (4) which possesses

k − 1 sequential semi-cycle of length one. Then, from the definition of a semi-cycle, there
exists n0 ≥ −k such that either

un0 , un0+2, . . . , un0+k−1 < 1 + X ≤ un0+1, un0+3, . . . , un0+k,

vn0 , vn0+2, . . . , vn0+k−1 < 1 + Y ≤ vn0+1, vn0+3, . . . , vn0+k,

wn0 , wn0+2, . . . , wn0+k−1 < 1 + Z ≤ wn0+1, wn0+3, . . . , wn0+k

or 
un0 , un0+2, . . . , un0+k−1 ≥ 1 + X > un0+1, un0+3, . . . , un0+k,

vn0 , vn0+2, . . . , vn0+k−1 ≥ 1 + Y > vn0+1, vn0+3, . . . , vn0+k,

wn0 , wn0+2, . . . , wn0+k−1 ≥ 1 + Z > wn0+1, wn0+3, . . . , wn0+k.
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Here, we consider just the first case since the other can be dealt with similarly. In this
case, we can write the following inequalities:

un0+k+1 = X +
un0

un0+k
< X + 1,

vn0+k+1 = Y +
vn0

vn0+k
< Y + 1,

wn0+k+1 = Z +
wn0

wn0+k
< Z + 1,

which means that (un0+k, vn0+k, wn0+k) is the kth semi-cycle of length one. By using the
induction method, we can easily show that every semi-cycle after this point is of length
one. Hence, the proof is complete.

Theorem 3. System (4) has no nontrivial k-periodic solution (not necessarily prime period k).

Proof. We suppose that System (4) possesses k-periodic solution. Then, from System (4),
we have (un−k, vn−k, wn−k) = (un, vn, wn) for all n ≥ 0 and so

un+1 = X +
vn−k

vn
= X + 1,

vn+1 = Y +
wn−k

wn
= Y + 1,

wn+1 = Z +
un−k

un
= Z + 1.

Hence, solution (un, vn, wn) = (X + 1, Y + 1, Z + 1) is the equilibrium solution of
System (4).

Theorem 4. All non-oscillatory solutions of System (4) converge to the equilibrium
(ū, v̄, w̄) = (X + 1, Y + 1, Z + 1) as n → ∞.

Proof. We suppose that System (4) possesses a non-oscillatory solution as {un, vn, wn}∞
n=−k.

Here, we just prove the case of a single positive semi-cycle since the other can be
achieved in a similar way. Then, from assumption, for all n ≥ −k, we have (un, vn, wn) ≥
(X + 1, Y + 1, Z + 1) and so 

un+1 = X +
vn−k

vn
≥ X + 1,

vn+1 = Y +
wn−k

wn
≥ Y + 1,

wn+1 = Z +
un−k

un
≥ Z + 1,

which implies that vn−k ≥ vn, wn−k ≥ wn, and un−k ≥ un. So, we obtain
un−k ≥ un ≥ un+k ≥ · · · ≥ X + 1, n ∈ N0,

vn−k ≥ vn ≥ vn+k ≥ · · · ≥ Y + 1, n ∈ N0,

wn−k ≥ wn ≥ wn+k ≥ · · · ≥ Z + 1, n ∈ N0,

which means that {un}, {vn}, {wn} have k convergent subsequences

{unk}, {unk+1}, . . . , {unk+(k−1)},

{vnk}, {vnk+1}, . . . , {vnk+(k−1)}

and
{wnk}, {wnk+1}, . . . , {wnk+(k−1)},

since they are decreasing and bounded from below. So, each subsequence is convergent.
Hence, for all j ∈ {0, 1, . . . , k − 1} there exist ai, bi, ci such that
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lim
n→∞

unk+i = ai, lim
n→∞

vnk+i = bi, lim
n→∞

wnk+i = ci.

Thus,
(a0, b0, c0), (a1, b1, c1), . . . , (ak−1, bk−1, ck−1)

is a k-periodic solution of System (4), which contradicts Theorem 3, because System (4) has
no non-trivial periodic solutions of (not necessarily prime) period k. Therefore, the solution
tends to the equilibrium.

3. The Case 0 < X < 1, 0 < Y < 1 and 0 < Z < 1

In this section, we discuss the asymptotic behavior of the positive solutions of Sys-
tem (4) when 0 < X < 1, 0 < Y < 1 and 0 < Z < 1.

Theorem 5. Consider system (4). Let 0 < X < 1, 0 < Y < 1, 0 < Z < 1 and
T = max{X, Y, Z}. Assume that {un, vn, wn}∞

n=−k is a positive solution of system (4). Then, the
next statements are true.

(a) If k is odd and 0 < u2m−1 < 1, 0 < v2m−1 < 1, 0 < w2m−1 < 1, u2m > 1
1−T , v2m > 1

1−T ,
w2m > 1

1−T for m = 1−k
2 , 3−k

2 , . . . , 0, then

limn→∞ u2n = ∞, limn→∞ v2n = ∞, limn→∞ w2n = ∞,

limn→∞ u2n+1 = X, limn→∞ v2n+1 = Y, limn→∞ w2n+1 = Z.

(b) If k is odd and 0 < u2m < 1, 0 < v2m < 1, 0 < w2m < 1, u2m−1 > 1
1−T , v2m−1 > 1

1−T ,
w2m−1 > 1

1−T for m = 1−k
2 , 3−k

2 , . . . , 0, then

limn→∞ u2n+1 = ∞, limn→∞ v2n+1 = ∞, limn→∞ w2n+1 = ∞,
limn→∞ u2n = X, limn→∞ v2n = Y, limn→∞ w2n = Z.

Proof. We consider only Case (a) since the other case can be proven similarly.
(a) Since T = max{X, Y, Z}, we obtain

0 < u1 = X +
v−k
v0

< X + 1
v0

< X + 1 − T ≤ X + 1 − X = 1,

0 < v1 = Y +
w−k
w0

< Y + 1
w0

< Y + 1 − T ≤ Y + 1 − Y = 1,

0 < w1 = Z +
u−k
u0

< Z + 1
u0

< Z + 1 − T ≤ Z + 1 − Z = 1

and 
u2 = X +

v−k+1
v1

> X + v−k+1 > v−k+1 > 1
1−T ,

v2 = Y +
w−k+1

w1
> Y + w−k+1 > w−k+1 > 1

1−T ,

w2 = Z +
u−k+1

u1
> Z + u−k+1 > u−k+1 > 1

1−T .

By using induction method, we obtain

0 < u2n−1, v2n−1, w2n−1 < 1, u2n, v2n, w2n >
1

1 − T
, n ∈ N,

and so for l > k+3
2

u2l = X +
v2l−(k+1)

v2l−1
> X + v2l−(k+1) = X + Y +

w2l−(2k+2)
w2l−k−2

> X + Y + w2l−(2k+2) = X + Y + Z +
u2l−(3k+3)
u2l−2k−3

> X + Y + Z + u2l−(3k+3),

u4l = X +
v4l−(k+1)

v4l−1
> X + v4l−(k+1) = X + Y +

w4l−(2k+2)
w4l−k−2

> X + Y + w4l−(2k+2) = X + Y + Z +
u4l−(3k+3)
u4l−2k−3

> X + Y + Z + u4l−(3k+3).
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Similarly, one can easily see that inequality u6l > X + Y + Z + u6l−(3k+3) holds. Thus,
for all p ∈ N, u2pl > X + Y + Z + u2pl−3(k+1). If n = pl, then limn→∞ u2n = ∞, as
p → ∞, n → ∞. Similarly, we can obtain limn→∞ v2n = ∞, limn→∞ w2n = ∞. On the other
hand, using the conditions of Case (a) and taking the limit on both sides of each equations
of (4) in the following system,

u2n+1 = X +
v2n−k
v2n

, v2n+1 = Y +
w2n−k
w2n

, w2n+1 = Z +
u2n−k
u2n

,

we have
lim

n→∞
u2n+1 = X, lim

n→∞
v2n+1 = Y, lim

n→∞
w2n+1 = Z,

which is desired.

4. The Case X > 1, Y > 1 and Z > 1

In this section, we deal with the boundedness and persistence of positive solutions
of System (4) when X > 1, Y > 1 and Z > 1. Also, we show that the unique positive
equilibrium of System (4) is globally asymptotically stable when X > 1, Y > 1 and Z > 1.

Theorem 6. Consider System (4). Let X > 1, Y > 1 and Z > 1. Then, for every positive solution
of System (4) we have the following inequalities, for i = k + 3, 3k + 3 and l ≥ 0:

X < u(3k+3)l+j ≤
(
uj +

XYZ(X+1)+XZ
1−XYZ

)( 1
XYZ

)l
+ XYZ(X+1)+XZ

XYZ−1 ,

Y < v(3k+3)l+j ≤
(
vj +

XYZ(Y+1)+XY
1−XYZ

)( 1
XYZ

)l
+ XYZ(Y+1)+XY

XYZ−1 ,

Z < w(3k+3)l+j ≤
(
wj +

XYZ(Z+1)+YZ
1−XYZ

)( 1
XYZ

)l
+ XYZ(Z+1)+YZ

XYZ−1 ,

where l ≥ 0, j = 2, 3k + 4.

Proof. We let {(un, vn, wn)} be a positive solution of System (4) and be X > 1, Y > 1 and
Z > 1. Since un > 0, vn > 0 and wn > 0 for all n ≥ −k, from System (4), we have

un > X > 1, vn > Y > 1, wn > Z > 1, n ≥ 1. (8)

Further employing (4) and (8), we obtain
un = X +

vn−k−1
vn−1

< X + 1
Y un−k−1,

vn = Y +
wn−k−1

wn−1
< Y + 1

Z vn−k−1,

wn = Z +
un−k−1

un−1
< Z + 1

X wn−k−1

(9)

for all n ≥ 2. We let {(xn, yn, zn)} be the solution of system

xn = X +
1
Y

yn−k−1, yn = Y +
1
Z

zn−k−1, zn = Z +
1
X

xn−k−1, n ≥ 2, (10)

such that
xi = ui, yi = vi, zi = wi, i = −k + 1, 1. (11)

Now, we use the induction method to prove

un < xn, vn < yn, wn < zn, n ≥ 2. (12)

We assume that (12) is true for n = m ≥ 2. From (9), we have
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um+1 < X + 1

Y vm−k < X + 1
Y ym−k = xm+1,

vm+1 < Y + 1
Z wm−k < Y + 1

Z zm−k = ym+1,

wm+1 < Z + 1
X um−k < Z + 1

X xm−k = zm+1.

(13)

Thus, (12) is true. From (10) and (11), we obtain

x(3k+3)(l+1)+j = ax(3k+3)l+j + b, y(3k+3)(l+1)+j = ay(3k+3)l+j + c, z(3k+3)(l+1)+j = az(3k+3)l+j + d, (14)

where l ≥ 0, j = 2, 3k + 4, a = 1
XYZ , b = X + 1 + 1

Y , c = Y + 1 + 1
Z and d = Z + 1 + 1

X . The
general solution to equations in (14) are

x(3k+3)l+j =
(
uj +

b
a − 1

)
al +

b
1 − a

=
(
uj +

XYZ(X + 1) + XZ
1 − XYZ

)( 1
XYZ

)l
+

XYZ(X + 1) + XZ
XYZ − 1

, (15)

y(3k+3)l+j =
(
vj +

c
a − 1

)
al +

c
1 − a

=
(
vj +

XYZ(Y + 1) + XY
1 − XYZ

)( 1
XYZ

)l
+

XYZ(Y + 1) + XY
XYZ − 1

, (16)

and

z(3k+3)l+j =
(
wj +

d
a − 1

)
al +

d
1 − a

=
(
wj +

XYZ(Z + 1) + YZ
1 − XYZ

)( 1
XYZ

)l
+

XYZ(Z + 1) + YZ
XYZ − 1

, (17)

where l ≥ 0, j = 2, 3k + 4. Then, from (8) and (12) and the solutions in (15)–(17), it follows
that for all j = 2, 3k + 4 and l ≥ 0

X < u(3k+3)l+j ≤
(
uj +

XYZ(X+1)+XZ
1−XYZ

)( 1
XYZ

)l
+ XYZ(X+1)+XZ

XYZ−1 ,

Y < v(3k+3)l+j ≤
(
vj +

XYZ(Y+1)+XY
1−XYZ

)( 1
XYZ

)l
+ XYZ(Y+1)+XY

XYZ−1 ,

Z < w(3k+3)l+j ≤
(
wj +

XYZ(Z+1)+YZ
1−XYZ

)( 1
XYZ

)l
+ XYZ(Z+1)+YZ

XYZ−1 ,

(18)

where l ≥ 0 and j = 2, 3k + 4, which is desired.

In the following theorem, we show that unique equilibrium (ū, v̄, w̄) = (X+1, Y+1, Z+1)
is a global attractor.

Theorem 7. Let X > 1, Y > 1 and Z > 1. Then, every positive solution of System (4) converges
to the equilibrium (ū, v̄, w̄) = (X + 1, Y + 1, Z + 1) as n → ∞.

Proof. We let {(un, vn, wn)} be a positive solution of System (4) and be X > 1, Y > 1 and
Z > 1. We assume that

u1 = limn→∞ supxn, u2 = limn→∞ supyn, u3 = limn→∞ supzn,

l1 = limn→∞ in f xn, l2 = limn→∞ in f yn, l3 = limn→∞ in f zn.
(19)

From Theorem 6, we can write the next inequalities:

0 < X ≤ l1 ≤ u1 < +∞, 0 < Y ≤ l2 ≤ u2 < +∞, 0 < Z ≤ l3 ≤ u3 < +∞. (20)
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Also, from System (4) and (19), we obtain

u1 ≤ X + u2
l2

, u2 ≤ Y + u3
l3

, u3 ≤ Z + u1
l1

,

l1 ≥ X + l2
u2

, l2 ≥ Y + l3
u3

, l3 ≥ Z + l1
u1

,
(21)

from which it follows that
l1u2 ≥ Xu2 + l2, (22)

u1l2 ≤ Xl2 + u2, (23)

l2u3 ≥ Yu3 + l3, (24)

u2l3 ≤ Yl3 + u3, (25)

l3u1 ≥ Zu1 + l1, (26)

and
u3l1 ≤ Zl1 + u1. (27)

By multiplying both sides of inequality in (22) by u3 and both sides of inequality in (27)
by u2, we obtain

u3l1u2 ≥ Xu2u3 + l2u3, u2u3l1 ≤ Zu2l1 + u2u1,

from which it follows that

Xu2u3 + l2u3 ≤ Zu2l1 + u2u1. (28)

Similarly, multiplying both sides of inequality in (23) by u3 and both sides of inequality
in (24) by u1, we obtain

u3u1l2 ≤ u3Xl2 + u3u2, u1l2u3 ≥ Yu3u1 + l3u1,

from which it follows that

Yu3u1 + l3u1 ≤ u3Xl2 + u3u2. (29)

Again, similarly, multiplying both sides of inequality in (25) by u1 and both sides of
inequality in (26) by u2, we have

u1u2l3 ≤ u1Yl3 + u1u3, u2l3u1 ≥ u2Zu1 + u2l1,

from which it follows that

u2u1Z + u2l1 ≤ Yu1l3 + u1u3. (30)

From (28)–(30), we have

Xu2u3 + l2u3 + Yu1u3 + l3u1 + u2u1Z + u2l1 ≤ u2Zl1 + u2u1 + u3Xl2 + u3u2 + u1Yl3 + u1u3, (31)

which implies that

Xu2u3 + l2u3 + Yu1u3 + l3u1 + u2u1Z + u2l1 − u2Zl1 − u2u1 − u3Xl2 − u3u2 − u1Yl3 − u1u3 ≤ 0 (32)

and consequently

Xu3(u2 − l2) + Yu1(u3 − l3) + Zu2(u1 − l1)− u3(u2 − l2)− u1(u3 − l3)− u2(u1 − l1) ≤ 0. (33)

Since X − 1 > 0, Y − 1 > 0 and Z − 1 > 0, from (33) we have u1 = l1, u2 = l2 and
u3 = l3, from which along with (22)–(27) it follows that

lim
n→∞

un = l1 = u1 = X + 1, lim
n→∞

vn = l2 = u2 = Y + 1, lim
n→∞

wn = l3 = u3 = Z + 1, (34)

which completes the proof.
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Lemma 1 ([9]). Assume that A > 1 and 0 < ϵ < A−1
(A+1)(k+1) , for k ∈ N. Then 2

(1−(k+1))ϵ(A+1) < 1.

The following theorem offers us the local stability of the unique equilibrium point of
System (4) when X > 1, Y > 1 and Z > 1.

Theorem 8. If X > 1, Y > 1 and Z > 1, then the unique positive equilibrium (ū, v̄, w̄) =
(X + 1, Y + 1, Z + 1) of System (4) is locally asymptotically stable.

Proof. The linearized equations of System (4) about the equilibrium point (X + 1, Y + 1,
Z + 1) are

Xn+1 = F(Xn), n ∈ N0, (35)

where Xn =
(
u(1)

n , u(2)
n , . . . , u(k+1)

n , v(1)n , v(2)n , . . . , v(k+1)
n , w(1)

n , w(2)
n , . . . , w(k+1)

n
)T , where

u(1)
n = un, u(2)

n = un−1, . . . , u(k+1)
n = un−k,

v(1)n = vn, v(2)n = vn−1, . . . , v(k+1)
n = vn−k,

w(1)
n = wn, w(2)

n = wn−1, . . . , w(k+1)
n = wn−k,

(36)

and F : [0, ∞)3k+3 → [0, ∞)3k+3 such that for all T =
(
u(1), u(2), . . . ,

u(k+1), v(1), v(2), . . . , v(k+1), w(1), w(2), . . . , w(k+1)) ∈ [0, ∞)3k+3, F(T) =
(

f1(T), u(2), . . . ,
u(k+1), f2(T), v(2), . . . , v(k+1), f3(T), w(2), . . . , w(k+1)), where

f1(T) = X +
v(k+1)

v(1)
, f2(T) = Y +

w(k+1)

w(1)
, f3(T) = Z +

u(k+1)

u(1)
.

Then, we obtain

∂ f1
∂v(1)

(T) = − v(k+1)

(v(1))
2 , ∂ f1

∂v(k+1) (T) =
1

v(1)
,

∂ f2
∂w(1) (T) = − w(k+1)

(w(1))
2 , ∂ f2

∂w(k+1) (T) =
1

w(1) ,

∂ f3
∂u(1) (T) = − u(k+1)

(u(1))
2 , ∂ f3

∂u(k+1) (T) =
1

u(1) .

(37)

JF is the Jacobian matrix of F at the equilibrium point (ū, v̄, w̄) = (X + 1, Y + 1, Z + 1),
which is given by

JF =



0 0 · · · 0 0 −1
Y+1 0 · · · 0 1

Y+1 0 0 · · · 0 0
1 0 · · · 0 0 0 0 · · · 0 0 0 0 · · · 0 0
0 1 · · · 0 0 0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 1 0 0 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0 −1

Z+1 0 · · · 0 1
Z+1

0 0 · · · 0 0 1 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 0 1 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 1 0 0 0 · · · 0 0
−1

X+1 0 · · · 0 1
X+1 0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 1 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0 0 1 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 0 0 · · · 1 0



. (38)
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We suppose that λ1, λ2, . . . , λ3k+3 are the eigenvalues of matrix JF and that
D = diag(d1, d2, . . . , d3k+3) is a diagonal matrix, where

d1 = dk+2 = d2k+3 = 1, dm = dk+1+m = d2k+2+m = 1 − mϵ,

for m ∈ {2, 3, . . . , k + 1} and 0 < ϵ < min{ X−1
(X+1)(k+1) , Y−1

(Y+1)(k+1) , Z−1
(Z+1)(k+1)}. From this

and taking into account the fact that 1 − mϵ > 0, for all m ∈ {2, 3, . . . , k + 1}, we conclude
that matrix D is invertible. Matrix DJFD−1 is given by

0 0 · · · 0 0 −1
Y+1

d1
dk+2

0 · · · 0 1
Y+1

d1
d2k+2

0 0 · · · 0 0
d2
d1

0 · · · 0 0 0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · dk+1
dk

0 0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 −1
Z+1

dk+2
d2k+3

0 · · · 0 1
Z+1

dk+2
d3k+3

0 0 · · · 0 0 dk+3
dk+2

0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · d2k+2
d2k+1

0 0 0 · · · 0 0
−1

X+1
d2k+3

d1
0 · · · 0 1

X+1
d2k+3
dk+1

0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 d2k+4
d2k+3

0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 0 0 · · · d3k+3
d3k+2

0



.

In order to find the infinite norm of DJFD−1, we show that the sum of absolute
values of the entries of each row is less than one. For this, by considering the fact that
d1 > d2 > · · · > dk+1, dk+2 > dk+3 > · · · > d2k+2 and d2k+3 > d2k+4 > · · · > d3k+3, we
can write the following inequalities for every j ∈ {1, 2, . . . , 3k + 2}:

dj+1

dj
< 1, (39)

from which, along with A > 1 and Lemma 1, it yields

1
Y + 1

d1

dk+2
+

1
Y + 1

d1

d2k+2
=

1
Y + 1

+
1

(1 − (k + 1)ϵ)(Y + 1)

<
2

(1 − (k + 1)ϵ)(Y + 1)

< 1.

Similarly,

1
Z + 1

d2

d2k+3
+

1
Z + 1

d2

d3k+3
< 1

and

1
X + 1

d2k+3
d1

+
1

X + 1
d2k+3
dk+1

< 1.

Since JF has the same eigenvalue as DJFD−1,

ρ(JF ) = max{|λi|} ≤ ||DJFD−1||∞,

but
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||DJFD−1||∞ = max
{

1
Y + 1

+
1

(1 − (k + 1)ϵ(Y + 1)
,

d2

d1
,

d3

d2
, . . . ,

dk+1
dk

,
1

Z + 1
+

1
(1 − (k + 1)ϵ(Z + 1)

,

1
X + 1

+
1

(1 − (k + 1)ϵ(X + 1)

}
< 1. (40)

Since he modulus of every eigenvalue of JF is less than one, the unique equilibrium
point (ū, v̄, w̄) = (X + 1, Y + 1, Z + 1) of System (4) is locally asymptotically stable.

Theorem 9. If X > 1, Y > 1 and Z > 1, then the unique positive equilibrium
(ū, v̄, w̄) = (X + 1, Y + 1, Z + 1) of System (4) is globally asymptotically stable.

Proof. The result follows immediately from Theorems 7 and 8.

5. Rate of Convergence

In this section, we study the rate of convergence of a solutions which converges to the
equilibrium point (ū, v̄, w̄) = (X + 1, Y + 1, Z + 1) of System (4) in the region of parameters
described by X > 1, Y > 1 and Z > 1. The following result presents the rate of convergence
of solutions of the system of difference equations

Ψn+1 = [M + N(n)]Ψn, (41)

where Ψn is a (3k + 3)-dimensional vector, M ∈ C(3k+3)×(3k+3) is a constant matrix and
N : Z+ → C(3k+3)×(3k+3) is a matrix function with

∥N(n)∥ → 0, as n → ∞, (42)

where ∥.∥ denotes any matrix norm.

Theorem 10. (Perron’s Theorem, see [18]) Assume that Condition (42) holds. If Ψn is a solution of
System (41), then either Ψn = 0 for all large n or

ϑ = lim
n→∞

∥Ψn+1∥
∥Ψn∥

or
ϑ = lim

n→∞
(∥Ψn∥)

1
n

exists and ϑ is equal to the modulus of one of the eigenvalues of matrix M.

Theorem 11. Assume that {un, vn, wn}∞
n=−k is a solution of System (4) such that

lim
n→∞

un = ū = X + 1, lim
n→∞

vn = v̄ = Y + 1, lim
n→∞

wn = w̄ = Z + 1.
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Then, the error vector

en =



e1
n

e1
n−1
...

e1
n−k
e2

n
e2

n−1
...

e2
n−k
e3

n
e3

n−1
...

e3
n−k



=



un − ū
un−1 − ū

...
un−k − ū

vn − v̄
vn−1 − v̄

...
vn−k − v̄
wn − w̄

wn−1 − w̄
...

wn−k − w̄


satisfies both of the asymptotic relations for some i ∈ {1, 2, . . . , k},

ϑ = lim
n→∞

(||Ψn||)
1
n =|λi JF(ū, v̄, w̄)|, ϑ = lim

n→∞

||Ψn+1||
||Ψn||

=|λi JF(ū, v̄, w̄)|, (43)

where ϑ is equal to the modulus of one of the eigenvalues of JF at the equilibrium point (ū, v̄, w̄).

Proof 10. We let {un, vn, wn}∞
n=−k be a solution of System (4) such that

lim
n→∞

un = ū = X + 1, lim
n→∞

vn = v̄ = Y + 1, lim
n→∞

wn = w̄ = Z + 1. (44)

We have

un+1 − ū = X +
vn−k
vn

− X − 1 =
vn−k − vn

vn
=

vn−k − v̄
vn

− vn − v̄
vn

, (45)

vn+1 − v̄ = Y +
wn−k
wn

− Y − 1 =
wn−k − wn

wn
=

wn−k − w̄
wn

− wn − w̄
wn

, (46)

wn+1 − w̄ = Z +
un−k
un

− Z − 1 =
un−k − un

un
=

un−k − ū
un

− un − ū
un

, (47)

using the fact that
e1

n = un − ū, e2
n = vn − v̄, e3

n = wn − w̄,

then, the equations in (45)–(47) can be rewritten in the following form:

e1
n+1 =

e2
n−k
vn

− e2
n

vn
, (48)

e2
n+1 =

e3
n−k
wn

− e3
n

wn
, (49)

e3
n+1 =

e1
n−k
un

− e1
n

un
, . (50)

Now, we let Ai = Ci = Di = Ei = Mi = Ni = 0, for i ∈ {0, 1, . . . , k}, B0 = − 1
vn

,
Bi = 0 for i ∈ {1, 2, . . . , k − 1}, Bk =

1
vn

, F0 = − 1
wn

, Fi = 0 for i ∈ {1, 2, . . . , k − 1}, Fk =
1

wn
,

L0 = − 1
un

, Li = 0 for i ∈ {1, 2, . . . , k − 1} and Lk =
1

un
. Then, the equations in (48)–(50) take

the form of
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e1
n+1 =

k

∑
i=0

Aie1
n−i +

k

∑
i=0

Bie2
n−i +

k

∑
i=0

Cie3
n−i, (51)

e2
n+1 =

k

∑
i=0

Die1
n−i +

k

∑
i=0

Eie2
n−i +

k

∑
i=0

Fie3
n−i, (52)

e3
n+1 =

k

∑
i=0

Lie1
n−i +

k

∑
i=0

Mie2
n−i +

k

∑
i=0

Nie3
n−i. (53)

We have

limn→∞ Ai = limn→∞ Ci = limn→∞ Di = limn→∞ Ei = limn→∞ Mi = limn→∞ Ni = 0, for i ∈ {0, 1, . . . , k},

limn→∞ Bi = limn→∞ Fi = limn→∞ Li = 0, for i ∈ {0, 1, . . . , k − 1},

limn→∞ B0 = − 1
v̄ , limn→∞ F0 = − 1

w̄ , limn→∞ L0 = − 1
v̄ ,

limn→∞ Bk =
1
v̄ , limn→∞ Fk =

1
w̄ , limn→∞ Lk =

1
ū .

(54)

That is, 
B0 = − 1

v̄ + an, Bk =
1
v̄ + bn,

E0 = − 1
w̄ + αn, Ek =

1
w̄ + βn,

L0 = − 1
ū + γn, Lk =

1
ū + δn,

(55)

where an → 0, bn → 0, αn → 0, βn → 0, γn → 0, δn → 0 for n → ∞. Then, we possess the
next system of the form (41)

En+1 = (M + N(n))En, (56)

where En = (e1
n, e1

n−1, . . . , e1
n−k, e2

n, e2
n−1, . . . , e2

n−k, e3
n, e3

n−1, . . . , e3
n−k)

T and

M =



0 0 · · · 0 0 −1
Y+1 0 · · · 0 1

Y+1 0 0 · · · 0 0
1 0 · · · 0 0 0 0 · · · 0 0 0 0 · · · 0 0
0 1 · · · 0 0 0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 1 0 0 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0 −1

Z+1 0 · · · 0 1
Z+1

0 0 · · · 0 0 1 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 0 1 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 1 0 0 0 · · · 0 0
−1

X+1 0 · · · 0 1
X+1 0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 1 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0 0 1 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 0 0 · · · 1 0



, (57)
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N(n) =



0 0 · · · 0 0 an 0 · · · 0 bn 0 0 · · · 0 0
1 0 · · · 0 0 0 0 · · · 0 0 0 0 · · · 0 0
0 1 · · · 0 0 0 0 · · · 0 0 0 0 · · · 0 0

0 0 · · · 1 0 0 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0 0 αn · · · 0 βn
0 0 · · · 0 0 1 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 0 1 · · · 0 0 0 0 · · · 0 0

0 0 · · · 0 0 0 0 · · · 1 0 0 0 · · · 0 0
γn 0 · · · 0 δn 0 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0 1 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0 0 1 · · · 0 0

0 0 · · · 0 0 0 0 · · · 0 0 0 0 · · · 1 0



, (58)

where ∥N(n)∥ → 0 as n → ∞. Matrix M is equal to JF . So, by applying Theorem 10 to
System (4), the result holds.

6. Numerical Examples

In this section, we provide numerical examples which demonstrate different types of
the behavior of solutions to System (4).

Example 1. Consider the next system:

un = X +
vn−3

vn−1
, vn = Y +

wn−3

wn−1
, wn = Z +

un−3

un−1
, n ∈ N0, (59)

with initial values u−3 = 0.51, u−2 = 8.47, u−1 = 2.55, v−3 = 2.08, v−2 = 3.71, v−1 = 20.79,
w−3 = 12.28, w−2 = 0.38, w−1 = 2.41 and parameters X = 1.7, Y = 2.5, Z = 1.9. Then, the
equilibrium point Γ1 = (ū, v̄, w̄) = (2.7, 3.5, 2.9) of System (59) is globally asymptotically stable.
That is, since the parametric conditions in Theorems 8 and 9 are satisfied, Figure 1 shows that the
equilibrium point Γ1 = (ū, v̄, w̄) = (2.7, 3.5, 2.9) of System (59) is globally asymptotically stable
(see Figure 1, Theorem 9).

0 20 40 60 80 100
0

5

10

15

20

25

n

u(
n)
,v
(n
),
w
[n
]

u(n) v(n) w(n)

Figure 1. The plot of System (59) with X > 1, Y > 1 and Z > 1.

Example 2. Consider the next system:

un = X +
vn−4

vn−1
, vn = Y +

wn−4

wn−1
, wn = Z +

un−4

un−1
, n ∈ N0, (60)
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with initial values u−4 = 3.13, u−3 = 1.51, u−2 = 0.71, u−1 = 1.12, v−4 = 1.27, v−3 = 0.08,
v−2 = 1.42, v−1 = 2.23, w−4 = 0.77, w−3 = 0.28, w−2 = 0.18, w−1 = 1.21 and parameters
X = 0.78, Y = 0.43, Z = 0.97. Then, the equilibrium point Γ2 = (ū, v̄, w̄) = (1.78, 1.43, 1.97) of
System (60) is not globally asymptotically stable. Moreover, System (60) has unbounded solution.
More precisely, from Thereom 5, since X > 1, Y > 1 and Z > 1, System (60) has unbounded solu-
tions. Furthermore, Figure 2 implies that the equilibrium point Γ2 = (ū, v̄, w̄) = (1.78, 1.43, 1.97)
of System (60) is unstable (see Figure 2, Theorem 5).

0 20 40 60 80 100
0

2×109

4×109

6×109

8×109

1×1010

n

u(
n)
,v
(n
),
w
[n
]

u(n) v(n) w(n)

Figure 2. The plot of System (60) with X < 1, Y < 1 and Z < 1.

Example 3. Consider the next system:

un = X +
vn−5

vn−1
, vn = Y +

wn−5

wn−1
, wn = Z +

un−5

un−1
, n ∈ N0, (61)

with initial values u−5 = 2.14, u−4 = 1.44, u−3 = 0.92, u−2 = 0.53, u−1 = 0.01, v−5 = 0.13,
v−4 = 2.4, v−3 = 1.56, v−2 = 3.27, v−1 = 0.03, w−5 = 0.25, w−4 = 1.96, w−3 = 2.25,
w−2 = 3.05, w−1 = 0.31 and parameters X = Y = Z = 1. Then, the solution of System (61)
oscillates about the equilibrium point (ū, v̄, w̄) = (2, 2, 2) of System (61) with semi-cycles having
at most five terms. Then, the equilibrium point (ū, v̄, w̄) = (2, 2, 2) of System (61) is not glob-
ally asymptotically stable. Further, System (60) possesses an unbounded solution (see Figure 3,
Theorem 9).

0 20 40 60 80 100

0

1

2

3

n

u
(n
),
v
(n
),
w
[n
]

u(n) v(n) w(n)

Figure 3. The plot of System (61) with X = Y = Z = 1.
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7. Conclusions

This study represents a contribution to the analysis of three-dimensional concrete
nonlinear system of difference equations with arbitrary constant and different parameters.
This paper mainly discusses the dynamic properties of a class of higher-order system of dif-
ference equations by utilizing semi-cycle analysis, stability theory and rate of convergence.
The main results are as follows.

(i) From semi-cycle analysis of System (4), it is determined that System (4) has no non-
oscillatory negative solutions, no decreasing non-oscillatory solutions, no nontrivial
periodic solutions of period k. It is also determined that the solution of System (4) is
either non-oscillatory solution or it oscillates about the equilibrium point of System (4),
with semi-cycles having k + 1 terms.

(ii) When X > 1, Y > 1 and Z > 1, the positive solution of System (4) is bounded
and persists.

(iii) When X > 1, Y > 1 and Z > 1, every positive solutions of System (4) converges to the
equilibrium (X + 1, Y + 1, Z + 1).

(iv) When X > 1, Y > 1 and Z > 1, the unique equilibrium point of System (4) is globally
asymptotically stable.
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8. Gümüş, M. The global asymptotic stability of a system of difference equations. J. Differ. Equ. Appl. 2018, 24, 976–991. [CrossRef]
9. Abualrub, S.; Aloqeili, M. Dynamics of the system of difference equations xn+1 = A +

yn−k
yn

, yn+1 = B + xn−k
xn

. Qual. Theory Dyn.
Syst. 2020, 19, 69. [CrossRef]

10. Abualrub, S.; Aloqeili, M. Dynamics of positive solutions of a system of difference equations xn+1 = A +
yn

yn−k
, yn+1 = A + xn

xn−k
.

J. Comput. Appl. Math. 2021, 392, 113489. [CrossRef]
11. Abu-Saris, R.M.; DeVault, R. Global stability of yn+1 = A +

yn
yn−k

. Appl. Math. Lett. 2003, 16, 173–178. [CrossRef]
12. Dekkar, I.; Touafek, N.; Yazlik, Y. Global stability of a third-order nonlinear system of difference equations with period-two

coefficients. Rev. Real Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. 2017, 111, 325–347. [CrossRef]
13. El-Owaidy, H.M.; Ahmed, A.M.; Mousa, M.S. On asymptotic behaviour of the difference equation xn+1 = α + xn−k

xn
. Appl. Math.

Comput. 2004, 147, 163–167. [CrossRef]

http://doi.org/10.1016/j.anucene.2023.110163
.
http://dx.doi.org/10.1007/s11075-023-01676-w
http://dx.doi.org/10.3934/math.2024089
http://dx.doi.org/10.1080/1023619021000042162
http://dx.doi.org/10.4236/am.2013.45114
http://dx.doi.org/10.1080/10236198.2018.1443445
http://dx.doi.org/10.1007/s12346-020-00408-y
http://dx.doi.org/10.1016/j.cam.2021.113489
http://dx.doi.org/10.1016/S0893-9659(03)80028-9
http://dx.doi.org/10.1007/s13398-016-0297-z
http://dx.doi.org/10.1016/S0096-3003(02)00659-8


Mathematics 2024, 12, 16 17 of 17

14. Halim, Y.; Touafek, N.; Yazlik, Y. Dynamic behavior of a second-order nonlinear rational difference equation. Turk. J. Math. 2015,
39, 1004–1018. [CrossRef]

15. Khan, A.Q. Global dynamics of a nonsymmetric system of difference equations. Math. Probl. Eng. 2022, 2022, 4435613. [CrossRef]
16. Khelifa, A.; Halim, Y. Global behavior of p-dimensional difference equations system. Electron. Res. Arch. 2021, 29, 3121–3139.

[CrossRef]
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