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Abstract: Renewable energy systems (RESs) have introduced themselves as vital solutions for energy
supply in remote regions, wherein main utility supply systems are not available. The construction
of microgrid (MG) systems is useful candidate for proper control and management with hybrid
RESs. However, RESs-based MGs face reduced power system inertia due to the dependency of RESs
on power electronic converter systems. Accordingly, preserving nominal operating frequency and
reduced deviations in tie-line power are crucial elements for proper operation of interconnected
MGs in remote areas. To overcome this problem, load frequency control (LFC) systems have proven
featured solutions. Therefore, this paper proposes a new non-integer LFC method based on the
fractional order (FO) control theory for LFC in interconnected MGs in remote areas. The proposed
control is based on the three degree of freedom (3DoF) cascaded 1+proportional-integral-derivative-
accelerated (PIDA) controller with FOPI controller, namely 3DoF 1+PIDA/FOPI LFC scheme. The
proposed 3DoF 1+PIDA/FOPItakes the advantages of the accelerated term of PIDA control to
improve power system transients, regarding maximum overshoot/undershoot and settling times.
Additionally, it employs outer loop to reduce errors and faster inner loop to mitigate disturbances
effects. The contribution of plug-in controlled electric vehicles (EVs) are considered to enhance the
frequency regulation functions. An optimized design of the proposed 3DoF 1+PIDA/FOPI LFC
scheme is proposed using the newly developed hybrid equilibrium optimizer (EO)-slime mould
optimization (SMA) algorithm (namely EOSMA optimizer). The EOSMA combines the features of
the EO and SMA powerful optimization algorithms. A two interconnected MGs in remote areas
with RESs and EVs inclusions with high penetration levels is selected to verify the proposed 3DoF
1+PIDA/FOPI LFC scheme and the EOSMA optimizer. The results show high ability of the proposed
controller and design scheme to minimize MGs’ frequency and tie-line power fluctuations and to
preserve frequency stability and security.

Keywords: electric vehicles (EVs); equilibrium optimizer; load frequency control; non-integer
controllers; slime-mould algorithm; renewable energy; remote microgrids
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1. Introduction

Remote area communities face the challenges of limited energy access of fossil fuels.
The energy transition and the direction to replace the conventional fossil fuels with existing
everywhere renewable energy sources (RESs) have become important needs [1]. Moreover,
the various installed distributed generation systems can be connected forming isolated
and/or interconnected microgrid (MG) systems [2]. However, the constructed MGs suffer
from RESs’ intermittent nature and the continuous reduction in power system inertia. The
main reason behind the inertia reduction is their dependency on power electronics convert-
ers, which lack inertia compared to conventional generations [3]. Therefore, connecting
energy storage systems has become essential in RESs-based interconnected MGs in remote
communities. With the recent replacements of electric vehicles (EVs), their inherent battery
storage systems can be employed for this function without adding more energy storage
devices [4].

Properly-designed and selected control schemes can achieve enhanced performance
of interconnected remote MGs, especially with considering the associated problems to
RESs and benefits from EV systems [5]. The load frequency control (LFC) schemes have
been widely introduced in the literature for solving frequency and tie-line regulations of
single/multiple areas power grid systems [6]. The LFC schemes are designed to be able
to regulate the generated powers and to mitigate loads’ variations, parameters variations,
intermittency of RESs, and MG disturbances. The controller type and design method are
jointly determining MG response against various disturbances. Moreover, implementa-
tion complexity, and data requirements for design represent critical factors for selecting
appropriate controller and design method [7].

Model predictive controller (MPCs) have been introduced in literature for various
LFC applications [8]. In [9], robust MPC has been proposed for gate-controlled series-
capacitor (GCSC) power grids based on using two cascaded nominal and ancillary MPCs.
Moreover, robust sliding mode controllers (SMCs) LFC schemes have been presented in
literature [10,11]. Other LFC schemes based on linear-matrix inequality (LMI) [12], and ro-
bust controllers [13,14] have been also presented in literature for LFC applications. Recently,
machine learning (ML)-based LFC schemes have been proposed for LFC applications, such
as the deep learning LFC [15], intelligent controllers [16], data-driven controllers [17], etc.

In [18,19], comparisons between classical and advanced LFC schemes have been
introduced. The intelligent LFC schemes can improve the functionality of power grids and
frequency stability. Although, some limitations exist due to their need for huge data for
tuning processes, powerful computation processors, and complex and expert knowledge. In
the other side, integer and non-integer classical LFC schemes are still finding wide concerns
due to their simple implementations, easy to be understood, ability to be optimized using
metaheuristic algorithms, etc. [19,20]. The main combinations of integer and non-integer
LFC include the proportionals (P), integrals (I), tilts (T), derivatives (D), filters (F), fractional
filters (FF), and fractional order (FO) operators.

The integer order LFC schemes have been introduced in the literature using the I, PI,
PID, and IDD controllers [21,22]. Wherein metaheuristic optimization algorithms have been
presented for their optimum design, such as artificial bee-colony algorithm (ABC) [23], Har-
ris Hawks optimization algorithm (HHO) [21], and balloon-effects (BE) modulation [22].
An adaptive I-based LFC method optimized with Jaya-Balloon optimization (JBO) has
been presented in [24]. Another robust PID LFC method has been presented in [25] and
the imperialist-competitive algorithm (ICA) has been presented to optimally determine
PID parameters. Moreover, the PID-based virtual inertia controller has been provided for
enhancing inertial response of real power system case study [26]. The integer LFC schemes
are simple, less complex, easy to design, and low cost for implementation. However, they
fail at mitigating fluctuations at uncertain system parameters. A cascaded PD-PI LFC
method has been presented in [27] with parameters optimization using enhanced slime-
mould optimizer algorithm (ESMOA). Additionally, the driver-training based optimization
(DTBO) has been proposed with the PI-PDF LFC method in [28]. Additional integer LFC
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schemes have been presented using PIDF [29,30], two degrees-of-freedom 2DoF-PID [31],
cascaded PD with PID [32], PI-(1 + DD) [23], PID with double derivative (PID2D) [33],
IPD-(1 + I) [34], fuzzy logic controller (FLC) and PID (FLC-PID) [35], and neuro-fuzzy con-
trollers [36]. Some optimizer algorithms have been presented for optimizing their design,
such as slap swarm optimizer algorithm (SSA) [37], and flower-pollination optimization
algorithm (FPA) [38]. An optimal output feedback controller has been provided in [39] for
a realistic power system case study. The presented controller showed robust performance
against system uncertainty, parameters variations, and system’s non-linearity. Additionally,
ultra-local modelling-based intelligent controllers have been presented in literature [40–42].

The accelerated term (double derivative) is added to integer PID control scheme to
form the PID accelerated (PIDA) control scheme [43]. The accelerated term is capable
of reducing overshoot values and settling time values due to the added second order
derivative term. The PIDA has been introduced in [44] for isolated MGs. The coefficient
diagram method (CDM) has been applied for designing the PIDA LFC scheme with pre-
serving more stable performance of the power system. Another cascaded PIDA scheme
has been applied in [45] for wave energy-based MGs. The cascaded structure of PIDA
can enhance the disturbance rejection capabilities of MGs. The marine predator opti-
mizer algorithm (MPA) has been presented for designing the cascaded PIDA LFC scheme.
In [46], the various optimization methods have been applied for optimized PIDA using the
teaching–learning-based optimizer (TLBO), harmony-search optimizer algorithm (HS), and
the sine–cosine optimizer algorithm (SCA). Another supply–demand optimizer algorithm
(SDOA)-based optimized PIDA controller has been introduced in [47] for LFC applications.

From another side, FOPID has been proposed for several case studies and it is joined
with SCA optimizer [48], genetic algorithm (GA) [25], and movable damped wave algo-
rithm (MDWA) [49]. A dual stage FOPID LFC scheme has been presented in [50] for
stabilizing frequency deviations in standalone MGs. Another FOPID with filter (FOPIDF)
has been proposed in [51,52]. The three DoF (3DOF-TID) is cascaded with FOPID in [53]
for improving stability of MG systems. Another cascaded TID-FOPID has been introduced
in [54] for GCSC devices. A cascaded FOID with FOPIDF (cascased FOID-FOPIDF) has
been presented in [55] for improving the performance of existing cascaded non-integer
LFC schemes. The cascaded FO-IDF [56], TID [54], cascaded PI-TDF [57], and TIDF [58]
have been also proposed in literature for LFC. Some optimization algorithms have been
presented for optimizing control parameters, such as pathfinder optimizer algorithm
(PFA) [59], ABC algorithm [60], differential evolution optimizer (DE) [58], and slap–swarm
optimizer algorithm (SSA) [57]. In [61], the ITDF optimized with imperialist competitive
optimizer algorithm (ICA) has been proposed for multi-MG power systems.

Furthermore, some modified non-integer LFC schemes have been introduced in the
literature. A hybrid non-integer LFC scheme using FOPID with TID has been presented
in [62] with considering installed EVs in the system. The design optimization is achieved
through applying the artificial ecosystem optimization algorithm (AEO). Another modified
controller has been presented in [54] for the GCSC-based interconnected MGs. An enhanced
controller with superconducting-energy storage systems (SMES)-based MGs has been
introduced in [63]. The combined hybrid non-integer with TIDF has been introduced in [64]
with optimum LFC design. The butterfly optimizer algorithm (BOA) [65], barnacle-mating
optimization (BMO) [66], and manta ray-foraging optimizer algorithm (MRFO) [63] have
been applied in their optimization process. The FLC is combined in the literature with
non-integer LFC schemes, such as the cascaded FLC-FOPID in [67], FLC-FOPI-FOPD [68],
FL-FOPIDF [69], FPIDN-FOPIDN [56], and FLC-PIDF-FOI [70].

It can be seen from literature that wide control schemes have been introduced for
LFC with different structures. In addition, vast optimization techniques have been jointly
applied in literature for optimizing LFC parameters. With the expected high RESs’ penetra-
tion levels in remote interconnected MGs, the joint use of LFC schemes and optimization
methods is important for enhancing frequency stability in remote interconnected MGs.
The appropriate selection of the LFC scheme and its optimized parameters are crucial for
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the mitigation of expected transients, especially with the reduced MG inertia due to RESs’
inclusions at large scales. Another issue of applied metaheuristic optimization methods is
through lacking reliability due to probable settling at their local minimum [71]. Addition-
ally, efficient tuning of non-integer LFC schemes is important for benefiting their added
degree of freedom compared to their integer LFC counterparts [72]. It is also important
to consider the long elapsed time, high sensitivity for parameters variation, long time for
computations, and saturation of some applied optimization algorithms. Therefore, this pa-
per proposes a new non-integer LFC scheme based on the 3DoF cascaded (1+PIDA)/FOPI
LFC scheme optimized with the hybrid equilibrium optimizer (EO) with a slime mould
algorithm (SMA) optimizer (EOSMA) [73] for enhancing frequency stability of remote
interconnected MGs with high RESs and EV penetration levels.

The EOSMA optimizer merges the benefits of powerful EO [74] and SMA [75] opti-
mizers and, hence, it is selected in this paper. The main characteristics of EOSMA behind
its superior performance are the following [73].

1. The EOSMA has better explorations and exploitation capabilities than SMA and EO
optimizers due to using greedy selection strategy, hierarchical partitioning strategy,
differential mutation strategy, and the boundary checking strategy. The exploitation
capability is enhanced through the greedy selection strategy and the boundary check-
ing mechanism. Whereas exploration capability is enhanced through hierarchical
partitioning strategy and the differential mutation strategy.

2. In EOSMA, a low-efficiency anisotropic searching operator of SMA optimizer is
replaced with highly-efficient concentration updating operator of the EO optimizer.
Thence, the concentrations of slime moulds are balanced in all of the directions and
consequently it is able to improve searching efficiency of EOSMA optimizer.

3. In EOSMA, random differential mutation strategy is introduced, which enables an
EOSMA optimizer to avoid local optimums and premature convergence.

4. In EOSMA, invalid searching is excluded due to its improvements of boundary
checking. The searching boundary in EOSMA is updated for solution vectors beyond
searching boundaries to current solution’s midpoint.

Consequently, EOSMA is introduced in this paper for optimizing parameters of LFC
schemes based on its aforementioned characteristics and benefits. The main contribution of
this article is summarized as the following.

• A new optimized non-integer LFC scheme is proposed for frequency regulation in
remote interconnected MGs with high penetration levels of RESs and EVs. The
proposed control method can effectively mitigate various fluctuations in RESs’ based
MG systems.

• The proposed controller is based on new 3DoF 1+PIDA/FOPI controller, which em-
ploys three different input signals (frequency deviation, tie-line power, and area
control error) in each area. The use of three signals is advantageous at mitigating
various low frequency in addition to high-frequency-based disturbances.

• The proposed 3DoF 1+PIDA/FOPI controller improves the frequency regulation
performance compared with widely-presented PID, PIDA, 1+PIDA, and 1+PID/FOPI
controllers while disturbances rejection capability is enhanced.

• An improved LFC structure is proposed for remote area through using 1+PIDA
controller cascaded with FOPI in the feedforward loop. The proposed structure can
mitigate the various existing frequency and tie-line power deviations due to using
two cascaded control loops.

• The proposed 3DoF 1+PIDA/FOPI controller is general and can be applied to various
case studies of MG systems with any number of interconnected areas.

• The EV participation in frequency regulation is achieved in this paper through em-
ploying the proposed centralized structure of the cascaded 3DoF 1+PIDA/FOPI con-
troller. Thence, the proposed 3DoF 1+PIDA/FOPI controller achieves reduced control
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complexities due to the centralized structure with coordination between EVs and
LFC systems.

• A new application of the newly developed equilibrium optimizer (EO)-slime mould
optimization (SMA) algorithm (namely EOSMA) is proposed for optimizing the pro-
posed cascaded 3DoF 1+PIDA/FOPI controller. The EOSMA merges the advantages
of two powerful optimization algorithms, the EO and the SMA optimizers. Opti-
mum LFC parameters are simultaneously-determined using the EOSMA optimizer to
minimize the desired control objectives.

The paper is organized in the following way. Section 2 presents the mathematical
representation models of remote MG systems. The non-integer control modelling and
the proposed 3Dof 1+PIDA/FOPI control scheme are detailed in Section 3. The proposed
optimization procedures and EOSMA optimizer are presented in Section 4. Section 5 shows
the obtained results of the selected case study remote MG system. Finally, conclusions of
paper are introduced in Section 6.

2. Modelling of Interconnected Remote MGs
2.1. Interconnected MGs Structure

The structure of selected remote interconnected MGs case study is shown in Figure 1.
The MG system is divided into two interconnected areas linked by AC tie-line. The
MG system is divided to construct two interconnected areas, namely area a, and area b,
respectively. The main components in area a are the thermal plant, locally-connected loads,
EVs, and wind plant. Whereas the main components in area b are the hydraulic plant,
locally-connected loads, EVs, and photovoltaic (PV) plant. In this MG system, EVs are
assumed to be equally-distributed between the two interconnected MGs.

Tie-Line

ACEb

EVs
Generating 

Plant

Loads Wind 

Remote area a

EVs 

Loads 

Generating 
Plant

PV

Remote area b

LFC control

EV control

Proposed 3DoF 

1+PIDA/FOPI 

LFC control

EV control

Δfb ΔPtie

ACEa

Proposed 3DoF 

1+PIDA/FOPI 

Δfa ΔPtie

LFC in area b

LFC in area a

Figure 1. Components of the studied interconnected remote MGs with installed EVs.
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2.2. Thermal and Hydraulic Plants Modelling

The most common model of thermal plant is through using first order transfer function
for the governor Gg(s) and for the turbine Gt(s). Their representations are as following [76]

Gg(s) =
1

Tgs + 1
(1)

Gt(s) =
1

Tts + 1
(2)

where Tg and Tt denote time constants of governor side, and turbine side, respectively.
Furthermore, the hydraulic plant Gh(s) representation is the following [63]:

Gh(s) =
1

T1s + 1
× TRs + 1

T2s + 1
× −Tws + 1

0.5Tws + 1
(3)

where T1, TR, T2 are the time constants for the governor, transient droop, and the governor’s
reset-time, respectively, and Tw denotes starting time of water’s penstocks. In the proposed
analysis and obtained results, the the generation rate constraint (GRC) and governor
dead-band (GDB) are considered as shown in Figure 2.
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2.3. PV and Wind Plant Modelling

The operating point of PV plants depends on the solar irradiance and ambient tempera-
ture of solar PV panels. The irradiance variations result in making unpredictable outputted
power from PV plants. Power electronics-based conversion systems have become a main
part of PV systems to ensure continuous tracking of maximum power. Moreover, they
perform the grid integration functionality with injecting high-power quality currents’ wave-
forms. Therefore, outputted power variations possess negative impacts on power systems
stability performance. The outputted power modelling from PV plants is expressed as the
following [77,78]

PPV = ηΦsolarS[1− 0.005(Ta + 25)] (4)

where η stands for PV panel’s conversion efficiency (in %), Φsolar stands for solar insolation
(W/m2), S stands for PV area (m2), and Ta represents ambient temperature (◦C). A real-
istic PV outputted power is implemented in this paper for representing PV intermittent
characteristics based on the model from [79].

Additionally, a first order transfer function is employed for PV and wind plants. The
PV plant model representation GPV(s) is as following [78]

GPV(s) =
KPV

TPVs + 1
(5)

where TPV and KPV denote time constant, and gain of PV model, respectively.
From another side, the outputted mechanical wind turbine power has also wind speed

related power fluctuations, which represents the main source for wind plants’ intermittent
nature. The wind power can be represented as following [77,78]

Pwind =
1
2

ρArCpV3
w (6)

where ρ stands for air density (kg/m3), Ar represents swept area (m2), Cp stands for power
coefficient, and Vw denotes to wind speed (m/s). A realistic wind outputted power is
implemented in this paper for representing wind intermittent characteristics based on the
model from [79]. The model representation of GWT(s) is as following [78]

GWT(s) =
KWT

TWTs + 1
(7)

where TWT and KWT , denote time constant and gain of wind plant, respectively.

2.4. Installed EVs Model

The recent replacements of EVs in power grids instead of traditional vehicles give the
chance to utilize their inherent batteries. Thence, installed EVs’ batteries can be directed to
enhance frequency regulation functionality in the interconnected remote MGs. In addition,
EVs eliminates the need for additional energy storage devices in those systems [62]. Ac-
cordingly, EVs can lead to reducing systems’ costs and to improving remote MGs operation.
Modelling the dynamics and behavior of EVs’ energy storage is principal task for better
sizing, management, control, and evaluations to perform various possible tasks in power
systems. For instance, Volterra integral equations based energy storage modelling have
shown improved performance in several applications, such as energy management, unit
commitment, forecasting, etc. [80–83]. For modelling the functionality of EVs in LFC, the
equivalent Thevenin-based EV model, which has become common for LFC studies [84,85],
is implemented and integrated to the two-area MG system. This model includes Voc repre-
senting open-circuited battery voltage. This voltage is depending on the batteries’ state of
charges (SOCs) of EVs Voc(SOC). A series resistance Rs and parallel RC network (Rt, Ct)
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are added to the model to represent ohmic losses and transients of batteries, respectively.
The voltage Voc(SOC) is expressed through the Nernst equation as the following [86]

Voc(SOC) = Vnom + S
RT
F

ln (
SOC

Cnom − SOC
) (8)

where Vnom denote nominal battery voltage, and Cnom denote nominal battery capacity
(Ahr). Whereas S represents parameters’ sensitivity of Voc(SOC), T denote temperature, F
and R denote constants of Faraday and gas, respectively. The model parameters of installed
EVs are included in Table 1, wherein limiting maximum and minimum of EV power are set
at ±0.1 p.u. MW to limit injected powers from installed EVs.

Table 1. Interconnected MGs’ parameters for system modelling (x ∈ {a, b}), [87].

Symbols
Value

Area a Area b

Prx (MW) 1200 1200
Rx (Hz/MW) 2.4 2.4
Bx (MW/Hz) 0.4249 0.4249
Valve minimum limit Vvlx (p.u.MW) −0.5 −0.5
Valve maximum limit Vvux (p.u.MW) 0.5 0.5
Tg (s) 0.08 -
Tt (s) 0.3 -
T1 (s) - 41.6
T2 (s) - 0.513
TR (s) - 5
Tw (s) - 1
Hx (p.u.s) 0.0833 0.0833
Dx (p.u./Hz) 0.00833 0.00833
TPV (s) - 1.3
KPV (s) - 1
TWT (s) 1.5 -
KWT (s) 1 -

EV Modelling

Penetration levels 5–10% 5–10%
Vnom (V) 364.8 364.8
Cnom (Ah) 66.2 66.2
Rs (ohms) 0.074 0.074
Rt (ohms) 0.047 0.047
Ct (farad) 703.6 703.6
RT/F 0.02612 0.02612
Minimum SOC % 10 10
Maximum SOC % 95 95
minimum limit of EV (p.u.MW) −0.1 −0.1
Maximum limit of EV (p.u.MW) +0.1 +0.1
Cbatt (kWh) 24.15 24.15

2.5. State Space Modelling of Remote MGs

Figure 2 shows the complete interconnected MGs’ model, including EVs and RESs.
The system parameters for the selected case study are shown in Table 1 based on the data
in [63,85]. The state space represents a general linearized model for LFC studies. It can be
expressed as following

ẋ = Ax + B1ω + B2u (9)

y = Cx (10)

where x includes vector of state variables, y includes vector of output states, ω includes
vector of existing system disturbances, and u includes vector of control outputs.

The vectors x, and ω are the following:
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x =
[
∆ fa ∆Pga ∆Pga1 ∆PWT ∆ fb ∆Pgb ∆Pgb1 ∆Pgb2 ∆PPV ∆Ptie,ab

]T (11)

ω =
[
∆Pla PWT ∆Plb PPV

]T (12)

The vector u includes the outputs of LFC signals in both areas ACEoa, and ACEob,
respectively, and the supplied power from EVs (∆PEVa and ∆PEVb). It is the following

u =
[
ACEoa ∆PEVa ACEob ∆PEVb

]T (13)

The matrices of the state space model (A, B1, B2, and C) are determined by system
parameters, as shown in Figure 2. They are expressed as the following:

A =



− Da
2Ha

1
2Ha

0 1
2Ha

0 0 0 0 0 − 1
2Ha

0 − 1
Tt

1
Tt

0 0 0 0 0 0 0

− 1
RaTg

0 − 1
Tg

0 0 0 0 0 0 0

0 0 0 − 1
TWT

0 0 0 0 0 0

0 0 0 0 − Db
2Hb

1
2Hb

0 0 1
2Hb

1
2Hb

0 0 0 0 2TR
RbT1T2

− 2
Tw

2T2+2Tw
T2Tw

2TR−2T1
T1T2

0 0

0 0 0 0 − TR
RbT1T2

0 − 1
T2

T1−TR
T1T2

0 0

0 0 0 0 − 1
RbT1

0 0 − 1
T1

0 0

0 0 0 0 0 0 0 0 − 1
TPV

0

2πTtie,eq 0 0 0 −2πTtie,eq 0 0 0 0 0



(14)

B1 =



− 1
2Ha

0 0 0

0 0 0 0

0 0 0 0

0 KWT
TWT

0 0

0 0 − 1
2Hb

0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 KPV
TPV

0 0 0 0



, and B2 =



0 − 1
2Ha

0 0
0 0 0 0
− 1

Tg
0 0 0

0 0 0 0
0 0 0 − 1

2Hb

0 0 2TR
T1T2

0
0 0 − TR

T1T2
0

0 0 − 1
T1

0
0 0 0 0
0 0 0 0



(15)

C =


1 0 0 0 0 0 0 0 0 0
Ba 0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0
0 0 0 0 Bb 0 0 0 0 −1

 (16)

3. Proposed Non-Integer LFC Scheme
3.1. The Non-Integer Calculus

The non-integer calculus is based on the FO representation theory. The most com-
mon definitions of the non-integer calculus are the Grunwald–Letnikov scheme, Rie-
mann–Liouville scheme, and Caputo scheme [88]. In Grunwald–Letnikov scheme, αth non-
integer derivative of the function f within the limits from a to t is defined as following [89]

Dα|ta = lim
h→0

1
hα

t−a
h

∑
r=0

(−1)r
(

n
r

)
f (t− rh) (17)
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where h stands for step time, and [·] represents operator for only integer terms in Grun-
wald–Letnikov scheme. Whereas n has to satisfy that (n − 1 < α < n). The binomial
coefficients are defined as the following [89](

n
r

)
=

Γ(n + 1)
Γ(r + 1)Γ(n− r + 1)′

(18)

where gamma function in (18) is commonly defined as [88]:

Γ(n + 1) =
∫ ∞

0
tx−1e−t dt (19)

Riemann-Liouville have defined non-integer derivatives with avoiding the usage of
sums and limits. While it employs integer derivatives and integrals representations as the
following [90]:

Dα|ta =
1

Γ(n− α)

(
d
dt

)n ∫ t

a

f (τ)
(t− τ)α−n+1 dτ (20)

Another way to define non-integer derivatives has been introduced by Caputo as the
following [89]:

Dα|ta =
1

Γ(n− α)

∫ t

a

f (n)(τ)
(t− τ)α−n+1 dτ (21)

A general non-integer operator form Dα|ta for representing various non-integer control
terms as the following:

Dα|ta =


α > 0 → dα

dtα FO derivative
α < 0 →

∫ tf
t0

dtα FO integral

α = 0 → 1

(22)

The Oustaloup-based recursive approximations (ORA) of non-integer derivatives have
confirmed suitable representations of non-integer control schemes, especially for real-time-
based digital implementations [88]. The ORA representation has been widely-used for
optimizer determination of non-integer control schemes, thence it is utilized in this paper
for modelling the proposed non-integer LFC scheme. The approximated mathematical
representations of αth non-integer derivatives (sα) are the following [88],

sα ≈ ωα
h

N

∏
k =−N

s + ωz
k

s + ω
p
k

(23)

where ω
p
k and ωz

k are poles locations, and zeros locations of ωh sequence. They are calcu-
lated using the following representations

ωz
k = ωb(

ωh
ωb

)
k+N+ 1−α

2
2N+1 (24)

ω
p
k = ωb(

ωh
ωb

)
k+N+ 1+α

2
2N+1 (25)

ωα
h = (

ωh
ωb

)
−α
2

N

∏
k=−N

ω
p
k

ωz
k

(26)

where approximated non-integer operators functions have (2N + 1) number of poles/zeros.
Thence, N determines the order of ORA representation with order equals to (2N + 1). In this
article, ORA is utilized with considering (M = 5) inside frequency limits (ω ∈ [ωb, ωh] )
between [ 10−3, 103] rad/s.
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3.2. Featured LFC Schemed from Literature

As clarified in the introduction section, several integer and non-integer LFC schemes
have been introduced in literature. Figure 3 shows some featured LFC schemes from
literature (wherein colored blocks are used for tunable parameters). The mathematical
representation of LFC schemes can be represented in the following way:

CI(s) =
Y(s)
E(s)

=
Ki
s

CPI(s) =
Y(s)
E(s)

= Kp +
Ki
s

CFOPI(s) =
Y(s)
E(s)

= Kp +
Ki

sλ

CPID(s) =
Y(s)
E(s)

= Kp +
Ki
s
+ Kd s

CFOPID(s) =
Y(s)
E(s)

= Kp +
Ki

sλ
+ Kd sµ

CPIDF(s) =
Y(s)
E(s)

= Kp +
Ki
s
+ Kd s

N f

s + N f

CFOPIDF(s) =
Y(s)
E(s)

= Kp +
Ki

sλ
+ Kd sµ

N f

s + N f

CTID(s) =
Y(s)
E(s)

= Kt s−(
1
n ) +

Ki
s
+ Kd s

CTIDF(s) =
Y(s)
E(s)

= Kt s−(
1
n ) +

Ki
s
+ Kd s

N f

s + N f

(27)

From (27) and Figure 3, it is clear that integer PI LFC has only two tunable parameters,
whereas non-integer FOPI has three tunable parameters. The integer PID, and PIDF LFC
schemes have three and four tunable parameters, compared with five in non-integer FOPID
and six in non-integer FOPIDF LFC schemes. The non-integer TID and TIDF have four and
five tunable control parameters, respectively. This, in turn, confirms the added degrees-
of-freedom in non-integer LFC schemes compared with integer LFC schemes. Thence, the
proposed controller in this paper is relying on non-integer FO theory. Whereas, PIDA and
1+PIDA LFC schemes can be represented as the following:

CPIDA(s) =
Y(s)
E(s)

= Kp +
Ki
s
+ Kd s + Ka s2

C1+PIDA(s) =
Y(s)
E(s)

= 1 + Kp +
Ki
s
+ Kd s + Ka s2

(28)

3.3. Proposed 1+PIDA/FOPI LFC Scheme

The control structure of proposed 1+PIDA-FOPI scheme is shown in Figure 4 for each
remote MG system. The proposed 1+PIDA/FOPI LFC scheme is based on cascaded 1+PIDA
control in the first loop with FOPI in the second loop. Thence, it is capable of combining
best properties from 1+PIDA and FOPI with achieving fast response, robust control, and
better rejection of disturbances. Additionally, the feedforward control loop includes sensed
signals from frequency deviation and tie-line power in local remote area. The input ACE
signals ((ACEa), and (ACEb)) as inputs signals to Ea1(s) and Eb1(s), respectively, for
1+PIDA control loop are mathematically expressed as

Ea1(s) = ACEa = ∆Ptie + Ba ∆ fa

Eb1(s) = ACEb = Aab ∆Ptie + Bb ∆ fb
(29)
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where (Aab) stands for capacities’ ratio between remote areas a and b. Whereas outputs
Ya1(s) and Yb1(s) of 1+PIDA control loop are represented as:

Ya1(s) = [1 + Kp1 +
Ki1
s

+ Kd1 s + Ka1 s2] . Ea1(s)

Yb1(s) = [1 + Kp3 +
Ki3
s

+ Kd2 s + Ka2 s2] . Ea1(s)
(30)

(a) PI

Y (s)

pK

iK 1/s 

ΣACE

(b) FOPI

ACE

pK

iK

Σ

λ1/s

Y (s)

Y (s)

(c) PID

pK

iK

dK

1/s 

s

ΣACE ACE

(d) FOPID

pK

iK

dK

Σλ1/s

μs

Y (s)

(f) PIDA

ACE

(e) TID

pK

iK

dK

Σ
Y (s)

)   (  ̶s n
1|

1/s 

s

Y (s)

pK

iK

dK

1/s 

s

ΣACE

aK ss

Figure 3. Featured LFC schemes from literature (wherein colored blocks are used for tunable parameters).

Therefore, each remote MG contains four tunable control parameters in the first loop
as in (30). Remote area a needs designing four parameters (Kp1, Ki1, Kd1, and Ka1) in the
1+PIDA control loop, whereas remote area b needs designing (Kp3, Ki3, Kd2, and Ka2). The
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second FOPI loop is feed by the output of the 1+PIDA control loop. The input error signals
Ea2(s) and Eb2(s) for the second FOPI loops are as the following:

Ea2(s) = Ya1(s)− ∆Ptie − ∆ faEb2(s) = Yb1(s)− ∆Ptie − ∆ fb (31)

The FOPI loops are mathematically expressed as:

Ya2(s) = [Kp2 +
Ki2

sλ1
] . Ea2(s)

Yb2(s) = [Kp4 +
Ki4

sλ2
] . Eb2(s)

(32)

Thence, the FOPI loop has three tunable parameters in remote area a with designing
(Kp2, Ki2, andλ1), and remote area b needs determining (Kp4, Ki4, andλ2).

1pK

1iK

1aK

1/s Σ
af Δ

Σ
Area a 

and EVs
Σ

Set 

point tiePΔ

Feedforward control loop

Feedback control loop

1+PIDA Control scheme 

2pK

2iK

Σ

FOPI Control scheme

1

 
2

s

 )s(2aY )s(2aE )s(1aY )s(1aE

Remote area b

Remote area a

bf Δ

1dK s 1λ
s/1

Figure 4. Proposed 3DoF 1+PIDA/FOPI LFC scheme.

4. The Proposed EOSMA-Based Parameters Optimization
4.1. Optimization Procedures

Improved and more stable operation of interconnected remote MGs can be achieved
through proper design and selection of LFC scheme parameters. The proposed 3DoF
1+PIDA/FOPI LFC scheme has seven tunable control parameters in each remote area. The
determination and tuning procedures of all 14 parameters in the two areas are made in
simultaneous way to guarantee the desired control objectives. The four featured in the
objective function formulation literature are:

1. Integral-squared-error (ISE)

ISE =
∫ m

∑
i=1

(e2
i ) dt (33)

2. Integral-time squared-error (ITSE),

ITSE =
∫ m

∑
i=1

(e2
i ) t.dt (34)
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3. Integral-absolute-error (IAE),

IAE =
∫ m

∑
i=1

abs(ei) dt (35)

4. Integral-time absolute-error (ITAE)

ITAE =
∫ m

∑
i=1

abs(ei) t.dt (36)

The objectives of control design in remote areas are preserving minimum deviations in
each remote area frequency (minimize ∆ fa and ∆ fb), in addition to preserving minimized
fluctuations in the tie-line power between remote areas (minimize (∆Ptie)). Then, they
are formulated to construct the overall control fitness function. Based on (33)–(36), the
ISE, ITSE, IAE, and ITAE fitness functions are formulated for the proposed optimization
procedures as:

ISE =

ts∫
0

((∆ fa)
2 + (∆ fb)

2 + (∆Ptie)
2) dt (37)

ITSE =

ts∫
0

((∆ fa)
2 + (∆ fb)

2 + (∆Ptie)
2) t.dt (38)

IAE =

ts∫
0

(abs(∆ fa) + abs(∆ fb) + abs(∆Ptie)) dt (39)

ITAE =

ts∫
0

(abs(∆ fa) + abs(∆ fb) + abs(∆Ptie)) t.dt (40)

Accordingly, the proposed optimization procedure includes 14 parameters to be tuned
for preserving minimized fitness function. The limiting constraints for the optimization
procedures are the controllers’ parameters as the following,

Kmin
p ≤ Kp1, Kp2, Kp3, Kp4 ≤ Kmax

p

Kmin
i ≤ Ki1, Ki2, Ki3, Ki4 ≤ Kmax

i

Kmin
d ≤ Kd1, Kd2 ≤ Kmax

d

Kmin
a ≤ Ka1, Ka2 ≤ Kmax

a

λmin ≤ λ1, λ2 ≤ λmax

(41)

wherein, ( f )min represents LB and ( f )max represents UB for EOSMA optimizer. The gain
LBs (Kmin

p , Kmin
i , Kmin

d , and Kmin
a ) are set at zero, whereas their UBs (Kmax

p , Kmax
i , Kmax

d ,
and Kmax

a ) are set at 5 in EOSMA optimizer procedures. The LB and UB for λ (λmin, and
λmax, respectively) are 0 and 1, respectively. Figure 5 overviews the overall proposed
EOSMA-based optimization procedures.
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Remote area b

afΔ

bfΔRemote area a

The Proposed EOSMA Optimizer 
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tiepΔ
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tiePΔ

 )s(iY
1+PIDA 

control 

FOPI 
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1pK

1iK

1dK
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3pK

3iK

2dK

2aK

4pK

4iK

2λ

Figure 5. EOSMA based proposed parameters optimization process.

4.2. EOSMA Optimizer

The EOSMA represents a hybrid optimization technique [73], which is based on two
powerful optimization algorithms, the EO optimizer [74] and SMA optimizer [75]. In
these, an anisotropic search of SMA is guided by EO’s concentrations update operator
to enhance searching efficiency. Afterwards, convergence characteristics are accelerated
through updating individual in addition to global optimum by using a greedy strategy.
Finally, random operators representing difference mutation are added to EOSMA optimizer
to avoid probable local minimums. The update of location in EOSMA is expressed as the
following [73]

−−−−−→
X(t + 1) =


−−−→
Xeq(t) +

(−−−−→
Pbest(t)−

−−−→
Xeq(t)

)
· −→F +

−→
G · 1−−→F
−→
λ ·V

rand < z

−−−−→
gbest(t) +

−→
vb ·

(−→
W ·
−−−−−→
PbestA(t)−

−−−−−→
PbestB(t)

)
Others

(42)

where
−→
X denotes that the variable represents a vector quantity,

−−−→
Xeq(t) stands for randomly-

selected solution in equilibrium pool,
−→
X denotes to searching agents’ location,

−−−−→
gbest(t)

represents best found location,
−−−−−→
PbestA(t) and

−−−−−→
PbestB(t) stand for two random vectors repre-

senting location and they are selected from individual historical optimum, z = 0.5 stands
for setting parameter obtained through hybrid algorithm experiments.

For avoiding local minimum and improving EOSMA exploration ability, searching
agents execute random difference mutations scheme after the update in (42). Mutation
operator can be mathematically modelled as [73]

−−−−−→
X(t + 1) =

−−−−−→
PbestR1(t) + SF ·

(−−−−−→
PbestR2(t)−

−−−−−→
PbestR3(t)

)
(43)

where SF represents random number between [0.3, 0.6]; R1, R2, and R3 stand for random-
integer vectors with elements between [1, N]; and N stands for population size. After
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updating the location of the search agent, the EOSMA solution check that the inside range
is as follows [73]:

Xi,j(t + 1) =


0.5
(
Xi,j(t) + UB

)
Xi,j(t + 1) > UB

0.5
(
Xi,j(t) + LB

)
Xi,j(t + 1) < LB

Xi,j(t + 1) Others

(44)

From (44), EOSMA pulls solution vectors beyond searching range back within bound-
aries. Therefore, invalid searches can be easily produced. Following each fitness function
evaluation, an update of individual historic optimum location is made through a greedy
strategy, such as the following [73]:

−−−−−−−→
Pbesti(t + 1) =


−−−−−→
X(t + 1) S

(−−−−−→
X(t + 1)

)
< S

(−−−−→
Pbesti(t)

)
−−−−→
Pbesti(t) Others

(45)

The EOSMA flowchart is clarified in Figure 6 for optimizing LFC parameters.

Input settings of EOSMA parameters 

and Max. Iterations, LB, and UB 

Start

Initalize search agent location of 

EOSMA and calculate fitness function

Initalize the equilibrium pole

Check  

termination

criteria (t > T)  
Return best solution vector End

rand < z

Select Xeq randomly 

within equilibrium pole

No

No

Yes

Yes

Adjust controller parameters 

boundaries (f)min and (f)max from (39)

Select desired fitness function for 

optimization problem as in (35)-(38)

Calculate fitness weights W

Calculate adaptive values of EOSMA

Update random values of EOSMA

i> N

No

Check the boundries and calculate the 

fitness values

Update equilibrium pole

Update individual and global optimum

Sort fitness values

Update X(i) using 

second operator

Update X(i) using first 

operator

Yes

rand< q

No

Update individual and global optimum

Check the boundries and calculate the 

fitness values

Update X
Yes

Figure 6. EOSMA optimization flowchart representation.
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5. Results Band Discussions

The Matlab Simulink/m-file environment are used in this paper for simulating inter-
connected remote MG areas and for designing optimum control parameters. The EOSMA
and fitness functions evaluations are programmed using an m-file environment. Maximum
iteration number for the evaluated optimizers is unified at 100 iterations with a population
size of 8 for all the studied optimizers. The m-file is linked with Simulink model for tuning
desired LFC scheme parameters. The PID, PIDA, 1+PIDA, and 1+PID/FOPI are imple-
mented for comparisons purpose with the proposed 3DoF 1+PIDA/FOPI LFC scheme.

Firstly, convergence performance of EOSMA is compared with the EO, SMA, MPA,
PSO, and MRFO optimizers at ISE and ITSE in Figure 7, and with IAE and ITAE in Figure 8.
For fitness function minimization behavior, the proposed EOSMA based optimization
procedure has the lowest value at all the studied functions of ISE, ITSE, IAE, and ITAE. For
convergence speed, the EOSMA optimizer converges after 9, 15, 38, and 26 iterations at
ISE, ITSE, IAE, and ITAE, respectively. It can be observed the high speed for convergence
of the proposed EOSMA method. Moreover, it is clear that the EOSMA optimizer does
not fall in the local minimum due to employing the random differential mutation strategy
compared with EO and SMA optimizers. The optimum parameters for all studied LFC
schemes based on EOSMA optimizer are tabulated in Table 2 at step load case and Table 3
for RESs’ changes case.
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Figure 7. (a) ISE and (b) ITSE convergence curves comparisons.
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Figure 8. (a) IAE and (b) ITAE convergence curves comparisons.

Table 2. The EOSMA-based optimized LFC parameters with step load case.

Control Area
Coefficients

Kp1 Ki1 Kd1 Ka1 Kp2 Ki2 λ1

PID
Area a 4.0978 3.9971 3.2129 - - - -

Area b 4.1632 3.5535 1.3998 - - - -

Area a 4.0028 3.425 2.9542 0.2165 - - -
PIDA Area b 3.1712 2.1041 3.1338 0.0255 - - -

1+PIDA
Area a 4.3318 3.1247 2.4351 0.0872 - - -

Area b 1.4773 1.7156 2.8744 0.2532 - - -

1+PID/FOPI
Area a 4.1012 2.9548 3.7985 - 4.0114 4.366 0.6512

Area b 2.8811 4.5638 2.0847 - 2.9547 2.8791 0.8221

1+PIDA/FOPI
Area a 3.5791 4.2171 4.1213 0.4337 4.7322 3.8951 0.1536

Area b 4.5343 3.7201 2.3193 1.2821 2.2138 3.2383 0.7948
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Table 3. The EOSMA-based optimized LFC parameters with RESs change case.

Control Area
Coefficients

Kp1 Ki1 Kd1 Ka1 Kp2 Ki2 λ1

PID
Area a 4.7979 4.6923 4.9195 - - - -

Area b 2.2657 2.0528 3.1529 - - - -

PIDA
Area a 4.2874 4.2884 3.0188 1.1006 - - -

Area b 3.1712 2.1041 3.1338 0.9316 - - -

1+PIDA
Area a 3.5334 4.3565 4.1998 0.7251 - - -

Area b 1.4773 1.7156 2.8744 1.0923 - - -

1+PID/FOPI
Area a 2.5884 3.6457 4.6689 - 3.9452 2.3554 0.4323

Area b 3.7642 3.1993 4.3635 - 4.2225 4.4512 0.3223

1+PIDA/FOPI
Area a 4.8842 4.4438 3.8984 0.7785 4.1874 4.3867 0.3125

Area b 3.9456 4.5772 2.0112 0.8551 3.3244 4.6612 0.5536

The obtained results are organized in six different scenarios to cover all the expected
remote MGs disturbances as following:

• Scenario No. 1: The impacts of step loading perturbations (SLP).
• Scenario No. 2: The impacts of SLP and load shedding effects.
• Scenario No. 3: The impacts of ramp loading conditions.
• Scenario No. 4: The impacts of SLP jointly with PV connection/disconnection conditions.
• Scenario No. 5: The impact of high RESs penetrations and low inertia conditions.
• Scenario No. 6: The impacts of severe multiple RESs connections/disconnections.

5.1. Scenario No. 1: Impacts of SLPs

During this scenario, a 1% SLP is made in area a at the starting time at 0 s. Figure 9 shows
the waveforms of ∆ fa, ∆ fb, and (∆Ptie) in this scenario. The proposed 3DoF 1+PIDA/FOPI
achieves the lowest peak overshoot/undershoot in operating frequencies of both areas,
in addition to the tie-line power. The PID has the worst response, regarding transient
peaks and response time. Table 4 tabulates the measured frequency deviations maximum
overshoot (MO), maximum undershoot (MU), and settling time (ST) values. The proposed
3DoF 1+PIDA/FOPI has ∆ fa of 0.0002 compared with 0.0024, 0.0022, 0.0015, and 0.0011 p.u.
with the studied PID, PIDA, 1+PIDA, and 1+PID/FOPI LFC schemes, respectively. Thence,
the proposed 1+PIDA/FOPI LFC scheme possesses the minimum values of ∆ fa in this
scenario. Additionally, ST of proposed 1+PIDA/FOPI is 5 s. compared with 18, 14, 12, and
10 with studied PID, PIDA, 1+PIDA, and 1+PID/FOPI LFC schemes, respectively.

5.2. Scenario No. 2: Impacts of SLPs and Load Shedding Effects

In this scenario, a 5% load increase at 0 s, and 5% reduction in load in area a at 20 s.
The results of this case are shown in Figure 10. The 3Dof 1+PIDA/FOPI LFC improves
the MGs response at both load changes compared with the high MO/MU/ST with the
other compared LFC schemes. For instance, the PID LFC scheme shows the highest MU of
(∆Ptie) at 0 s. of 0.00038 p.u. with the longest ST of 14 s. Whereas the PIDA, 1+PIDA, and
1+PIDA/FOPI achieve PU of (∆Ptie) of 0.00043 p.u. with ST of 12 s, 0.00042 p.u. with ST of
10 s, and 0.00036 p.u. with ST of 9 s, respectively. From the other side, the proposed 3DoF
1+PIDA/FOPI LFC has the smallest PU of (∆Ptie) at 0 s of 0.00005 p.u. with the longest
ST of 4 s. Therefore, better transient response is obtained through applying the proposed
optimum LFC scheme compared with the studied PID, PIDA, 1+PIDA, and 1+PID/FOPI
LFC schemes. The recorded results in Table 4 show that the best performance metrics are
achieved using the proposed LFC scheme at increase/decrease in loading in both of ∆ fa,
∆ fb, and (∆Ptie).
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Figure 9. Frequency and power responses of Scenario 1. (a) ∆ fa; (b) ∆ fb; (c) ∆Ptie.
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Figure 10. Frequency and power responses of Scenario 2. (a) ∆ fa; (b) ∆ fb; (c) ∆Ptie.
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Table 4. Performance measurements for the tested scenarios.

Scn. Controller
∆ fa ∆ fb ∆Ptie

PO PU ST PO PU ST PO PU ST

No. 1

PID 0.00024 0.0024 18 0.0003 0.0016 15 0.00006 0.0005 15
PIDA 0.00016 0.0022 14 0.0001 0.0013 13 0.0009 0.0004 15

1+PIDA 0.00027 0.0015 12 0.0002 0.0012 11 0.0001 0.0003 19
1+PID/FOPI 0 0.0011 10 0 0.0007 16 0.00001 0.0003 11

1+PIDA/FOPI 0 0.0002 5 0 0.0001 7 0 0.00005 4

No. 2

PID 0.0002 0.0022 15 0.00022 0.0014 12 0.00005 0.00038 14
PIDA 0.0002 0.0017 17 0.00017 0.0012 14 0.00009 0.00043 12

1+PIDA 0.0003 0.0015 11 0.00016 0.0011 10 0.00002 0.00042 10
1+PID/FOPI 0.00001 0.0013 12 0.00004 0.0005 16 0.00001 0.00036 9

1+PIDA/FOPI 0 0.0002 8 0 0.00007 8 0 0.00005 4

No. 3

PID 0.1038 0.0148 13 0.0677 0.0253 16 0.0238 0.0023 17
PIDA 0.0552 0.0095 16 0.0363 0.0124 20 0.0221 0.0051 19

1+PIDA 0.0489 0.0041 20 0.0238 0.0159 19 0.0199 0.0044 15
1+PID/FOPI 0.0375 0.0174 18 0.0135 0.0067 15 0.0191 0.0041 20

1+PIDA/FOPI 0.0203 0.0025 10 0.0081 0.0003 12 0.0073 0.0009 10

No. 4

PID 0.0533 0.0032 26 0.0716 0.0065 28 0.0024 0.0302 24
PIDA 0.0367 0.0081 19 0.0552 0.0045 22 0.0013 0.0236 21

1+PIDA 0.0256 0.0045 17 0.0436 0.0073 19 0.0012 0.0219 23
1+PID/FOPI 0.0233 0.0061 16 0.0301 0.0007 17 0.0011 0.0212 25

1+PIDA/FOPI 0.0121 0 13 0.0201 0 14 0 0.0011 16

No. 5

PID 0.1071 0.0065 30 0.1439 0.0103 29 0.0043 0.0606 24
PIDA 0.0741 0.0176 24 0.1111 0.0066 26 0.0026 0.0497 22

1+PIDA 0.0521 0.0103 22 0.0881 0.0115 27 0.0014 0.0443 23
1+PID/FOPI 0.0486 0.0131 20 0.0622 0.0006 23 0.0027 0.0427 25

1+PIDA/FOPI 0.0182 0 14 0.0281 0.0001 13 0 0.0147 16

No. 6

PID 0.0666 0.0086 OS 0.0431 0.0149 OS 0.0146 0.0047 OS
PIDA 0.0343 0.0065 OS 0.0221 0.0101 OS 0.0135 0.0035 OS

1+PIDA 0.0327 0.0022 OS 0.0157 0.0052 OS 0.0126 0.0037 OS
1+PID/FOPI 0.0248 0.0062 16 0.0042 0.0034 OS 0.0121 0.0041 OS

1+PIDA/FOPI 0.0074 0.0002 11 0.0027 0 9 0.0024 0 10

Scn. = Scenario, Scenario No. 1 at 0 s, Scenario No. 2 at 0 s, Scenario No. 3 at 100 s. Scenario No. 4 at 20 s,
Scenario No. 5 at 0 s, and Scenario No. 6 at 40 s.

5.3. Scenario No. 3: Impacts of Ramp Loading

During this scenario, the loading profile shown in Figure 11 is introduced in area a.
The ramp load profile is applied in this scenario to emulate the load characteristics. The
MGs response at this scenario is shown in Figure 12 for the waveforms of ∆ fa, ∆ fb, and
(∆Ptie). It can be shown that the superior performance of the proposed 3Dof 1+PIDA/FOPI
LFC for the whole operating scenario. For instance, a measurement of the system response
is recorded in Table 4 at the load step at 100 s. The obtained MU in ∆ fa are 0.0148,
0.0095, 0.0041, 0.0174, and 0.0025 at PIDA, 1+PIDA, 1+PIDA/FOPI, and the proposed
3Dof 1+PIDA/FOPI LFC, respectively. Their corresponding ST are 13, 16, 20, 18, and 10
s, respectively. It can be seen that the lowest MU and the shortest ST are obtained using
the proposed 3Dof 1+PIDA/FOPI. Whereas the worst response is obtained with the PID,
regarding its MU and ST values.
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Figure 11. Loading profile for Scenario 3.
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Figure 12. Frequency and power responses of Scenario 3. (a) ∆ fa; (b) ∆ fb; and (c) ∆Ptie.
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5.4. Scenario No. 4: Impacts of SLP PV Connection/Disconnection

In this scenario, there was a 6% load increase at 0 s, as well as a PV plant connection
at 20 s and disconnection at 60 s. The corresponding results of this case are shown in
Figure 13. The importance of this scenario is its representation of expected joint SLP and
PV connection/disconnection of remote MG systems. IT can be seen that the proposed
EOSMA-based optimized 3Dof 1+PIDA/FOPI LFC scheme preserves the MG system
response and stability at the three disturbances of this scenario. The employment of two
cascaded loops enables the proposed 3Dof 1+PIDA/FOPI LFC scheme to mitigate various
existing low- and high-frequency fluctuations compared with the single loop LFC schemes.
The PID controller has the worst response in the three disturbances. It can be seen also
the effectiveness of the accelerated term in the proposed 3Dof 1+PIDA/FOPI LFC scheme
compared with the 1+PID/FOPI LFC scheme. The accelerated term helps at improving
system response and reducing waveforms overshoots.
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Figure 13. Frequency and power responses of Scenario 4. (a) ∆ fa; (b) ∆ fb; and (c) ∆Ptie.
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5.5. Scenario No. 5: Impacts of High RESs Penetrations

In this scenario, the system is tested against transients and fluctuated output power
from RESs. In which the PV connection is made at 0 s, whereas wind plant connection
is made at 40 s. In addition, the dependency of outputted power from RESs on various
climatic factors, such as wind speed, temperature, and solar irradiance, has been taken
in consideration in this scenario. The PV and winds fluctuations are represented using
the implemented models and the corresponding RESs generation profiles are shown in
Figure 14. The obtained results of ∆ fa, ∆ fb, and (∆Ptie) are shown in Figure 15. The
obtained MO in ∆ fb, according to the PV connection at 0 s, are 0.1439, 0.1111, 0.0881, 0.0622,
and 0.0281 using PIDA, 1+PIDA, 1+PIDA/FOPI, and the proposed 3Dof 1+PIDA/FOPI
LFC, respectively. While the corresponding ST response in this scenario are 29, 26, 27, 23,
and 13, respectively. This, in turn, confirms the fast and stable response of the proposed
3Dof 1+PIDA/FOPI LFC with considering the RESs characteristics and variations.
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Figure 14. Loading profile for Scenario 5.
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Figure 15. Frequency and power responses of Scenario 5. (a) ∆ fa; (b) ∆ fb; and (c) ∆Ptie.

5.6. Scenario No. 6: Impacts of Severe Inertia Condition

During this scenario, severe RESs variations and, hence, inertia conditions are made
through adding more RESs in both areas and making disturbances of connection/disconnection
of connected renewables. Figure 16 shows the generation power profiles in both areas
for this scenario. The obtained ∆ fa, ∆ fb, and (∆Ptie) waveforms are shown in Figure 17.
The measured MGs’ response in Table 4 shows that MO values in ∆ fa with wind plant
connection in area a at 40 s are 0.0666, 0.0343, 0.0327, 0.0248, and 0.0074 with PIDA, 1+PIDA,
1+PIDA/FOPI, and the proposed 3Dof 1+PIDA/FOPI LFC, respectively. Whereas the MO
values in (∆Ptie) in this case are 0.0146, 0.0135, 0.0126, 0.0121, and 0.0024, respectively.
Additionally, the proposed 3Dof 1+PIDA/FOPI LFC scheme has the better performance
with all the RESs connections in this scenario. Thanks to the improved design optimization
using EOSMA of the proposed 3Dof 1+PIDA/FOPI LFC, jointly with the proposed con-
troller characteristics, the stability and robustness of remote MG areas are enhanced and
improved with considering the high RESs penetration levels and control of plug-in EVs in
MG systems.
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Figure 17. Frequency and power responses of Scenario 6. (a) ∆ fa; (b) ∆ fb; and (c) ∆Ptie.

6. Conclusions

A new non-integer LFC scheme has been proposed in this paper based on the 3DoF
1+PIDA cascaded with FOPI controller for LFC in interconnected remote MG systems.
The proposed controller benefits the advantages of the PIDA controller with the extra
added accelerated term. It is responsible for reducing overshoot/undershoot values and
settling time of power systems. Moreover, the cascaded two loops enables faster and better
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disturbance rejection due to the employment of fast inner frequency loop. The employment
of FOPI control in this loop adds more freedom due to the non-integer fractional order
operator. Moreover, a new application of the EOSMA optimizer is proposed in this paper
for the simultaneous optimization of control parameters. The studied two-area remote
MG system is tested under various RESs penetration and scenarios, in addition to various
loading behaviors and the contribution of plug-in EVs in the frequency regulation function.
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