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Abstract: In this work, we used reflexive Banach spaces to study the differential variational–
hemivariational inequality problems with constraints. We established a sequence of perturbed
differential variational–hemivariational inequality problems with perturbed constraints and penalty
coefficients. Then, for each perturbed inequality, we proved the unique solvability and convergence
of the solutions to the problems. Following that, we proposed a mathematical model for a viscoelastic
rod in unilateral contact equilibrium, where the unknowns were the displacement field and the
history of the deformation. We used the abstract penalty method in the analysis of this inequality
and provided the corresponding mechanical interpretations.
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1. Introduction

Aubin and Cellina [1] were the first to present the concept of differential variational
inequalities. A comprehensive study of differential variational inequalities in the environ-
ment of Euclidean spaces has been performed in [2–5].

Differential hemivariational inequalities, as well as differential variational–
hemivariational inequalities, are important extensions of differential variational inequalities,
even though they couple a differential or partial differential equation with a hemivariational
inequality and a variational–hemivariational inequality, respectively, where the existence
and uniqueness results for various classes of differential variational–hemivariational in-
equalities have been determined. The references in the field are [6–10].

Penalty techniques are a well-known mathematical tool for dealing with a wide range
of problems with constraints. The constraints are alleviated in the traditional penalty
technique by injecting an additional term defined by a penalty parameter. The unique
solution of the original problem can be approached by the unique solution of the penalty
problem as the penalty parameter approaches zero. Penalty methods can be used to verify
the solvability of constrained problems and can also be used to solve the numerical solution
of constrained problems, see [11–15].

In this work, we proposed a class of differential variational–hemivariational inequality
problems with a set of constraints in abstract Banach spaces. We proceeded by introducing
an approximating sequence of differential variational–hemivariational inequality problems
with a set of constraints and a penalty parameter. Using the appropriate assumptions
of data, we proved the existence and convergence solution to the differential variational–
hemivariational inequality problems. Finally, we showed how to apply our result to
analyse a viscoelastic rod in a unilateral contact problem, and the corresponding mechanical
interpretations were discussed.
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2. Preliminaries

Unless otherwise stated, everywhere in this paper, let (E, ‖ · ‖E) be a real Banach space,
while (F, ‖ · ‖F) a reflexible Banach space, 0E and 0F denote the zero elements of E and F,
respectively. F∗ denotes the duality of F and 〈·, ·〉 represents the duality pairing mapping.
The L(F,E) denotes the space of bounded linear continuous operators from F to E endowed
with the norm ‖ · ‖L(E). Furthermore, we use E× F for the product of the spaces E and
F endowed with the canonical product topology. In addition, let T > 0 and let I be the
interval of time I = [0, T]. C(I,E) and C(I,F) be the space of continuous functions defined
on I with values in E and F, respectively, with the norm of the uniform convergence. Let
A : D(A) ⊂ E→ E be the infinitesimal generator of a ϑ0-semigroup {T(τ)}τ≥0 of linear
continuous operators on E. Moreover, suppose that f : I×E→ E, g : I×E→ L(F,E) and
x0 ∈ E. We also consider a set Ω ⊂ F, the operators B : F× F → F∗ and h : I × E → F∗,
and the functions ϕ : F×F→ R and  : F→ R. We assume that ϕ is convex with respect to
the second argument, that the function  is locally Lipschitz, and 0 denotes its generalized
(Clarke) directional derivative. From now on, we note that g(τ, ·) = gτ(·), f (τ, ·) = fτ(·)
and h(τ, ·) = hτ(·) unless otherwise specified.

With these notations, we offer the system of coupled differential equations with a
variational–hemivariational inequality problem associated with initial conditions.

To find a pair of functions (x, u) with x : I → E and u : I → F such that x(0) = x0 and
for each τ ∈ I, u(τ) ∈ Ω, the following hold:

(a) x′(τ) = Ax(τ) + fτ(x(τ)) + gτ(x(τ))u(τ),
(b) 〈B(u(τ), u(τ))− hτ(x(τ)), v− u(τ)〉+ ϕ(u(τ), v)− ϕ(u(τ), u(τ))

+ 0(u(τ), v− u(τ)) ≥ 0, ∀v ∈ Ω.

(1)

For solvability of (1), we consider the following assumptions on the data:{
A : D(A) ⊂ E→ E is the generator of a ϑ0-semigroup of linear
and continuous operators {T(τ)}τ≥0 on the space E.

(2)



f : I ×E→ E is such that:
(a) f (·, x) : I → E is measurable for all x ∈ E;
(b) there exists a positive function L f > 0 such that
‖ fτ(x)− fτ(y)‖E ≤ L f ‖x− y‖E, ∀x, y ∈ E a.e. τ ∈ I;

(c) ‖ fτ(oE)‖E ≤ a(τ) a.e. τ ∈ I with a ∈ L1(I,R+).

(3)



g : I ×E→ L(F,E) is such that:
(a) g(·, x) : I → L(F,E) is continuous for all x ∈ E;
(b) inverse strongly monotone with constant αg > 0 such that
〈gτ(x)− gτ(y), x− y〉 ≥ αg‖gτ(x)− gτ(y)‖2 for a.e. τ ∈ I all x, y ∈ E;

(c) there exists a constant Lg > 0 such that
‖gτ(x)− gτ(y)‖L(F,E) ≤ Lg‖x− y‖E ∀ τ ∈ I, x, y ∈ E.

(d) ‖gτ(0E)‖L(F,E) ≤ d(τ) for τ ∈ I with d ∈ C(I,R+).

(4)
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

B : F× F→ F∗ is such that:

(a) B is pseudomonotone;

(b) B is inverse strongly monotone with constant αB > 0 such that

〈B(v1, v1)−B(v2, v2), v1 − v2〉 ≥ αB‖B(v1, v1)−B(v2, v2)‖2
F for any v1, v2 ∈ F;

(c) B is Lipschitz continuous with respect to the first argument with constant βB > 0

and the second argument with respect to the constant ρB > 0 such that

‖B(v1, v1)−B(v2, v2)‖F ≤ βB‖v1 − v2‖F + ρB‖v1 − v2‖F for any v1, v2 ∈ F.

(5)



h : I ×E→ F∗ is such that:
(a) h(·, x) : I → F∗ is continuous for all x ∈ E;
(b) ‖hτ(x)‖F∗ ≤ ` for all x ∈ E;
(c) there exists a constant Lh > 0 such that
‖hτ(x)− hτ(y)‖F∗ ≤ Lh‖x− y‖E, ∀ τ ∈ I, x, y ∈ E.

(6)



ϕ : F× F→ R is such that

(a) ϕ(η, ·) : F→ R is convex and lower semicontinuous function for all η ∈ F;

(b) ϕ(u, λv) = λϕ(u, v), ∀u, v ∈ F, λ > 0;

(c) ϕ(u, u) ≥ 0, ∀ u ∈ F;

(d) there exists αϕ > 0 such that

ϕ(η1, v2)− ϕ(η1, v1) + ϕ(η2, v1)− ϕ(η2, v2) ≤ αϕ‖η1 − η2‖F‖v1 − v2‖F,

for all η1, η2, v1.v2 ∈ F.

(7)


 : F→ R is a locally Lipschitz continuous function, such that
(a) ‖ξ‖F∗ ≤ $0 + $1‖v‖F for all ξ ∈ ∂(v), v ∈ F with $0, $1 ≥ 0;
(b) there exists α > 0 such that

0(v1, v2 − v1) + 0(v2, v1 − v2) ≤ α‖v1 − v2‖2
F, ∀ v1, v2 ∈ F.

(8)

∅ 6= Ω is a closed convex subset of F such that 0F ∈ Ω. (9)

αϕ + α < αB(βB + ρB)
2. (10)

x0 ∈ E. (11)

Definition 1. A pair of functions (x, u) is said to be a solution of system (1) if x ∈ C(I,E), u ∈
C(I,F), (1)(b) holds for all τ ∈ I and

x(τ) = T(τ)x0 +
∫ τ

0
T(τ − σ)[ fσ(x(σ)) + gσ(x(σ))] ds ∀τ ∈ I. (12)

Definition 2 ([16,17]). An operator B : F→ F? is said to be

(i) Monotone, if
〈B(u)−B(v), u− v〉 ≥ 0, ∀u, v ∈ F,

(ii) Strongly monotone, if there exists αB > 0, such that

〈B(u)−B(v), u− v〉 ≥ αB‖u− v‖2, ∀ u, v ∈ F,

(iii) Inverse strongly monotone, if there exists αB > 0, such that

〈B(u)−B(v), u− v〉 ≥ αB‖B(u)−B(v)‖2, ∀ u, v ∈ F,
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(iv) Lipschitz continuous, if there exists βB ≥ 0, such that

‖B(u)−B(v)‖ ≤ βB‖u− v‖, ∀ u, v ∈ F,

(v) Bounded, if it is maps bounded sets in F into bounded sets of F∗,
(vi) Pseudomonotone, if B is bounded and for every sequence {un} ⊆ F converging weakly to

u ∈ F, such that
lim sup

n→∞
〈B(un), un − u〉 ≤ 0,

we have
lim inf

n→∞
〈B(un), un − v〉 ≥ 〈B(u), u− v〉, ∀ v ∈ F,

(vii) Hemicontinuous, if for all u, v, w ∈ F, the function

λ � 〈B(u + λv), w〉

is continuous on [0, 1],
(viii) Demicontinuous, if un → u ∈ F implies

B(un)→ B(u) weakly in F∗.

Definition 3 ([18]). An operator P : F×F→ F∗ is said to be a penalty operator of the set Ω ⊂ F
if P is bounded, demicontinuous, monotone and

Ω = {u ∈ F | P(u, u) = 0F∗}.

Definition 4 ([19]). A function ϕ : F→ R is said to be lower semicontinuous if

lim inf
n→∞

ϕ(un) ≥ ϕ(u)

for any sequence {un} ⊂ F with un → u ∈ F.

Definition 5 ([19]). Let {Ωn} be a sequence of non-empty subsets of F and Ω̃ a nonempty subset
of F. If the sequence

Ωn
Mosco−−−→ Ω̃,

then the following conditions hold:

(i) For each v ∈ Ω̃, there exists a sequence {vn} such that vn ∈ Ωn for each n ∈ N and
vn → v ∈ F.

(ii) For each sequence {vn}, such that vn ∈ Ωn for each n ∈ N and vn → v weakly in F, we have
v ∈ Ω̃.

We shall denote the convergence in the sense of Mosco by Ωn
M−→ Ω proposed in [20].

Definition 6 ([21]). The Clarke generalized directional derivative of a locally Lipschitz function
 : F→ R at x in the direction v, denoted by 0(x; v), is defined by

0(x; v) = lim
y→x

sup
λ→0+

(y + λv)− (y)
λ

, ∀x, v ∈ F.

The generalized Clarke subdifferential of  at x is a subset of F∗ given by

∂(x) = {x∗ ∈ F∗|0(x, v) ≥ (x∗, v), ∀ v ∈ F}.
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Lemma 1 ([22]). If A : F→ F∗ is a bounded, hemicontinuous and monotone operator, then it is
pseudomonotone. Moreover, if A,B : F→ F∗ are pseudomonotone operators, then A+ B : F→
F∗ is pseudomonotone, too.

Lemma 2 ([21]). Let  : F → R be a locally Lipschitz function. Then, the following statements
hold:

(1) 0(x, v) = max{(ξ, v)|ξ ∈ ∂(x)}, ∀x, v ∈ F.
(2) For each x ∈ F, the function U 3 v � 0(x, v) ∈ R is positively homogeneous and

subadditive, i.e.,
0(x, λv) = λ0(x, v), ∀ λ ≥ 0, v ∈ U

and
0(x, v1 + v2) ≤ 0(x, v1) + 0(x, v2), ∀v1, v2 ∈ F, respectively.

Theorem 1 ([23]). Assume that (2)–(11) hold. Then, there exists a unique solution (x, u) ∈
C(I,E)× C(I,F) to problem (1).

3. Main Results

In this section, we define a sequence of penalty problems (1) in order to prove their
unique solvability and prove the convergence of the sequence of their solutions to the
unique solution of (1). To this end, we examine an operator P : F× F→ F∗, two sequences
{Ωn} ⊂ F, {γn} ⊂ R and, for each n ∈ N, the differential variational–hemivariational
inequality problem for finding a pair of functions (xn, un) with xn : I → E and un : I → F,
such that

xn(0) = x0 and for each τ ∈ I, un(τ) ∈ Ωn, it asserts that
(a) x′n(τ) = Axn(τ) + fτ(xn(τ)) + gτ(xn(τ))un(τ),

(b) 〈B(un(τ), un(τ))− hτ(xn(τ)), v− un(τ)〉+
1

γn
〈P(un(τ), un(τ)), v− un(τ)〉

+ ϕ(un(τ), v)− ϕ(un(τ), un(τ)) + 0(un(τ), v− un(τ)) ≥ 0, for all v ∈ Ωn.

(13)

The pair of functions (xn, un) is said to be a solution to (13) if xn ∈ C(I,E) and
un ∈ C(I,F) and (13)(b) hold for all τ ∈ I and

xn(τ) = T(τ)x0 +
∫ τ

0
T(τ − σ)[ fσ(xn(σ)) + gσ(xn(σ))un(σ)]ds, τ ∈ I. (14)

We evaluate the following hypotheses on the data in the research of (13).{
For every n ∈ N, ∅ 6= Ωn is a closed convex subset of F and Ωn ⊃ Ω. (15)

For every n ∈ N, γn > 0. (16)

P : F× F→ F∗ is a bounded, demicontinuous and monotone operator. (17)



There exists a set Ω̃, such that
(a) Ωn ⊂ Ω̃ ⊂ F for each n ∈ N.

(b) Ωn
M−→ Ω̃ as n→ ∞.

(c) 〈P(u, u), v− u〉 ≤ 0, ∀u ∈ Ω̃ and v ∈ Ω.
(d) if u ∈ Ω̃ and 〈P(u, u), v− u〉 = 0, ∀ v ∈ Ω then u ∈ Ω.

(18)

γn → 0 as n→ ∞. (19)
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{
There exists a function χϕ : Ω→ R+, such that
(a) ϕ(u, v1)− ϕ(u, v2) ≤ χϕ(u)‖v1 − v2‖F, ∀u, v1, v2 ∈ F.

(20)

{
lim supn→∞ 0(un, v− un) ≤ 0(u, v− u)

as un
weakly−−−→ u ∈ F, ∀u, v ∈ F.

(21)

The main result of this paper is as follows.

Theorem 2. Assume that (2)–(11), (15)–(21) hold. Then

(1) For n ∈ N, there exists a unique solution (xn, un) ∈ C(I,E)× C(I,F) to the problem (13).
(2) For τ ∈ I, the solution (xn, un) of the problem (13) converges to the solution (x, u) of the

problem (1), i.e.,

(xn(τ), un(τ))→ (x(τ), u(τ)) ∈ E× F, as n→ ∞. (22)

Proof. (1) Let n ∈ N and consider the function Bn : F× F→ F∗ defined by

Bn(·, ·) = B(·, ·) +
1

γn
P(·, ·).

Under the hypotheses (17), (19) and Lemma 1, it is simple to see that Bn is pseu-
domonotone, inversely strongly monotone and Lipschitz continuous with respect
to both arguments with constants αB , βB and ρB, respectively. Using Theorem 1 with
Ωn and Bn instead of Ω and B, respectively, we determine that there exists a unique
solution (xn, un) ∈ C(I,E)× C(I,F) to (13).

(2) Fixing n ∈ N, we consider the auxiliary problem of finding a function ũn ∈ C(I,F),
such that

ũn(τ) ∈ Ωn, 〈B(ũn(τ), ũn(τ))− hτ(x(τ)), v− ũn(τ)〉+
1

γn
〈P(ũn(τ), ũn(τ)), v− ũn(τ)〉

+ ϕ(u(τ), v)− ϕ(u(τ), ũn(τ)) + 0(ũn(τ), v− ũn(τ)) ≥ 0, ∀v ∈ Ωn, τ ∈ I.
(23)

Utilizing a standard arguments, we see that Equation (23) has a unique solution
ũn ∈ C(I,F).
The rest of the proof is now divided into five steps. Here, assume that Ωn 6= Ω and P
satisfies (18)(c),(d).

Step (i) We assert that for any τ ∈ I, there exists ũ(τ) ∈ Ω̃ and a subsequence of {ũn(τ)},
again denoted by {ũn(τ)}, such that

ũn(τ)
weakly−−−→ ũ(τ) ∈ F as n→ ∞. (24)

To fix τ ∈ I, n ∈ N and u0 ∈ Ω. We put v = u0 in (23) to obtain

〈B(ũn(τ), ũn(τ))− hτ(x(τ)), u0 − ũn(τ)〉+
1

γn
〈P(ũn(τ), ũn(τ)), u0 − ũn(τ)〉

+ ϕ(u(τ), u0)− ϕ(u(τ), ũn(τ)) + 0(ũn(τ), u0 − ũn(τ)) ≥ 0.

Using (18)(c) and (20) we have

〈B(ũn(τ), ũn(τ))− hτ(x(τ)), ũn(τ)− u0〉 ≤ χϕ(u(τ))‖u0 − ũn(τ)‖F
+ 0(ũn(τ), u0 − ũn(τ)).

(25)
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Next, from (8) and Lemma 2(1), we get

0(ũn(τ), u0 − ũn(τ)) ≤ α‖u0 − ũn(τ)‖2
F + ($0 + $1‖u0‖F)‖u0 − ũn(τ)‖F. (26)

Furthermore, using (5), (6)(b), (20), (25) and (26), we obtain

αB(βB + ρB)
2‖ũn(τ)− u0‖2

F ≤ `‖u0 − ũn(τ)‖F + χϕ(u(τ))‖u0 − ũn(τ)‖F
+ α‖u0 − ũn(τ)‖2

F + ($0 + $1‖u0‖F)‖u0 − ũn(τ)‖F
+ ‖B(u0, u0)‖F∗‖u0 − ũn(τ)‖F.

(27)

Adding (27) together with (10) to get

‖ũn(τ)− u0‖F ≤
Υ0

αB(βB + ρB)2 − α
, (28)

where
Υ0 = `+ χϕ(u(τ)) + $0 + $1‖u0‖F + ‖B(u0, u0)‖F∗ .

Since Υ0 depends on τ but does not depend on n, this implies that the sequence
{ũn(τ)} is bounded in F. Hence, the reflexivity of F implies that there exists an
element ũ(τ) ∈ F such that, passing to a subsequence if necessary, we find that

ũn(τ)
weakly−−−→ ũ(τ) ∈ F as n→ ∞.

Since ũn(τ) ∈ Ωn, therefore, the elimination of (18)(b) and Definition 5(ii) re-
veals that

ũ(τ) ∈ Ω̃.

Step (ii) We prove that ũ(τ) ∈ Ω for all τ ∈ I.
Let n ∈ N, τ ∈ I and v ∈ Ω. Then, Definition 5(i) assures us that there is a
sequence {vn} such that vn ∈ Ωn for each n ∈ N and vn → v ∈ F as n→ ∞. We
will utilize (23) and similar estimates from the previous step to get

1
γn
〈P(ũn(τ), ũn(τ)), ũn(τ)− vn〉 ≤ α‖vn − ũn(τ)‖2

F

+
(
‖B(ũn(τ), ũn(τ))‖F∗ + `+ χϕ(u(τ)) + $0 + $1‖vn‖F

)
‖vn − ũn(τ)‖F.

Since {vn}, {ũn(τ)} are bounded sequences and B is a bounded operator. There-
fore, there exists a constant ϑ0 > 0 which does not depend on n, such that

1
γn
〈P(ũn(τ), ũn(τ)), ũn(τ)− vn〉 ≤ ϑ̃0.

Hence,
lim sup

n→∞
〈P(ũn(τ), ũn(τ)), ũn(τ)− vn〉 ≤ 0. (29)

Again, since the sequence {P(ũn(τ), ũn(τ))} is bounded in F∗ and vn → v ∈ F,
we have that

lim sup
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− v〉 ≤ lim sup
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− vn〉

+ lim sup
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− v〉

= lim sup
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− vn〉.
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Therefore, (29) yields

lim sup
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− v〉 ≤ 0, ∀v ∈ Ω. (30)

Moreover, the regularity of ũ(τ) ∈ Ω allows us to take v = ũ(τ) in (30) to get

lim sup
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− ũ(τ)〉 ≤ 0. (31)

However, the assumption (17) and Lemma 1 ensures that P is a pseudomonotone
operator. From (31) and the pseudomonotonicity of P , we have

〈P(ũn(τ), ũn(τ)), ũn(τ)− v〉 ≤ lim inf
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− v〉

≤ lim sup
n→∞

〈P(ũn(τ), ũn(τ)), ũn(τ)− v〉, ∀v ∈ F.

Therefore, (30) yields

〈P(ũ(τ), ũ(τ)), ũ(τ)− v〉 ≤ 0, ∀v ∈ Ω̃. (32)

Since Ω ⊂ Ω̃, therefore, from (32), we derive that

〈P(ũ(τ), ũ(τ)), ũ(τ)− v〉 ≤ 0, ∀v ∈ Ω. (33)

Now, combining (33) with (18)(c) to get

〈P(ũ(τ), ũ(τ)), ũ(τ)− v〉 = 0, ∀v ∈ Ω.

Hence, using (18)(d) to obtain the regularity

ũ(τ) ∈ Ω. (34)

Step (iii) We now prove that ũn(τ) ⇀ u(τ) ∈ F, for all τ ∈ I.
Let n ∈ N, τ ∈ I and v ∈ Ω. We use Equation (23) and inclusion Ω ⊂ Ωn to
see that

〈B(ũn(τ), ũn(τ)), ũn(τ)− v〉 ≤ −〈hτ(x(τ)), v− ũn(τ)〉

+
1

γn
〈P(ũn(τ), ũn(τ)), v− ũn(τ)〉+ ϕ(u(τ), v)

− ϕ(u(τ), ũn(τ)) + 0(ũn(τ), v− ũn(τ)),

and using (18)(c), we have

〈B(ũn(τ), ũn(τ)), ũn(τ)− v〉 ≤ −〈hτ(x(τ)), v− ũn(τ)〉+ ϕ(u(τ), v)

− ϕ(u(τ), ũn(τ)) + 0(ũn(τ), v− ũn(τ)).
(35)

Then, we use the lower semicontinuity of ϕ concerning the second argument and
the hypothesis (21) to find that

lim sup
n→∞

〈B(ũn(τ), ũn(τ)), ũn(τ)− v〉 ≤ −〈hτ(x(τ)), v− ũn(τ)〉+ ϕ(u(τ), v)

− ϕ(u(τ), ũn(τ)) + 0(ũn(τ), v− ũn(τ)). (36)

Again, we put v = ũ(τ) ∈ Ω in (36) to obtain that

lim sup
n→∞

〈B(ũn(τ), ũn(τ)), ũn(τ)− ũ(τ)〉 ≤ 0. (37)
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Together with the pseudomonotonicity of operator B, this inequality implies that

〈B(ũ(τ), ũ(τ)), ũ(τ)− v〉 ≤ lim inf
n→∞

〈B(ũn(τ), ũn(τ)), ũn(τ)− v〉. (38)

Now, adding (36) and (38) to get

〈B(ũ(τ), ũ(τ)), ũ(τ)− v〉 ≤ −〈hτ(x(τ)), v− ũ(τ)〉+ ϕ(u(τ), v)− ϕ(u(τ), ũ(τ))

+ 0(ũ(τ), v− ũ(τ)).

Therefore,

〈B(ũ(τ), ũ(τ))− hτ(x(τ)), v− ũ(τ)〉+ ϕ(u(τ), v)− ϕ(u(τ), ũ(τ))

+ 0(ũ(τ), v− ũ(τ)) ≥ 0.
(39)

We take v = ũ(τ) in (1)(b) and v = u(τ) in (39), then we add the resulting
inequalities to see that

〈B(u(τ), u(τ))−B(ũ(τ), ũ(τ)), ũ(τ)− u(τ)〉+ 0(u(τ), ũ(τ)− u(τ))

+ 0(ũ(τ), u(τ)− ũ(τ)) ≥ 0.

Then, we use assumptions (5) and (8)(b) to find that

(αB(βB + ρB)
2 − α)‖ũ(τ)− u(τ)‖F ≤ 0.

This inequality, together with (10), implies that

ũ(τ) = u(τ).

Meanwhile, each weakly convergent subsequence of the sequence {ũn(τ)} con-
verges weakly to u(τ) as n → ∞. Furthermore, since the sequence {ũn(τ)} is
bounded, it imply that the whole sequence {ũn(τ)} converges weakly to u(τ).

Step (iv) We now prove that ũn(τ)→ u(τ) ∈ F, ∀τ ∈ I.
Let τ ∈ I. Since ũ(τ) = u(τ), putting v = u(τ) in (38) and using (37), we get

lim inf
n→∞

〈B(ũn(τ), ũn(τ)), ũn(τ)− u(τ)〉 ≥ 0

and
lim sup

n→∞
〈B(ũn(τ), ũn(τ)), ũn(τ)− u(τ)〉 ≤ 0,

imply that
〈B(ũn(τ), ũn(τ)), ũn(τ)− u(τ)〉 → 0.

Hence, from (5)(b),(c) and ũn(τ)→ u(τ) weakly in F, we have

αB(βB + ρB)
2‖ũn(τ)− u(τ)‖2

F ≤ 〈B(ũn(τ), ũn(τ))−B(u(τ), u(τ)), ũn(τ)− u(τ)〉
= 〈B(ũn(τ), ũn(τ)), ũn(τ)− u(τ)〉
− 〈B(u(τ), u(τ)), ũn(τ)− u(τ)〉 → 0.

The proof of this step is completed.
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Step (v) Finally, we prove that (xn(τ), un(τ))→ (x(τ), u(τ)) ∈ E× F, ∀τ ∈ I.
Let τ ∈ I and n ∈ N. We write (1)(b) with v = un(τ). Then, we take (13)(b) with
v = ũn(τ) and add the resulting inequalities to see that

〈B(un(τ), un(τ))−B(ũn(τ), ũn(τ)), ũn(τ)− un(τ)〉
− 〈hτ(xn(τ))− hτ(x(τ)), ũn(τ)− un(τ)〉

+
1

γn
〈P(un(τ), un(τ))−P(ũn(τ), ũn(τ)), ũn(τ)− un(τ)〉

+ ϕ(un(τ), ũn(τ))− ϕ(un(τ), un(τ)) + ϕ(u(τ), un(τ))− ϕ(u(τ), ũn(τ))

+ 0(un(τ), ũn(τ)− un(τ)) + 0(ũn(τ), un(τ)− ũn(τ)) ≥ 0.

Therefore, (6)–(8) and the monotonicity of the operator P yield

αB(βB + ρB)
2‖ũn(τ)− un(τ)‖2

F ≤ 〈B(ũn(τ), ũn(τ))−B(un(τ), un(τ)), ũn(τ)− un(τ)〉
≤ Lh‖xn(τ)− x(τ)‖E‖ũn(τ)− un(τ)‖F
+ αϕ‖un(τ)− u(τ)‖F‖ũn(τ)− un(τ)‖F
+ α‖ũn(τ)− un(τ)‖2

F.

Thereby,

‖ũn(τ)− un(τ)‖F ≤
Lh

αB(βB + ρB)2 − α
‖xn(τ)− x(τ)‖E

+
αϕ

αB(βB + ρB)2 − α
‖un(τ)− u(τ)‖F.

(40)

Hence,

‖un(τ)− u(τ)‖F ≤ ‖un(τ)− ũn(τ)‖F + ‖ũn(τ)− u(τ)‖F.

Therefore, from (10) and (40), we derive that(
1−

αϕ

αB(βB + ρB)2 − α

)
‖un(τ)− u(τ)‖F ≤

Lh
αB(βB + ρB)2 − α

‖xn(τ)− x(τ)‖E

+ ‖ũn(τ)− u(τ)‖F,

which show that there exist two constants, ζ0 > 0 and ζ1 > 0, such that

‖un(τ)− u(τ)‖F ≤ ζ0‖xn(τ)− x(τ)‖E + ζ1‖ũn(τ)− u(τ)‖F. (41)

Meanwhile, using (3), (4), (12), (14), and (41), we find that there exist two constants,
ζ̃0 > 0 and ζ̃1 > 0, such that

‖xn(τ)− x(τ)‖E ≤ ζ̃0

∫ τ

0
‖ũn(σ)− u(σ)‖F dσ + ζ̃1

∫ τ

0
‖xn(σ)− x(σ)‖E dσ.

As a result of Gronwall inequality, it follows that there exists a constant ζ > 0,
such that

‖x(τ)− xn(τ)‖E ≤ ζ
∫ τ

0
‖ũn(σ)− u(σ)‖F dσ.

This inequality, the convergence ũn(σ)→ u(σ) ∈ F, valid for each σ ∈ [0, T], and
the Lebesgue-dominated convergence theorem (see [13], Theorem 1.65) imply that

lim ‖x(τ)− xn(τ)‖E ≤ ζ
∫ τ

0
lim ‖ũn(σ)− u(σ)‖F dσ = 0.
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Therefore, we conclude that

xn(τ)→ x(τ) ∈ E.

Using this convergence, we have

ũn(τ)→ u ∈ F

demonstrated in Step (iv), and from (41), we derive that

un(τ)→ u(τ) ∈ F

and proof is completed.

4. A Mathematical Model for a Viscoelastic Rod in Unilateral Contact

In this section, we consider the viscoelastic rod defined on the interval [0, L] on the Oz
axis. The rod is fixed in z = 0 and is acted upon by body time-dependent forces of density
fb along Oz. Its extremity z = L is in contact with an obstacle made of a rigid body covered
by a rigid elastic layer of thickness ω > 0. The time interval of interest is I = [0, T] with
T > 0. We denote by a prime the derivative with respect to the time variable τ ∈ I and by
the subscript z the derivative with respect to the spatial variable z ∈ [0, L], i.e., x′ = ∂x

∂τ and
uz =

∂u
∂z .

Now, we depict the contact problem for finding a displacement field u : [0, T] ×
[0, L]→ R and a stress field π : [0, T]× [0, L]→ R, such that

π(τ, z) = κuz(τ, z) + h̃
∫ τ

0
g̃(σ)uz(σ, z)dσ, (42)

where the viscoelastic constitutive law in which κ > 0 is the Young modulus of the material
and h̃, g̃ are constitutive functions. The equation

πz(τ, z) + fb(τ, z) = 0, ∀τ ∈ I, z ∈ [0, L], (43)

where fb denotes the density of body forces acting on the rod, and

u(τ, 0) = 0, ∀τ ∈ I. (44)

represents the displacement condition where the rod is assumed to be fixed at z = 0.

u(τ, L) ≤ ω, ∀τ ∈ I
π(τ, L) = 0 if u(τ, L) < 0,
−Q ≤ π(τ, L) ≤ 0 if u(τ, L) = 0,
−π(τ, L) = Q + pe(u(τ, L)) if 0 < u(τ, L) < ω,
−π(τ, L) ≥ Q + pe(u(τ, L)) if u(τ, L) = ω,

(45)

where the conditions of the contact of the point z = L of the rod with a rigid body covered
by a layer made of rigid elastic material, (say, a crust) and ω is the thickness of this layer, Q
is its yield limit and pe is a real-valued function that describes the elastic properties.

Using the notation ε = uz, Equation (42) reads as

π(τ) = κε(τ) + h̃
(∫ τ

0
g̃(σ)ε(σ)dσ

)
, (46)

where τ is the stress field and π(τ) can be split in two parts: an elastic part πE(τ) = κε(τ)
and an anelastic part πAN(τ) = h̃

(∫ τ
0 g̃(σ)ε(σ)dσ

)
.
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We make the following assumptions on the data to investigate problem (42)–(45).

h̃ : R→ R is such that
(a) there exists Lh̃ > 0 such that
|h̃(θ1)− h̃(θ2)| ≤ Lh̃|θ1 − θ2|, ∀θ1, θ2 ∈ R.

(b) there exists Ih̃ > 0 such that
|h̃(θ)| ≤ lh̃, ∀θ ∈ R.

(47)

g̃ : [0, T]→ R is a continuous function. (48)



(a) pe : R→ R is a continuous function.
(b) There exist ω0, ω1 ≥ 0 , such that
|pe(θ)| ≤ ω0 + ω1|θ| ∀θ ∈ R.

(c) There exists αe > 0 , such that
θ � αeθ + pe(θ) is nondecreasing.

(d) pe(θ) ≥ 0 if θ > 0 and pe(θ) = 0 if θ ≤ 0.

(49)

fb ∈ C(I, L2(0, L)), ω > 0, κ > 0, Q ≥ 0. (50)

The real Hilbert spaces E and F are depicted as{
E = L2(0, L),
F = {v ∈ H1(0, L) | v(0) = 0}

(51)

with the inner products

(x, y)E =
∫ L

0
x(z)y(z)dz, ∀x, y ∈ E,

(u, v)F =
∫ L

0
uzvzdz, ∀u, v ∈ F

and the associated norms ‖ · ‖E and ‖ · ‖F, respectively. Moreover, based on the Sobolev
trace theorem, it follows that

|v(L)| ≤
√

L‖v‖F, ∀v ∈ F. (52)

The duality of F is denoted by F∗ and 〈·, ·〉 by the duality pairing between F∗ and F,
respectively, and the positive component of r is denoted by r+.

Next, define the set Ω, the operators A : E → E, B : F× F → F∗ and the functions
ϕ : F× F→ R, q : R→ R,  : F→ R, f : I × E→ E, g : I × E→ L(E,F), h : I × E→ F∗
by equalities

A : D(A) = E→ E, Ax = x∀x ∈ E, (53)

Ω = {u ∈ F | u(L) ≤ ω}, (54)

〈B(u, u), v〉 = κ
∫ L

0
uzvzdz, ∀u, v ∈ F, (55)

ϕ(u, v) = Qv+(L) ∀u, v ∈ F, (56)

q(r) =
∫ r

0
pe(σ)dσ ∀r ∈ R, (57)
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(v) = q(v(L)) ∀v ∈ F, (58)

fτ(x)(z) = −x(z) ∀τ ∈ I, x ∈ E, a.e. z ∈ (0, L), (59)

[gτ(x)u](z) = g̃τuz(z) ∀τ ∈ I, x ∈ E, u ∈ F, a.e. z ∈ (0, L), (60)

〈hτ(x), v〉 =
∫ L

0
( fb(τ, z)− h̃(x(z)))v(z)dz, ∀τ ∈ I, x ∈ E, v ∈ F. (61)

It is clear that this function belongs to E, the operator u � gτ(x)u : F→ E is linear
and continuous and that it belongs to L(F,E). Also note that Riesz’s representation theorem
is used to define the operator B and the function h. The function q is nonconvex and satisfies
the equality

q0(σ, θ) = pe(σ)θ, ∀σ, θ ∈ R, (62)

where q0(σ, θ) denotes the generalized directional derivative of q at the point σ in the
direction θ. Using a conventional argument (Lemma 8 (vi) in [22]), however, we obtain that

0(u, v) = q0(u(L), v(L)) ∀u, v ∈ F, (63)

where 0(u, v) denotes the generalized directional derivative of  at the point u in the
direction v.

Since (u, π) is a regular solution to (42)–(45), and considering the history of the
deformation field x : I × [0, L]→ R defined by

x(τ, z) =
∫ τ

0
g̃σuz(σ, z) dσ, ∀τ ∈ I, z ∈ [0, L]. (64)

x′(τ, z) = g̃τuz(τ, z), ∀τ ∈ I, z ∈ [0, L], (65)

x(0, z) = 0, ∀z ∈ [0, L]. (66)

Using (42), we derive that

π(τ, z) = κuz(τ, z) + h̃(x(τ, z)), ∀τ ∈ I, z ∈ [0, L]. (67)

Furthermore, using (43)–(45) and performing integration by parts, it follows that

u(τ) ∈ Ω,
∫ L

0
(π(τ, z)− fb(τ, z))(vz(z)− uz)dz + Qv(τ, L)+ −Qu(τ, z)+

+ pe(u(τ, L))(v(L)− u(τ, L)) ≥ 0, ∀v ∈ Ω, τ ∈ I.

Therefore, from (67), (62) and (63), we find u(τ) ∈ Ω, such that∫ L

0
(κuz(τ, z) + h̃(x(τ, z))− fb(τ, z))(vz(z)− uz(z)) dz

+ Qv(τ, L)+ −Qu(τ, z)+ + 0(u(τ, L), v(L)− u(τ, L)) ≥ 0, ∀v ∈ Ω, τ ∈ I.
(68)

Finally, from (53)–(61) and (65)–(68), we derive the following variational formulation
of the contact problem to find a displacement field u : I → F and a deformation field
x : I → E such that x(0) = 0E and, for all τ ∈ I, it holds that
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
(a) x′(τ) = Ax(τ) + fτ(x(τ)) + gτ(x(τ))u(τ),
(b) u(τ) ∈ Ω, 〈B(u(τ), u(τ))− hτ(x(τ)), v− u(τ)〉+ ϕ(u(τ), v)− ϕ(u(τ), u(τ))

+ 0(u(τ), v− u(τ)) ≥ 0, ∀v ∈ Ω.

(69)

Next, we consider a function p, two sequences {ωn}, {γn}, and a positive number ω̃,
which satisfy the following properties:

(a) p : R→ R is nondecreasing.
(b) There exists Lp > 0 such that
|p(θ1)− p(θ2)| ≤ Lp|θ1 − θ2|, ∀θ1, θ2 ∈ R.

(c) p(θ) = 0 iff θ ≤ 0.

(70)

{
For all n ∈ N, ω̃ ≥ ωn ≥ ω,
ωn → ω̃ as n→ ∞.

(71)

{
For all n ∈ N, γn > 0,
γn → 0 as n→ ∞.

(72)

{
P : F× F→ F∗ is such that
〈P(u, u), v〉 = p(u(L)−ω)v(L), ∀u, v ∈ F,

(73)

Ωn = {u ∈ F | u(L) ≤ ωn}, ∀n ∈ N. (74)

We introduce the following perturbation problem to find a displacement field un : I →
F and a deformation field xn : I → E, such that xn(0) = 0E and, for all τ ∈ I, it holds that

(a) x′n(τ) = Axn(τ) + fτ(xn(τ)) + gτ(xn(τ))un(τ),

(b) un(τ) ∈ Ωn, 〈B(un(τ), un(τ))− hτ(xn(τ)), v− un(τ)〉+
1

γn
〈P(un(τ), un(τ)), v− un(τ)〉

+ ϕ(un(τ), v)− ϕ(un(τ), un(τ)) + 0(un(τ), v− un(τ)) ≥ 0, ∀v ∈ Ωn, n ∈ N.

(75)

Theorem 3. Assume (47)–(50), (70)–(72) and, in addition, assume that κ > αeL. Then, the
following statements hold:

(1) There exists a unique solution (x, u) ∈ C(I,E)× C(I,F) to (69).
(2) For each n ∈ N, there exists a unique solution (xn, un) ∈ C(I,E) ∈ C(I,F) to (75).
(3) The solution (xn, un) of (75) converges to (x, u) of (69), i.e.,

(xn(τ), un(τ))→ (x(τ), u(τ)) ∈ E× F, as n→ ∞, for all τ ∈ I. (76)

Proof. Based on Theorems 1 and 2, we check the validity of the conditions of these theorems.
First, note that the operator (53) is the generator of the semigroup {T(τ)}τ≥0 defined by

T(τ)x = eτx for each τ ≥ 0 and x ∈ E.

As a result, condition (2) is fulfilled. Furthermore, it is clear that the functions f and g,
defined by (59) and (60), respectively, meet the conditions (3) and (4), respectively. In addition,
the operator (55) satisfies condition (5) with αB(βB + ρB)

2 = κ. Finally, assumptions (47)
and (50) ensure that the function h defined by (61) fulfills condition (6). The function



Mathematics 2023, 11, 2066 15 of 17

ϕ defined by (56) satisfies condition (7) with αϕ = 0 and, the function  defined by (58)
satisfies the condition (8)(a). Using (63), (62) and (52), we have

0(u, v− u) + 0(v, u− v) = (pe(u(L))− pe(v(L)))(v(L)− u(L))

≤ αe|u(L)− v(L)|2

≤ αeL‖u(L)− v(L)‖2
F.

It proves that given α = αeL, condition (8)(b) holds. The inequality κ > αeL also
implies that (10) is satisfied. Finally, we can see that (9) and (11) are met. Thus, condition
(15) is satisfied, and conditions (16) and (19) may now be recovered by assumption (72).
Furthermore, using the properties (70) of the function p and the Inequality (52), it follows
that the operator P defined by (73) is monotone and Lipschitz continuous, satisfying
condition (17). Using the assumption (18), we consider the set

Ω̃ = {u ∈ F | u(L) ≤ ω̃}. (77)

Assumption (71) implies that ω̃ ≥ ω and, therefore (18)(a) are satisfied. On the other
hand, for each n ∈ N, we have

Ω̃ =
ω̃

ωn
Ωn

together with the assumption of compactness of the trace, implies that

Ωn
Mosco−−−→ Ω̃ ∈ F.

Hence, the condition (18)(b) is satisfied, too. Let u ∈ Ω̃ and v ∈ Ω. From (73), we have

〈P(u, u), v− u〉 = p(u(L)−ω)(v(L)−ω) + p(u(L)−ω)(ω− u(L)). (78)

Then, from the properties of the function p and inequality ω̃ ≥ ω imply that each term
in (78) is negative, i.e., {

p(u(L)−ω)(v(L)−ω) ≤ 0,
p(u(L)−ω)(ω− u(L)) ≤ 0.

(79)

We observe from here that

〈P(u, u), v− u〉 ≤ 0.

Therefore, that condition (18)(c) holds. Assume now that

〈P(u, u), v− u〉 = 0.

Then, (78) implies that

p(u(L)−ω)(ω− u(L)) = −p(u(L)−ω)(v(L)−ω).

Hence, (79) imply that p(u(L)−ω)(ω− u(L)) is both positive and negative. It follows
from here that

p(u(L)−ω)(ω− u(L)) = 0.

This equality, combined with assumption (70)(c), shows that

u(L) ≤ ω.

We conclude that u ∈ Ω and, therefore, (18)(d) holds. Finally, using the compactness
of the trace map, it follows that conditions (20) and (21) hold, too. The proof is based on
standard arguments, and therefore we skip them. From above, we see that the assumptions
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of Theorems 1 and 2 are satisfied. Hence, we are in a position to conclude the proof is
completed.

5. Conclusions

The differential variational–hemivariational inequality problems can be viewed as a
natural and innovative generalization of differential variational inclusion problems. Two of
the most difficult and important problems related to these inequalities are the establishment
of the sequences of the problem with a set of constraints and penalty parameters. In this
work, we deal with the behaviour of the differential variational–hemivariational inequality
problems and studied as the more general existing problem in the literature. The discussion
of the differential variational–hemivariational inequality problem depends on the concepts
of compactness, pseudo monotonicity, Mosco convergence, inverse strongly monotone and
Lipschitz continuous mapping. Finally, we consider a mathematical model which describes
the equilibrium of a viscoelastic rod in unilateral contact. The weak formulation of the
model is in the form of a differential variational–hemivariational inequality in which the
unknowns are the displacement field and the history of the deformation. Our mechanical
interpretation is based on the penalty method in the analysis of said inequalities.
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