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Abstract: In this paper, we investigate a practical numerical method for solving a one-dimensional
two-sided space-fractional diffusion equation with variable coefficients in a finite domain, which
is based on the classical Crank-Nicolson (CN) method combined with Richardson extrapolation.
Second-order exact numerical estimates in time and space are obtained. The unconditional stability
and convergence of the method are tested. Two numerical examples are also presented and compared
with the exact solution.
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1. Introduction

In recent years, fractional differential equations have been of great interest for their
use in modelling problems in physics (for an excellent review, see [1]), biology [2], chem-
istry [3] and even finance [4]. Numerical methods have become the main way to solve
fractional-order equations, since we cannot easily obtain explicit analytical solutions to
fractional-order equations. Several authors have proposed some effective numerical meth-
ods. Liu et al. [5] proposed a novel spatial second-order exact semi-implicit alternating
direction method for the two-dimensional fractional FitzHugh-Nagumo single-domain
model. Li et al. [6] proposed a spectral method for solving a fractional diffusion-absorption-
reaction equation. She et al. [7] studied and analysed the Crank-Nicolson time discretisation
of one- and two-dimensional spatial fractional diffusion equations. Hao et al. [8] studied
the regularity of two-sided fractional diffusion equations with reaction terms and spectral
methods. Li et al. [9] studied the fractional spectral localisation discretization of optimal
control problems governed by spatial fractional diffusion equations. Gunzburger et al. [10]
proposed a stable finite volume element method to approximate the coupled Stokes-Darcy
problem. Ozbilge et al. [11] considered a finite difference scheme for the inverse problem
of time-fractional parabolic partial differential equations with non-local boundary con-
ditions. Feng et al. [12] developed a new fractional finite volume method based on the
nodal basis functions for a two-sided space-fractional diffusion equation. Liu et al. [13]
considered the problem of minimising a non-convex integral function in control, which
is a solution to a control system described by fractional differential equations with mixed
non-convex constraints on the control. Jia et al. [14] considered a fast finite difference
method for a spatial fractional diffusion equation with fractional derivative boundary
conditions. Lai et al. [15] considered the numerical solution of a Riesz spatial fractional
partial differential equation with second order time derivatives. Chen et al. [16] considered
a compact difference scheme for a second-order backward differential formulation of the
fractional-order Volterra equation with a truncation error of order 4 in time and order 4
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in space. Ma et al. [17] proposed a new signal smoothing equations, and they introduced
generalized filters by use of memory effects of fractional derivatives. Shiri et al. [18] pro-
posed an interesting Neural Network method for solving diffusion equations. Qu et al. [19]
proposed a weight finite difference scheme for space fractional diffusion equations. There
are some new papers in the fractional differential equations (see [20,21]). Based on the
fractional-order Fick’s law, a fractional-order diffusion model is derived for the space of
variable coefficients with two-sided derivatives in the conserved form. The continuum
equation in one-dimensional form can be written according to the mass conservation law as

op(x,t)  9Q(xt) _
at + ax - f(x’ t)’ (1)

where p(x,t) is the distribution function of the diffusing quantity, Q(x, t) is the diffusion
flux and f(x, t) is the source term. The classical Fick’s law can be extended as follows:

Qo t) = ()2 [ Kot p(@ e - D02 [ K (xpEni @

where C(x) and D(x) are non-negative diffusion coefficients. On the interval [a, b], C(x) is
a monotonically decreasing function of x and D(x) is a monotonically increasing function
of x. The kernel functions K4 (x, §) and K_(x, ¢) are defined as follows
{K+(x/§)—r<1l_a)(X—§)_a a<g<x 3)
K_(x,¢) = ﬁ(‘:—x)_a x<g<b
where 0 < & < 1. Combination of Equations (1) and (2), Chen et al. [22] have derived the
following nonlinear two-sided space fractional diffusion equation with variable coefficients.

dp(x,t) 0 *p(x,t) *p(x,t)
FT a(c(x)w - D(X)W) + f(x,1),

4)
a<x<bh0o<a<l,0<t<T,

a”‘p(x,t) . . . . . . . . a”‘p(x/t) .
where Py 18 the right Riemman-Liouville fractional derivatives, —5 "~ is the left

Riemman-Liouville fractional derivatives (see [23,24] for details) defined by

*p(x,t) =1 9 [b p(st)
A—xr - TA—a) 5 ). 5= )™ ©)
Ip(x,t) 1 9 (X p(st)

oaxv  T(1 —a)gfa (x—s)“ds' ©)

In this paper, we consider the above one-dimensional fractional two-sided space-fractional
diffusion Equation (4) with the following initial value conditions and Dirichlet boundary
conditions:

p(x,0) = ¢p(x),a < x <1, @)

pla,t)=p(b,t)=0,0<t<T. (8)

For this new one-dimensional two-sided spatial fractional diffusion equation, Chen et al. [22]
gave a fast semi-implicit difference method. However, the method is only first order accuracy.
To the best of our knowledge, there is limited research on the numerical computation of this
equation with high accuracy based on the classical Crank-Nicolson scheme. This motivates us to
propose in this paper an approach to this equation based on the classical Crank-Nicolson scheme
and combined with a Richard space extrapolation. Our method is second order accuracy in time
and space.



Mathematics 2023, 11, 1838

30f15

The remaining work is structured as follows. In Section 2, we present the classical
Crank-Nicolson difference method for the one-dimensional two-sided spatial fractional
diffusion equation and analyse its consistency. In Section 3, we prove the stability and
convergence of the method. The method is then combined with spatial extrapolation.
The convergence accuracy is improved to second order accuracy in time and space. In
Section 4, two numerical experiments are given in order to verify the theoretical analysis of
the method.

2. The Classical CN Difference Scheme for the One-Dimensional Two-Sided
Space-Fractional Diffusion Equation and Its Consistency

For the numerical approximation, define t, = nAt,0 <t, <T,forn=0,1,2,...,N
and x; =a+ihfori=0,1,..., M, where /At, h are the mesh-width in the time and space
respectively, At = T/N, h = (b —a)/M, C; = C(x;), D; = D(x;), and f]' = f(x;,t). Let
P!, p!' denote the exact and numerical solutions at the grid point (x;, t,) respectively. The
initial conditions are given by p? = ¢; = ¢(x;). Similarly, the Dirichlet zero boundary
conditions are given by pj = p3; =0,forn =0,1,...,N.

To approximate a;’z(_x;)) and aﬂgﬁi’t) , we use shifted left and standard right Griinwald

formulas [25], respectively, at time t,,, 1/, = %(tn + t;41). The formulas are as follows:

M-

M*p(x;,t
Péaz(n;)uz _ Z P11+51/2+O( ),

“p(Xi, tyi1/2) 1 1/2
o = G LB 0,
s=

where gﬁ“) = (—=1)°(%) is the normalized Griinwald weights. Its properties meet the
following Lemma 1.

Lemma 1 (see [26]). Let 0 < a < 1, the Griinwald weights gﬁ"‘) satisfy the properties:

(i) Z g(a) =0.
(n)g0 = 1 g('x) < 0fors > 1.
(iii) Z gs ) > 0foranyn > 1.

(g — 8 = g7 fors 2 1

(v) Z gsaH) < 0foranyn > 1.
s=0

Thus, we obtain a CN difference scheme for the one-dimensional two-sided space-fractional
diffusion equation at the point (x;,t,1,2).
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n+l n

P; Pi ~ 1 a“p(x/tn+l/2) N alxp(xftn+1/2) X; n+1/2
R A S e PO =5 it
_ 1 0%p(xitugas2) 9% p(Xi tugas2)
=G 9x® Di 9(—x)" )
1 9"p(xi—1,tni1/2) 9"p(xi—1,tni1/2) 172
E(Cifl laxa “ - Di*l al(_x)na ) + fz’nJr
: R i : L
2hzx+1 ng P?:] s+ci20gs p?—&-l—s)_(ci—l Zogs p?t +Ci Zogs P?_SH
S= s= s=
) Mo
2h0c+1 2 gs P?J:rs + D; 2 Ss  Pivs)
s=0
1 M—i+1
— (Di1 Z gS pznjs 1+ Dia Z gs pz+s V]
= -0
+
1) 1
zha-i-l Z 1ngli_ s —Cia gz(a:_ ))pg+l+cig(()a)p?++11)
B a1 (a+1) (@)
+(ZO( i8i1—s — Cin18ieg s +Cigy piy)] + Pl
s=|
1 M
— (L (Diaglty — Digl) Pt + Dyagfpi)
S=1
M

+ (LD~ Diglpt + Diagf i L

s=i

After some rearrangements, we can get CN scheme

n+1 i+1
pz - pl 1 1 n n
AF 2meHT 2 Cl&ﬂ P Zocigff)sps)
S=l|
(LG C)g™ 4 Y (G Cro)g ™)
s=0 s=0 (9)
1 M (a+1)  n+1 (a+1)
~ el & Die 18P Zl Di1g i)
S=1— S=1

Z i-1—D gﬁ“)m?“+2 Di_1—D gﬁ )Zps)]

s=i

Organize the above equation and write it in the following operators form
(1- 50@96)?’?“ (1+ 0a)pi + Atan/Z (10)
where the difference operators as

Y R Ve (RS () Cool®
wibf = St (L (Cigith s — gt )ps) + Cigg Pl
=0

At M , ;
t o [(;(Df_lgﬁfl,i ~ Dig!™)pl) + Disag i)

It can be further written in the matrix form as follows:

(I— AP = (I 4+ A)P" + AtF+1/2, (11)
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where I is (M — 1) x (M — 1) identity matrix; P" = (p}, p5, ... Ph_1) /2 — (f{”l/z,

2 YY) and the matric A = (Ajg), i,s = 1,2,..., M — 1, is defined by

1(Dj— 1gs 1+1 D,»gs("i)l.) whens >i+1,
n(C zgo - D 1g§ g ,gg“)) whens =i+1,
Ais = (gt — Ciage? + Diagl® — Digi?)  when's =1, (12)
n(C zgﬁa‘) Hg(()“) + Di,lg(()“>) whens =i—1,
n(C zgl(i)l s~ Ciqgff)s) whens <i—1,
where = zhAm—tH.

Theorem 1. The classical CN method defined by Equation (9) is consistent with Equation (4) of
order O((At)? + h).

Proof. The Equation (4) can be rewritten as

dp(x,t)  dC(x) d*p(x,t) **tlp(x,t)
o dxam T

o x+1

(13)

We define the local truncation error term as R}, using Equations (9) and (13), we get

-1 (@) pre1 | 2 (@)
R? = At 2ha+1 ZCZ z+l sPnJr Zcigifspsn)

2 (Ci— Ci_y)g! lP"“+Z Ci—Ci1)g\Ph)]
= s=0
M

(a+1) 1 +1
2h06+1 Z Dl 1gsil an+ + 2 Dl 1g£il )an>

s=i—1 s=i—1

+ (Z i-1— gs )lPVl+1 + Z D 11— i)gs("i)ipg)} _fin+1/2

s=i

1
_ Pz'n+ 7Pin N ap(x,t) |71+1/2

At ot
1 & (G=Cict) (@) ypntt , pny  4C(X) 0°p(x,) 1y1/2
—@[;O#gi_s(l)s +Py) — I W' ]

i+1 a+1
+1) (pn+1 I p(x, 1)\ n1/2
hlx+l Z Z:L-l —S P”H‘ + P”) - (C(x) ax,)H,l )|:¢l+ ]

1 M (D,-D;_ dD(x) 0*p(x,t) ,,
+7[Z( : 1)g£0:)i(P;1+1+Psn)_ ( ) P( )|4+1/2]

2h« dx a(—x)"‘ i
1 M ortl x,t
~ 51 X Die 181(1T1)5(P”+1+P")—(D(x)#m))l?“/z]
2h S:l‘fl a( x)

= O((AH) +h).

Thus, the classical CN method is consistent. [
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3. Stability and Convergence of the Classical Fractional CN Method

Let p (i = 1,2,..., M — 1) be an approximate solution of p! with initial conditions 7Y
in order to discuss the stability and convergence of the numerical method. Let ¢} = p} — p¥,
el = P! — p! be defined with the corresponding vectors

e" = (el,€5,...,¢4 1), (14)

e" = (ef, ey, ... e 1) (15)
Theorem 2. On the interval [a,b], if C(x) > 0 monotonically decreases, and D(x) > 0 monotoni-
cally increases, the CN difference scheme defined by Equation (10) is uniquely solvable.

Proof. Since C(x) and D(x) are both non-negative, C(x) is monotonically decreasing,
and D(x) is monotonically increasing, we have C;_; > C; > 0, D; > D; 1 > 0,
i=12,...,M—1

According to Lemma 1, then we have Cig;?ﬂrl > Cig](“) > Ci_lgj(“), Di_lg](f?l >
D;_4 g](“) > Dl-g]('x), for j > 2. Let r; be the sum of the absolute values of all the elements of
row i of the matrix A excluding the diagonal elements, then we have

M-1

ri= Y |Ail

s=1 s;éi
Z |C181+1 —s Ci- 181 | + |C1g2 i—lg(()a) + Di—lg(()a)|

M-1
+ |C1-g(()“) + Di—lé’ga) + Digga)| + ) |Di—1gs(0i)z’+1 —~ Digl]

5—1

s=i+2
i—2
=Y (Cigtt s — Ciagl®)) + (Cigs” — Ciagy” + Disagh)
s=1
+(Cigd + Dioagt) + Dig! Z ~ Dig"))]
i80 Di 18, lgl ) i— 1gs 1+1 i8s5—i
s=i+
(Y g™ — g™y 28(“) (@)

s=0
M—i
Y ;) g — i) Z g — i)

i1
9 o 14 (16)
=1[(C; = Ci_1) Zgé )+ ngl( ) zgl( “ 4 Czelgi( )
s=0

N W () () (@)
—(Di—Dj-1) Y, 8"+ Dis1gyr; — Di—181" + Digg
s=0

zgf 9y Ci*lg'(a) - Diflgla) + ng(ga)] = —Aij.

1

It follows from the above that the eigenvalues of a matrix A have negative real parts
according to Gerschgorin’s theorem [27], when A is an eigenvalue of A only when 1 — A is
an eigenvalue of the matrix I — A. Thus, the eigenvalue of the matrix A all contain negative
real parts, which implicitly means that every eigenvalue of the matrix I — A has a modulus
large than 1. In addition, we can see that the spectral radius of the matrix I — A is large than
1, so the matrix I — A is reversible [28]. The difference scheme is unique and solvable. [
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Theorem 3. On the interval [a, b], if C(x) > 0 monotonically decreases, and D(x) > 0 monotoni-
cally increases, then the CN difference scheme defined by Equation (10) is unconditionally stable
and convergent and exists in a positive constant C > 0 such that ||e"||cc < C((At)? + h).

Proof. A is an eigenvalue of the matrix A, if and only if 1 — A is an eigenvalue of the matrix
I — A, if and only if (1 + A)/(1 — A) is an eigenvalue of the matrix (I — A)~}(I + A). We
know that the eigenvalues of the matrix A all have negative real parts from Theorem 2,
This implicity means that [(1+ A)/(1 — A)| < 1, and therefore the spectral radius of the
matrix (I — A)~1(I + A) can be obtained to be less than 1. In addition, according to the
relationship between the two-norm of the matrix and the spectral radius of the matrix,
we obtain

1= A) (I = A2 =p((1-A)7H(I - 4)) < 1. (17)

By Equation (10) and the definition of ¢", I — A is invertible, we have
et = (I - A)"HI - A)e", (18)
Further, we obtain
I 2 = 11 = A) (I = A)e"[l2 < [(T= AT+ A)2fle"ll2 < [le"]l2. - (19)
If we repeat the above equation 7 4 1 times, we obtain the following equation
12 < (1€ (20)

Thus, the CN difference scheme defined by Equation (10) is unconditionally stable.
We then consider the convergence of the CN difference scheme. From Equation (10)
and the definition of ¢, we have

(I—A)e"™ = (I+ A)e" + AtR", (21)

and
0 = 0, (22)

where R" = (R}, R4, ..., R )T, |R"||2 < C1((At)*> + h) and C; is a positive constant.
Similarly, we have also developed

le" Iz < [le* |l + | ALR" 2. (23)

Repeating the above equation 1 + 1 times, we have |¢" |2 < n(At)C1((At)? + k). Since
n(At) < T, e < C((AH)? +h). O

Remark 1. pY is the Richardson extrapolated solution (see [27,28]), then can be computed from

Py = 2p;”h = pi”h, where x is a common grid point on both the fine and the coarse meshes, and

p;”h, pi”hm are the CN solutions at the point x using the coarse grid (grid with h) and the fine
grid (grid size h/2), respectively. In this way, we can obtain second-order accuracy both in space
and time.

Proof. The error in the right-shifted and left standard Grunwald formulas are Kih +
Ky(h)? + O((h)3) (see [25]), where K; and K; are positive constant independent of k. Ac-
cording to Richardson extrapolation method (see [27]), at a grid size h and h/2,we apply

the CN method, we can get the Richardson extrapolated solution p% = 2p;"h = p;"h, and

Richardson extrapolated solution has local truncation error C((At)? + h?), according to
Lax’s Equivalence Theorem (see [29]), we obtain second-order accuracy both in time and
space. The detailed steps to get Richardson’s extrapolated solution are as follows:
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flx,t) = —e*t[xZ(l - x)2 —xq(x,a) + 1

Step 1: On the spatially coarse grid h, solve using this CN difference format method
to obtain the numerical solution p;"h on the coarse grid.

Step 2: On the spatially fine grid k/2 with the same At, solve again using this CN
difference format method to obtain the numerical solution p;"h s, on the fine grid.

Step 3: The Richard extrapolation solution, which can be written in the following form
th _ ytn tn
Px = 2P0~ Pin
O
4. Numerical Example

In this section, we carry out two numerical experiments to demonstrate the effective-
ness of the second-order accurate finite difference method. ||| the maximum error of

the Crank-Nicolson numerical solution, ||e£] “%|eo the maximum error of the corresponding
extrapolated Crank-Nicolson numerical solution.

Example 1 (Parabolic case [22]). The following two-sided space-fractional diffusion equation was

considered
Bpg,t) _ %(C(x)% - D(x)m) + f(xt),

a<x<bh0<a<l,0<t<T.

(24)

2

The finite domain is [0, 1]. The nonnegative diffusion coefficient C(x) = 15, D(x) = # The
source term f(x,t) is given by

_xzq(x,l—i—oc)—xq(l—x,zx)—f—1+x2q(1—x,1+tx)], (25)
here I'(5 2I'(4 I'(3
g(x,t) = 1_(5(_)@ e 1,(4(_3)()3(3"‘ + 1,(3(_)“)x2”‘. (26)
The exact solution to this problem is
p(x,t) = e 'x?(1—x)?, (27)
which satisfies the initial function
P(x) = x*(1-x)%, (28)
and the Dirichlet boundary conditions are
p(0,t) = p(1,t) = 0. (29)

In the numerical experiments, we consider four different « in the case, respectively.

Table 1 shows the convergence rates of the numerical solutions of Example 1 with
a« = 0.2,04,0.6 at the time T = 1. The numerical solution matches the exact analytical
solution of the fractional differential equation. It shows stability and a convergence order
of O((At)? + h) . Figure 1 shows the numerical solution in Crank-Nicolson format and the
exact solution of Example 1, where « = 0.2, At = h = 27 attime T = 1. Figure 2 shows
the numerical solution in Crank-Nicolson format and the exact solution of Example 1,
where & = 0.4, At = h = 277 at time T = 1. Figure 3 shows the numerical solution in
Crank-Nicolson format and the exact solution of Example 1, where a« = 0.6, At = h = 277
at time T = 1. The numerical solution compares well with the exact analytic solution to the
fractional partial differential equation in this test case.
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Table 1. Error behaviors and rate with « = 0.2,0.4,0.6 at time T = 1 for Example 1.
« = 0.2 « =04 « = 0.6
At=h lleN |l oo Rate lleN [loo Rate lleN [loo Rate
273 7.5340 x 1073 - 4.2000 x 1073 - 1.9000 x 1073 -
24 42214 x 1073 1.78 2.4000 x 1073 1.75 1.2000 x 1073 1.83
2-5 2.2199 x 1073 1.90 1.3000 x 1073 1.85 6.565 x 1074 1.58
2-6 1.1356 x 1073 1.95 6.4325 x 1074 2.02 3.4039 x 104 1.93
277 5.7351 x 10~* 1.98 3.2425 x 10~* 1.98 1.7301 x 104 1.97
0=0.2, At=h=2"7
0.025 T T T T T T T T T
0.02 +
0.015
001 F
0.005
0
-0.005 1 : . . s L ! : !
0 01 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Figure 1. The numerical solution for the Crank-Nicolson scheme and exact solution for Example 1
withae =02, At =h=2"7attime T = 1.

0.025

0.02

0.015

0.01

0.005

-0.005
0

0=04, At=h=2"7

0.1

02

03 04 05 08

07

0.8

09 1

Figure 2. The numerical solution for the Crank-Nicolson scheme and exact solution for Example 1
witha = 0.4, At =h =27 attime T = 1.
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0.025 . . .

exact

0021 T

0.015 | f ]
/ Y
001 f; %; -

0.005 f 'E%r .
i

Figure 3. The numerical solution for the Crank-Nicolson scheme and exact solution for Example 1
witha = 0.6, At =h =277 attime T = 1.

To check the speed of convergence of this method, we start with At = h = 273. To
obtain an extrapolated CN solution on this grid size, in the first step the problem is solved
numerically p;’jh on a coarse grid with At = h = 273 and in the second step a finer grid
size is created using the same and in the second step a finer grid size is created using the
same At but halving h (At = 273,h = 27%). The third step is to calculate the extrapolation
solution for the points on the coarse grid as p% = 2p;’:h 1 p;”,h.

For Example 1 with T = 1 and « = 0.8, Table 2 shows the absolute error in the
numerical solution. The second column shows the absolute value of the maximum error in
the numerical solution. The third column shows the rate of reduction of the error as the
mesh is refined. It shows the order of convergence as O((At)? + h). The fourth column
shows the maximum absolute error for the Crank-Nicholson extrapolation. The last column
shows the error rate of these extrapolated solutions. We note that the order of convergence is
second order O((At)? + h?). Figure 4 shows the numerical solution for the Crank-Nicolson
scheme and the extrapolated Crank-Nicolson scheme and rate for Example 1 with « = 0.8,
At=h=2%attimeT = 1.

Table 2. Error behaviors and rate for the Crank-Nicolson scheme and exact solution for Example 1
witha =08 attime T = 1.

At=h llelN [loo Rate ey = [lo Rate
273 7.7198 x 10~4 - 7.4596 x 10~4 -
24 40338 x 1074 1.91 1.7406 x 10~% 429
275 24992 x 10~4 1.61 41151 x 105 423
2-6 1.3734 x 10~4 1.82 9.7767 x 10~° 421
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0.025

+ CN
O CN-ex
exact

0.015

0.005

0 01 0z 03 04 05 06 07 08 09 1

Figure 4. The numerical solution for the Crank-Nicolson scheme and the extrapolated Crank-Nicolson
scheme and rate for Example 1 with a = 0.8, At = h = 27% at time T = 1.

Example 2 (Linear case [22]). The following two-sided space-fractional diffusion equation was

considered

a<x<bh0<a<l1l,0<t<T.

The finite domain is [0, 1]. The nonnegative diffusion coefficient C(x) =2 — x, D(x) = 2+ x. The
source term f(x,t) is given by

flx,t) = —e 'x2(1— %)% —g(x,a) + (2 — x)g(x, 1+ a) —g(1 — x, &) + (24 x)q(1 — x,1 + )], (31)

here

(30)

g(x, t) = F(I!;(E)‘X)x‘k"‘ - rg%f’” + 1"(151(5)&) 2w, (32)

The exact solution to this problem is
plxt) = e 'x*(1-x)?, (33)
which satisfies the initial function
P(x) = x*(1-x)%, (34)
and the Dirichlet boundary conditions are

p(0,t) = p(1,t) = 0. (35)

In the numerical experiments, we consider four different o values in the case, respectively.

Table 3 shows the convergence rates for the numerical solutions of Example 2 with
a = 0.2,0.4,0.6 at the time T = 1. In this test case the numerical solution agrees well with
the exact analytical solution of the fractional order partial differential equation. It shows
stability and a convergence order of O((At)? + h). Figure 5 shows the numerical solution
in Crank-Nicolson format and the exact solution of Example 2 with &« = 0.2, At = h =277
at time T = 1. Figure 6 shows the numerical solution in Crank-Nicolson format and the
exact solution of Example 4.2 with « = 0.4, At = h = 27 at time T = 1. Figure 7 shows
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the numerical solution in Crank-Nicolson format and the exact solution of Example 2 with
a = 0.6, At = h =27 attime T = 1. The numerical solution compares well with the exact
analytic solution to the fractional partial differential equation in this test case.

Table 4 shows the absolute error in the numerical solution for Example 2 at time T = 1
and « = 0.8. The second column shows the absolute value of the maximum error in the
numerical solution. The third column shows the rate of reduction of the error as the mesh
is refined. It shows the order of convergence as O((At)? + h). The fourth column shows the
maximum absolute error for the Crank-Nicholson extrapolation. The last column shows
the error rate of these extrapolated solutions. We note that the order of convergence is
second order O((At)? + h?). Figure 8 shows the numerical solution for the Crank-Nicolson
scheme and the extrapolated Crank-Nicolson scheme and rate for Example 2 with « = 0.8,
At=h=2%attimeT = 1.

Table 3. Error behaviors and rate with « = 0.2,0.4,0.6 at time T = 1 for Example 2.

a = 0.2 x = 0.4 x = 0.6
At=nh lleN oo Rate lleN o Rate lleN ||eo Rate
2-3 8.3000 x 1073 - 3.8000 x 1073 - 1.3000 x 103 -
24 5.0000 x 1073 1.66 2.3000 x 1073 1.75 9.1101 x 104 1.43
2-5 2.7000 x 1073 1.85 1.2000 x 1073 1.85 51674 x 1074 1.76
2-6 1.4000 x 103 1.93 6.4069 x 104 2.02 2.7250 x 104 1.90
277 7.1602 x 10~4 1.96 3.2564 x 1074 1.98 1.3953 x 10~% 1.95

Table 4. Error behaviors and rate for the Crank-Nicolson scheme and exact solution for Example 2
witha = 0.8 attime T = 1.

At=h lleN ||co Rate llen =% ||oo Rate
273 7.1922 x 1074 - 6.5386 x 10~% -
24 1.8018 x 10~* 3.99 1.5769 x 104 415
275 1.3921 x 104 1.29 3.7662 x 107° 419
2-6 8.2345 x 107> 1.69 8.2345 x 107> 457

0025 a=02 At=h=2"

J— + CHN
exact
0.02F
N
0.015 | N 1
N
.h\

001 r _ﬂff mﬁ i
' #f )

0.005 F 1

0
0.005 . . . . . . . . .
0 01 02 03 04 05 06 07 08 009 1

Figure 5. The numerical solution for the Crank-Nicolson scheme and exact solution for Example 2
witha = 0.2, At =h =27 attime T = 1.
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a=04, At=h=2"7
0.025 T T T T - T

0.02

0.015

0.01

0.005

0 0.1 02 03 04 05 06 07 08 09 1

Figure 6. The numerical solution for the Crank-Nicolson scheme and exact solution for Example 2
witha =04, At =h =27 attime T = 1.

a=08, At=h=2"7
0.025 T T T T - T

exact

0.02 T

0.015

001

0.005

0 0.1 02 03 04 05 06 07 08 09 1

Figure 7. The numerical solution for the Crank-Nicolson scheme and exact solution for Example 2
witha = 0.6, At =h =27 attime T = 1.



Mathematics 2023, 11, 1838

14 0of 15

References

a=0.8, At=h=26
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+ CN
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exact
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Figure 8. The numerical solution for the Crank-Nicolson scheme and the extrapolated Crank-Nicolson
scheme and exact solution for Example 2 with « = 0.8, At = h = 2% at time T = 1.

5. Conclusions

In this paper, we have considered a two-sided spatial fractional order diffusion equa-
tion with variable diffusion coefficients from a fractional Fick’s law. Although finite
difference estimates for the fractional order derivatives have been elusive, a high precision
convergence method for the superdiffusion equation is feasible by applying the extrapola-
tion to the Crank-Nicolson method and the Richardson method, in combination with the
Griinwald estimates using shifts. We can obtain second-order accurate numerical estimates
in time and space using the CN and Richardson extrapolation methods. We then consider
more general cases, such as the case where C(x) and D(x) are not monotonic, or higher
accuracy differential methods. We also look at numerical solutions of this equation for
different boundary conditions, such as fractional boundary conditions.
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