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Abstract: A wearable lower-limb rehabilitation exoskeleton functions to fulfill the recovery process
of limb functionality and assist physiotherapists. This paper presents an optimized adaptive control
system for a wearable lower-limb rehabilitation exoskeleton. The tuning of the controller gains
is defined as an optimization problem for a closed-loop control system of the wearable lower-
limb rehabilitation robot by genetic algorithm and particle swarm optimization. We presented a
novel initialized model reference adaptive controller (IMRAC) for real-time joint trajectory tracking,
in which controller gains are adjusted by the gradient-based method. An experimental test of a
4-degree of freedom lower-limb rehabilitation exoskeleton was carried out to observe the closed-loop
performance of IMRAC for bipedal human walking. The statistical comparison between IMRAC
and MRAC shows an efficient performance and robustness of our proposed method for the joint
trajectory tracking of the lower-limb rehabilitation exoskeleton in real time.

Keywords: model reference adaptive controller; exoskeleton; genetic algorithm

MSC: 93A99; 49N25

1. Introduction

One of the main reasons for walking disabilities is neurological impairments caused
by spinal cord injuries and stroke [1,2]. Satisfactory rehabilitation training is essential to
minimize the negative consequences of chronic health conditions [3]. These impairments
affect the daily life of disabled people, which requires physiotherapists to use rehabilitation
support devices for recovering paralyzed patients. The use of a lower-limb rehabilitation
robot or exoskeleton has been popular, as a wearable apparatus to aid patients who suffer
from mobility problems [4].

The wearable lower-limb rehabilitation robot is principally organized for subjects with
muscle injuries and mobility disabilities to improve their motor ability in daily activities.
In the initial stages of rehabilitation, the patient’s joints are mostly in a passive condition.
Therefore, the wearable lower-limb rehabilitation robot supports and guides the joint to
its desired trajectory, and patients are keen to perform exercises with minimized muscle
activity and metabolism [5-7].

The desired trajectories of limb joints are difficult to follow smoothly with lower a
steady-state error and robust performance due to disturbances and uncertainties [8,9].
To conquer this issue, a robust control system is needed to reduce a steady-state error
and provide stability in the presence of disturbance. Huo et al. [10] proposed an active
impedance control strategy for sit-to-stand conditions. They carried out an experiment with
a healthy human subject to measure the effectiveness-proposed controller. They proved
that their control system bounded the tracking error within a limited range. Lin et al. [11]
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designed the desired closed-loop Hamiltonian system and the corresponding control
law for the hip—knee exoskeleton. They validated their method on walking and sit-to-
stand situations to demonstrate the versatility of this control approach and its effect on
muscular effort.

In the other study, Lu et al. [12] used an adaptive control system to overcome dis-
turbances and unknown parameters by the Lyapunov approach. Tu et al. [13] studied a
sliding mode adaptive control strategy for a four degrees-of-freedom (DoF) lower-limb re-
habilitation robot. They presented two outer loops with a parameter admittance controller
for estimating the active muscle strength and an inner loop for adaptive sliding mode
control strategy. Huang et al. [14] presented a mathematical model for gait trajectory and a
control strategy based on the hybrid of fuzzy logic control and the Lyapunov approach.
They integrated a disturbance observer into their proposed adaptive controller design
to compensate for the uncertain disturbance to obtain an effective tracking performance.
They designed experiments on two healthy subjects on a walking exoskeleton. The results
showed that their proposed method can be applied to walking exoskeletons to enhance
human mobility.

The precision of the controller parameters tuning is one of the challenges in establish-
ing a control system. This issue has been attracting significant interest among researchers.
Shan et al. [15] applied a proportional-integral-derivative (PID) and a fuzzy controller for
a wearable 1 DoF orthosis with an active knee joint for walking assistance to reduce the
consumption of muscular power by the wearer during gait training. Belkadi et al. [16] mod-
ified particle swarm optimization (PSO) with random initial gains of the PID controller for
minimizing the trajectory error of the lower-limb rehabilitation exoskeleton. They validated
their proposed controller in the simulation of a wearable lower-limb rehabilitation robot
and compared the PID controller tuned by PSO with constant parameters. They proved that
their tuning method performed better by using numerical analysis. Zhang et al. [17] clas-
sified the control part of the lower-limb rehabilitation robot into stand and swing phases.
They analyzed the kinetic model for both phases and employed the sliding mode and
fuzzy compensation method to reduce the disturbances in the swing phase. Meanwhile,
the cerebellar model articulation and PID controller for stance and swing phases have been
established for stabilizing the control system. Yang et al. [18] studied a robust learning
controller based on the Lyapunov approach to control an exoskeleton robot with hybrid
electro-hydraulic actuators, and they validated the learning control method in the presence
of a periodic reference. Due to the reliable stability of adaptive control system and precision
of the optimization methods, in this paper, an optimal adaptive control method is used to
improve tracking trajectory controller.

From the literature [10-18], several control strategies have been developed to improve
the tracking effectiveness of nonlinear systems. The aim of using an adaptive control
strategy is to increase the robustness and stability of the nonlinear dynamic system. This
work develops an optimally adaptive control scheme for the walking cycle of an exoskeleton
robot. The contribution of this paper is as follows:

*  This work compares the optimal tuning of controller parameters by two different
optimization methods, i.e., genetic algorithm (GA) and PSO for the mathematical
model of an exoskeleton.

e It proposes an initialized model reference adaptive controller IMRAC) for a walking
cycle of the lower-limb exoskeleton robot to obtain an efficient tracking performance.

¢ It explains that the proposed control scheme is initialized by the optimized tuned
parameters to improve its efficiency.

The contents of this paper are as follows: Section 2 represents the structure of the
wearable lower-limb rehabilitation robot and its mathematical model. Section 3 addresses
the closed-loop control and optimal tuning of controller gains. In Section 4, the formulation
for IMRAC is presented. Section 5 covers the stability analysis of the control strategy.
In Section 6, the efficiency of the IMRAC control system is verified by the experiment.
Section 7 concludes this paper.
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2. Overview of Wearable Lower-Limb Exoskeleton
2.1. Exoskeleton Design

Since the aim of the lower-limb exoskeleton is to be used by patients with muscle
injuries to enhance mobility in daily activities, we developed a walking exoskeleton with
4 DoFs. The wearable lower-limb rehabilitation exoskeleton prototype consists of two
active joints for the hip and knee. The joints of the exoskeleton are flexion and extension
joints and rotate in pitch directions. The control package consisting of the batteries, motor
drivers, microprocessor, and an on-board computer is located at the back of the exoskeleton.
Figure 1 represents the structure of the wearable lower-limb exoskeleton.

Control
Package

Hip
Actuator

Kunee
Actuator

Figure 1. Structure of the wearable lower-limb exoskeleton.

The lengths of the thigh and shank links are fixed, with heights of 42 cm and 40 cm, respec-
tively. Table 1 exhibits detailed information of the wearable lower-limb rehabilitation robot.

Table 1. Motion and DoFs of the wearable lower-limb rehabilitation robot.

DoFs Motion Property
Left hip and right hip Flexion and extension Active
Left knee and right knee Flexion and extension Active

2.2. Hardware Structure

Hip and knee joints are actuated by brushed DC motors with the 9.6 Nm nominal
torque. The motor drivers are used for DC motors to provide precise voltages by adjusting
the duty of pulse width modulation. In order to sense the feedback signals, a quadrature
optical encoder is attached to the actuator’s shaft. An 8-bit board microprocessor, which is
programmed by C++, is used to control and regulate the input voltage and direction of the
motors. The control system is programmed in Python and runs on a PC with an Intel Core
i3 CPU and 16 GB RAM. In addition, the exoskeleton is equipped with Raspberry Pi 4 with
8 GB RAM as the onboard processor, rotary encoder, and force sensors. The microprocessor,
motor driver, and encoders are connected to the onboard processor. The acquitted data are
transferred by WiFi to the PC to run the control strategy and human interaction interface
for the physiotherapist and patient.

2.3. Dynamic Model

Dynamic of the lower-limb exoskeleton is modeled by Newton-Euler principle as follows,

M(0)6+C(6,6) +G(0) = u 1)
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where M(0) € R™*" represents the inertia matrix, € R" is the joint angle, C(6,6) € R" is
centripetal and Coriolis vector, G(6) € R" introduces the gravitational force, and u € R"
is the control output. In this paper, the mathematical model is determined using system
identification in our previous study by Amiri et al. [19]. The identified system estimated
the unknown parameters of the mathematical model in Laplace form as follows

bj

6(s)
(s) = - 2
Gi(s) u(s)  ay,s® 4 ays? + az,s + ag, @

where G;(s) represents the hip and knee mathematical models in frequency domain. b; and
aj,j=1,2,34are the unknown parameters. Since the wearable lower-limb rehabilitation
robot is symmetrical, we simplify it as only one leg manipulator for the control strategy.
Table 2 illustrates the parameters of the mathematical model for each joint obtained by
system identification in MATLAB.

Table 2. Parameters of mathematical model for each joint.

b,’ ay; az; as; ag;
Hip i =1) 26.4499 0.001 0.2362 1.606 4.6603
Knee (i = 2) 25.9909 0.001 0.0641 0.5658 1.7326

3. Optimal Controller Strategy
3.1. Optimization Problem

The optimization is utilized to tune the angle of each wearable lower-limb rehabilita-
tion robot joint with efficient performance for the repetitive tasks of the gait cycle. For each
joint, a control system is established for angular trajectory tracking. The control law is
represented as follows

u=KZ 3)

where
Z =¢e+ Aé 4)

where K € ™" and A € R"™*" are the symmetrical diagonal matrices that contain
controller gains and u is the controller output. e is the steady-state error given as follows

e:9d—9 (5)

where 6; € R"*! and 6§ € R"*! are the desired and actual angular trajectories. In the
frequency domain, the controller law in Equation (3) is given as follows

c(s) = ) _ k(14 As) ©)

where C(s) is the controller in the frequency domain. The objective function is determined
while the input of the closed-loop control system is set as an unit step response [20]. Hence,
steady-state error for the optimization problem e,y;(s) is represented as

C(s)Gi(s)

T1FCE)Gi(5) @

eopi(s) =1

In this work, an objective function based on the integral time absolute error (ITAE) was

used. ITAE is the integration of absolute error with time ¢ weighted by elapsed time [21].
Then, we have

t
oy = ) teory (1)1t ®
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where t represents the elapsed time. eq;(t) is the time domain steady-state error. Hip and
knee joints are actuated by brushed DC motors with 9.6 Nm nominal torque. The motor
drivers are used for DC motors to provide precise voltages by adjusting the duty of pulse
width modulation. In order to sense the feedback signals, a quadrature optical encoder is
attached to the actuator’s shaft. An 8-bit board microprocessor, programmed by C++, is
used to control and regulate the input voltage and direction of motors. The control system
is programmed in Python and runs on a PC with an Intel Core i3 CPU and 16 GB RAM.
In addition, the exoskeleton is equipped with Raspberry Pi 4 with 8 GB RAM as the onboard
processor, rotary encoder, and force sensors. The microprocessor, motor driver, and encoders
are connected to the onboard processor. The acquitted data are transferred by WiFi to the PC
to run the control strategy and human interaction interface for the physiotherapist and patient.

3.2. Controller Tuning by GA

GA is an iterative algorithm, in which the generations are developed by using crossover
and mutation. One of the GA’s advantages is the low chance of being trapped on a local
optimum [22]. The design variables of the GA are the gains of the controller.

By generating an initial population of random values, each gene is evaluated by the
objective function. Then, genes are sorted based on the objective function evaluation in
ascending order. The next generations are set up by crossover and mutation. Crossover extracts
the genes from the populations and recombines them to enhance the chance of concluding
minimal results. Mutation remains the diversity of GA from one generation to the next one.

During the evaluation process, 5% of the previous population remain unchanged as
elite genes. The evaluation is a repetitive process after establishing each generation. Each
gene carries the controller gains as follows,

xij= K Al ij ©)
where j and i express the number of population and iteration, respectively. The GA
pseudocode is illustrated in Algorithm 1.

Algorithm 1 GA pseudocode

1: Start
2: Random initialization for population with 40 genes;
3: Evaluation;
4: while Number of generation is not greater than 400 do;
5: Set up generations by crossover and mutation;
6: Apply objective function;
7: Sort in ascending order;
8: end while
9: End
Figure 2 shows the objective function over the iteration for GA.
3 25
25 2
2
15
S 15 <
< ~ 1
1
05 05
0 : 0 ; .
0 100 200 300 400 0 100 200 300 400
Iteration Iteration

(a) (b)
Figure 2. fohj of GA in each iteration. (a) hip; and (b) knee.
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As can be seen in Figure 2, GA needs 166 iterations to converge to zero. The final
values of the hip and knee are 9.7 x 107° and 1.1 x 104, respectively. Table 3 illustrates
the tuned gains by GA.

Table 3. Optimized gains by GA.

K A
Hip 1.6017 2.1741
Knee 2.7663 8.9214

3.3. Controller Tuning by PSO

PSO is an iterative optimization method inspired by biological societies such as a
flock of birds, school of fish, and a swarm of bees [23]. It is uncomplicated to implement
in different optimization problems. The robustness of its parameters is controllable [24].
In addition, PSO has rapid convergence and there is a low possibility of being trapped in
the neighboring set of candidate solutions [25]. The optimization parameters are changed
by increasing the number of iterations to grow the chance of finding the global optimum.
Equation (10) represents the next iteration’s particles, which are the summation of the
position of previous particles with their velocity.

Xij = Xi_1,j+ Vi (10)

where j and i are the numbers of particle and iterations, respectively; x; 1 ; is the position
of particles of the previous iteration, and v; ; is the velocity and direction of the current
particle toward the next iteration expressed as follows.

v;j = wivi_1,j + C181(Ppest,i—1 — Xij) — Cala(Spest — Xij) (11)

where (1 and {, are randomly established between 0 and 1. C; and C, are positive coeffi-
cients of the self-recognition component, and social components, respectively (Figure 3).

Amplitude
N

0 20 40 60 80 100 120 140
Iteration

Figure 3. Changes in PSO parameters.

Phest,i and gp,s; are the best position and the global best of each population, respectively.
w; denotes the inertia weight, where its value is readjusted per iteration, given as follows,

Wi = Wywj—q (12)

where w; is damping value. The objective function is determined for evaluation. Each parti-
cle of each iteration with the lowest objective function is selected as py, ;. After evaluation,
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the lowest py,; ; is defined as the global best g},5;. Algorithm 2 exhibits the pseudocode
of PSO.

Algorithm 2 PSO pseudocode

. Start;
: Random initialization of the first population with 30 particles;
: Evaluation and sorting;
: Set the initial py,g;
: while Number of iteration < 150 do;
Generate new iteration;
Obtain the ppes;
if Ppest < &pest then;
Set it as gpest
end if
: end while
: Select final gy, as the result;
: End

R N AT L R e

i
W N PO

Figure 4 represents the objective function of the PSO, which shows that it gradually
converges towards zero with every iteration.

0.008
0.0121
i 0.0081
S 0.004 N
= 2
0.004
0 0
0 50 100 150 o % 100 50
Iteration Iteration

(@) (®)
Figure 4. fobj in each iteration for PSO. (a) Hip; and (b) Knee.

As can be seen in Figure 4, after 70 and 50 iterations, the objective function converges
to zero for the hip and knee. The final values of the hip and knee are 8.7 x 1078 and
1.5 x 107>, respectively. Table 4 demonstrates the optimal parameters of the controller
gains tuned by PSO.

Table 4. Controller gains tuned by PSO.

K A
Hip 5.3422 19.9215
Knee 6.9391 22.4260

4. IMRAC Strategy

In this paper, IMRAC is determined to control the joint trajectory in real-time. The
gains of the controller are obtained based on the simulated mathematical model of the
wearable lower-limb rehabilitation exoskeleton. In addition, a model reference is designed
to determine the ideal behavior of the control system [26,27]. The adaptive controller is fed
by the difference between the model reference model and actual trajectory to adjust the
controller parameters. Figure 5 shows a block diagram of the proposed optimal adaptive
control strategy.
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GA & PSO

Figure 5. Block diagram of the IMRAC strategy.

0, and € are the model reference angular trajectory and tracking error, which is the
difference between the model reference 68,, and the actual 6, trajectory.

é = Opct — O (13)

Thus, the fitness function of IMRAC is minimized as follows,
J (,B ) = Eem (14)

where = [K A] " is the controller gains matrix. The changes in f in the direction of the
negative gradient of | is given by

g 3] 9o
== U@ = —Ja—éﬁ (15)

where the negative sign implies that 8 changes to minimize J; g—fg is the sensitivity deriva-
tives of the tracking error. The o represents the speed of adaption. Therefore,

a]
06

é (16)

Thus, Equation (15) is rewritten as follows,

g L d9é
¥ —aeﬁ (17)

%ﬁczHG@) (18)

= H()G (S) (19)

where Hj is a positive constant. The sensitivity derivatives of the tracking error are given

as follows,
o0¢é

Consequently, Equation (17) is reconsidered as follows,

%:fwmmmi (21)
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However, HG(s)6; cannot be obtained directly. Therefore, the rearrangement of
Equation (18) is derived,

Go)uls) = g 22)
Therefore,
ag H_ .
i —aﬁoeme = —60,,¢ (23)
where & = UH%. Thus,
d s
d—‘f = —00,,é (24)

Equation (24) represents the adjustment of controller parameter B over time. By inte-
gration of Equation (24) with respect to time t, we can have

B= /O ' stmedt + By (25)

where By = [KO AO] T are the initial values of controller parameters that can be optimized
by the GA and PSO.

5. Stability Analysis

The system stability with IMRAC is analyzed via the Lyapunov stability theory.
In Equation (5), let us assume that 6, is constant. Therefore,

o= =0 (26)
Reconsidering the general dynamic in Equation (1), we have
u=—Mé—Cé+G (27)

e=Mlu+M1lce— MG (28)

Equation (4) is rewritten as follows

Z=D m M1 (29)
where D is given as follows,
,8 14 x4 0

where f is a positive constant matrix and I#*# is an identity matrix. Equation (29) in a state
space is described as follows

szom (31)
: é
=D [M—lu +M-1Ce - M—lc] 32)
. 0 I**77e 0
Z-D [O M_lc} H D [M} ’ 33)
. 0 I4><4 B 0
Z_D[O M_lc]D 1Z+D[M1_M1Gu1]u (34)

7 = AZ+ Bu (35)
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where
0 14 x4

0 M1C

0

M-1_ M-1Gy-! (36)

A:D{ ]Dl,B:D{
If a positive definite matrix P € " *" exists, the following equation is satisfied,
ATP+PA=—-Q (37)

where Q € R"*" is a positive definite symmetric matrix. Then, a positive-definite Lyapunov
function candidate is chosen as follows,

V= %ZTPZ (38)
Integrating Equations (36)—(38) yields
1. 1 7.
V=32"PZ+52"PZ (39)
o1 1
V= E(ZTAT +uTBT) + 5ZTP(AZ + Bu) (40)
V= %(ZTATPZ +uTBTPZ 4 ZTPAZ + ZTPBu) (41)
V=—22"QZ+  u'B'PZ+ 7" PBu (42)
Therefore,
V< %uTBTPZ + %ZTPBu (43)

The output of the controller determined is bounded |u| < ¢, where the ¢ is a positive
constant. B and P are assumed to be positive definite matrices. Z is dependent on the
steady-state error e and its derivative é. By t — o0, ¢ — 0 and ¢ < 0. Consequently, Z < 0.
Therefore, we have

1 1

V< ETTBTPZ + EZTPBu <7 (44)
where 7 is a positive constant. It is concluded that V is bounded within a specific range
and it is proven that the control system is asymptotically stable [28].

6. Results and Discussion

The optimal controller tuned by GA and PSO are validated for the wearable lower-
limb rehabilitation exoskeleton. In addition, we compared the optimal tuned controller and
Ziegler—Nichols (Z-N) as a conventional method. The unit step response is applied as a
reference to the mathematical model of the exoskeleton represented in Equation (2). The
tuned controllers are compared with the unit step response as shown in Figure 6. Table 5
represents the average error (AE) and rise time for GA, PSO, and Z-N.

1.6 1.6
—Desired ——GA PSO -« Z-N — Desired —— GA PSO e Z-N

12 e 1.2 7~
= ~ = [
g 7 g A
508 5 0.8
j=2] k) =) !
[ =4 i c
< <

0.4 / 0.4

G ¢ 0 3
0 1 2 3 4 5 0 1 2 3 4 5
Time(s) Time(s)

(a) (b)
Figure 6. Step response for closed-loop controller system. (a) Hip; and (b) Knee.
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Table 5. Error and rise time for step response.
Joint Hip Knee
Methods GA PSO Z-N GA PSO Z-N
AE 0.0511 0.0485 0.0585 0.0302 0.03211 0.04448
Rise time 1.2411 1.1967 1.3406 1.1366 1.1500 1.1954

According to Table 5, the AE of PSO for hip is the lowest value by 0.0485 radian and
this value of GA for knee has the lowest value by 0.0302 radian. Furthermore, the rise time
for the PSO and GA of hip and knee are the lowest among the other method of tuning by
1.1967 and 1.1366 s, respectively. Therefore, the parameters of the PSO and GA are selected
as the initial value for IMRAC for the hip and knee, respectively.

The experiment is conducted on a walking lower-limb rehabilitation robot. One
healthy subject (male, 32 years old, height 176 cm, weight 90 kg) is required to wear the
robot. He is asked to walk forward for 78 s on the flat ground. Figure 7 represents the
snapshots of the subject wearing our wearable lower-limb rehabilitation robot.

Figure 7. The walking snapshots of the subject wearing the wearable lower-limb rehabilitation ex-
oskeleton.

In the experiment, we employed model reference adaptive controller (MRAC), IMRAC,
and IMRAC-ZN under the same conditions. This comparison was carried out to observe
the effect of initialization for the adaptive controller design. IMRAC-ZN is initialized
by Z-N to represent the difference between the optimal and conventional initialization
of IMRAC.

Figure 8 compares the angular trajectories of the IMRAC, IMRAC-ZN, and MRAC for
the hip and knee, respectively. Since the controller gains of IMRAC and IMRAC-ZN are
initialized, they converged more quickly than MRAC.

0.1
0.05
g 0 005
T-0.1 8 015
(o2} [}
2 S -0.25
<.0.2 g
< 035
0.3 -0.45
0 15 30 45 60 75 0 15 30 45 60 75
Time(s) Time(s)

@ (b)
Figure 8. Comparisonof an angular trajectory for MRAC, IMRAC-ZN, and IMRAC. (a) Hip; (b) Knee.

Figure 9 illustrates the angular trajectory error of IMRAC-ZN, MRAC, and IMRAC for
each joint.
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——IMRAC-ZN  ----~MRAC  ----- IMRAC —IMRAC-ZN -~ MRAC  ----- IMRAC
0.2 A {
= /A =
g i g
o I
20.1 2
< <

0 5 w0 45 60 75 0 15 0 45 60 75
Time(s) Time(s)
(a) (b)
Figure 9. Comparison of an angular trajectory error for MRAC, IMRAC-ZN, and IMRAC. (a) hip; and
(b) knee.

Figure 10 illustrates the voltage of each joint, which are periodic graphs. The voltage
for IMRAC and IMRAC-ZN reacts faster than MRAC since the controller gains are adjusted
faster for IMRAC and IMRAC-ZN than MRAC. In addition, the measured voltage of hip is
greater than it is for the knee. This is why the actuator of the hip carries the weight of the
femur and tibia while the knee actuator only handles the weight of the tibia.

8 MRrac ~IMRAC --;- IMRAC-ZN , 4

= =

> o

@ 2

g go

S 8

> g2

- -4 L : i = .
0 15 30 45 60 75 0 15 30 45 60 75

Time(s) Time(s)
(a) (b)

Figure 10. Actual voltage of each joint. (a) hip; and (b) knee.

The changes in K and A, for IMRAC, IMRAC-ZN, and MRAC are represented in
Figure 11. The initial parameters for MRAC and IMRAC-ZN are set to zero and the
controllers are tuned by ZN method, respectively. The controller gains for MRAC, raised
from zero, show how the MRAC adjusts the controller gains, while they are constant
without considerable changes for IMRAC and IMRAC-ZN, because these are initialized
based on GA, PSO, and ZN.

6 e MRAC ==+~ IMRAC-ZN —— IMRAC 25] - MRAC - IMRAC-ZN —— IMRAC
g e v
4 P vy
fand 15
3 gt
~ Iad < 75
2 ot .
: /'A/ ° T
0 L 0 -
0 15 30 45 60 75 0 15 30 45 60 75
Time(s) Time(s)
(a) (b)
31 == MRAC --:-- IMRAC-ZN —— IMRAC 10 w MRAC —— IMRAC ----- IMRAC-ZN
s { -------- . J’m.,/' 8
N VA J 6
M [ ST EO
an - T
1 !".,‘ /I
.
| 2
N s —
0 L 0 ==
0 15 30 45 60 75 0 15 30 45 60 75
Time(s) Time(s)
(c) (d)

Figure 11. Changes in controller gains. (a) K for hip; (b) A for hip; (c) K for knee; and (d) A for knee.
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Table 6 exhibits a statistical analysis, i.e., AE, a maximum error (ME) and a root mean
square (RMS) of the error of each joint for IMRAC, IMRAC-ZN, and MRAC.

Table 6. Statistical analysis comparison.

. Hip Knee
Joints
ME AE RMS ME AE RMS
MRAC 0.2 0.079 0.0929 0.3450 0.0823 0.1074
IMRAC-ZN 0.1611 0.0375 0.0593 0.3118 0.0724 0.1100
IMRAC 0.0488 0.0079 0.01318 0.1096 0.0199 0.0328

ME of the hip and joint by MRAC is higher than IMRAC and IMRAC-ZN, which
concludes the efficiency of IMRAC. However, IMRAC has the lowest error because it is
initialized based on the optimization methods for hip and knee. The RMS of IMRAC is the
lowest in comparison with the two other methods. For instance, it is 86% and 78% less than
MRAC and IMRAC-ZN for the hip.

Based on the experimental results, we concluded that the exoskeleton’s trajectory
follows the desired trajectory for a periodic walking experiment. Moreover, based on the
experimental results, it can be ascertained that the tracking error is bounded within a range.
In general, our proposed control system performed efficiently.

7. Conclusions

This paper presented a novel IMRAC strategy initialized via optimal controller tuning
for wearable lower-limb rehabilitation robots. The tuning of the controller gains is defined
as an optimization problem, in which the objective function is the ITAE of steady-state error.
Two optimization methods including GA and PSO are established for tuning controller
gains optimally. Their performance was compared in the step response of the simulated
mathematical model of the wearable lower-limb rehabilitation robot. Furthermore, the IM-
RAC method is used for controlling the angular trajectory of the wearable lower-limb
rehabilitation robot, which is initialized by GA and PSO.

Our proposed IMRAC has been utilized in the lower-limb exoskeleton to assist phys-
iotherapists in rehabilitation training. The exoskeleton prototype used for validation has
fixed frames and is specifically designed for average-height subjects. It can be ascertained
that the optimal adaptive control strategy can observe the effect of the wearer’s forces on its
performance for a variety of exercises using a wearable lower-limb rehabilitation exoskeleton.
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