
Citation: Hoshovska, O.; Poplavska,

Z.; Kajanova, J.; Trevoho, O. Random

Risk Factors Influencing Cash Flows:

Modifying RADR. Mathematics 2023,

11, 427. https://doi.org/10.3390/

math11020427

Academic Editors: Manuel Alberto

M. Ferreira and María del

Carmen Valls Martínez

Received: 9 November 2022

Revised: 4 January 2023

Accepted: 10 January 2023

Published: 13 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Random Risk Factors Influencing Cash Flows: Modifying
RADR
Oksana Hoshovska 1,* , Zhanna Poplavska 1, Jana Kajanova 2 and Olena Trevoho 1

1 Department of Theoretical and Applied Economics, Institute of Administration and Postgraduate Education,
Lviv Polytechnic National University, 79013 Lviv, Ukraine

2 Department of Economics and Finance, Faculty of Management, Comenius University in Bratislava,
81499 Bratislava, Slovakia

* Correspondence: oksana.v.hoshovska@lpnu.ua; Tel.:+38-050-4305-364

Abstract: In this article, we focus on considering different risk factors influencing the cash flows
of a group of companies. A methodology is suggested for approximated consideration of both
seasonal and random fluctuations in the environment, which have some impact on the overall group
activity and may be considered via modification of the risk-adjusted discount rates. The main steps
of the suggested methodology are described, and the elements of the risk-adjusted discount rate
are presented. Although it is the general convention to use the market rate as the discount rate
in most cases, under certain circumstances—i.e., stochastic shocks related to the level of interest
rates, shifts, and turnabouts in the social environment, as well as the market transformations due
to annual/seasonal epidemics, the use of a risk-adjusted discount rate becomes essential. The
influence of the seasonal and random changes in the general environment on the companies’ activity
through modification of the discount rate is illustrated both numerically and graphically in the article,
providing analysis of the impact of exogenous parameters on companies’ output, profits, net present
value, and discounted payback period for the initial investment.
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1. Introduction

Market volatility has conditioned the growing necessity of risk analysis and man-
agement. In order to limit risk and decrease ambiguity, the risk management process
optimises business decisions in line with the identified factors of uncertainty. Environment
unpredictability causes challenges that create equally potential losses and possibilities, and
it is the task of risk management to assess loss exposure and define the possibility of gains.

A number of works have been dedicated to studying the influence of environmental
instability on organisational flexibility and companies’ performance, as well as ensuring
corporate security in the context of countering external and internal threats [1,2].

Considering the risk valuation and mitigation possibilities the types of risk are com-
monly grouped into:

- systematic risk—the overall impact of the market, valid for all economic entities; and
- non-systematic risk—asset-specific or company-specific uncertainty, which may be

diversified to a large extent.

In addition, risk types are usually grouped by the following general categories: eco-
nomic, financial, political, social, and others. According to the level of analysis, economic
risks fall into several basic categories—global, strategic, traditional market, and industry
risks. Depending on the risk type and category, different risk valuation and mitigation
methods are generally applied.
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The general risk management process’s key stages, as depicted in Figure 1.
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Thus, considering the need for quantitative risk analysis, we suggest taking into
account the value of money in time and the risk influence on the group activity in addition
to the factors considered in our research before [3]. We introduce a mechanism that adjusts
cash flows for the impact of the abovementioned factors, except for inflation, by discounting
cash flows generated during the organisation/group activity.

We do not take into account inflation in this study for several reasons. First, since
inflation must be adjusted for both the dynamics of cash flows and the discount rate, we
neglect its effect on these values. Second, we simplify the modelling and avoid extra debate
on what level of inflation to apply, as the cash flows were generated in several countries.
The group expenses originate from the three countries, and revenues are generated from
sales in different European countries without stable sales shares per country. Various
currencies have various expected inflation rates embedded in them, and these differences
equally affect the estimates of expected cash flows and discount rates. When dealing with
a high-inflation currency, we should expect higher discount rates and cash flows—on
the contrary, with a lower-inflation currency, discount rates and cash flows will be lower.
Therefore, we removed inflation entirely from the process using real cash flows and real
discount rate.

In this work, we would like to focus on estimating intergroup investment efficiency
considering random risk factors. Here the risk is being determined as the probability that
actual results will differ from planned or expected results or the volatility of returns. We
suggest an approach that would be practical and applicable to average-size companies.

The efficiency of an investment project is usually evaluated via four fundamental
indicators, such as net discounted income, profitability index, the payback period of
investments, and internal rate of return on investment. Still, one of the most effective



Mathematics 2023, 11, 427 3 of 22

means to assess the effectiveness of an investment is the net present value (NPV), the total
amount of discounted net cash flow received during the study period.

Riskier assets should generally have more significant expected returns to compensate
investors for the increased volatility and higher risk. This mechanism of evaluating invest-
ments considering their volatility is realised by applying a discount rate to all future net
cash flows, reflecting all primary risks related to the company and its activity. The discount
rate value is a significant factor that determines the value of performance indicators and
therefore affects the final decision on the practicality of investment project implementation.
It is often argued that resolving the rate at which it is necessary to capitalise income is
essentially a method of trial and error, and as many methods for calculating the discount
rate exist as there are definitions of the term itself [1]. Increasing the accuracy of the forecast
assessment of an investment project’s effectiveness in an acute shortage of investment
resources necessitates additional justification for choosing the discount rate. Typically,
risk and return models in finance measure the expected returns on risky activities and
investments relative to the risk-free rate. Then the risk creates an expected risk premium
that is added to the risk-free rate.

Our approach refers to the Capital Asset Pricing Model (CAPM) [4]—and we will
apply a similar idea here with some amendments, considering that the discount rate consists
of the following components:

• A risk-free rate, as compensation for delayed consumption or time value of money
(rf);

• The premium for market-related risk (rm—rf);
• Adjustment for sovereign risk (rs).

As mentioned above, we omitted the premium related to inflation in this research. We
consider the mentioned elements of the discount rate—the real risk-free rate, adjustment
for the market-related and product-related risk, and adjustment for sovereign risk, and add
a function responsible for random fluctuations, thus building a compound discount rate.

Compound discount rates account for both time and risk and may take the form of a
Risk-Adjusted Discount Rate (RADR) determined from a market risk-return model or a
Weighted Average Cost of Capital (WACC). The market risk-return model, which is more
applicable in our case, attempts to determine from financial market data, a fair return for
the investment based on the activity/market uncertainty characteristics [5]. The RADR
technique aims to increase the investor’s probability of earning a return over time that
is sufficient to compensate for the additional risk associated with specific activities and
markets.

Speaking of risk as some level of uncertainty about possible unwanted events that
may occur in the future, we need to consider the two dimensions of risk—the probability
of the unwanted harmful event and the possible outcomes of that event. Risk analysis also
implies using random values to estimate the probability of an adverse event occurring. To
build an appropriate model for calculating the discounted cash flows generated within
the group of enterprises, we will thus apply a random value and include it into RADR to
encounter the random factors influencing the analysed market and the environment within
the countries considered.

Many former and recent publications [5–9] suggest approaches for considering risk
adjustment as a part of a discounting technique. Some authors concentrate on decomposing
the risk into elements and exploring the aspects of risk/uncertainty—i.e., as components of
country-specific uncertainty [10]. Theoretical and empirical economists can put more con-
siderable emphasis on macro-level uncertainty [11] or financial markets [12]. Other works
investigate the types of distribution characterising risk factors and variables—pointing
at the pitfalls of assuming normal risk distribution and suggesting fractal risk distribu-
tion [13]. They state that measurements with mild variability may be treated using the
normal distribution, but those with wild randomness can only be described correctly using
a fractal scale. Some researchers have looked into alternatives to risk adjustment of the
discount rate [6].
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Our article introduces an application of random risk-influencing factors analysis by
applying a random value with conventional normal distribution properties. The normal
distribution is widely used in risk analysis [14–16] and criticised [13,17] in several works.
We pay more attention to the micro-level and try to develop a tool for considering uncer-
tainty and risks in the value of cash flows by modifying a discount rate in the CAPM model.
We consider a typical cooperation structure between production and sales units, creating a
basis for solving a broad spectrum of tasks within similar microeconomic systems.

Thus, the paper proceeds as follows. In the next section, we describe our general
model and the methods. In particular, we discuss the companies’ roles and interrelations,
present the key variables, and then describe the methodology. In Section 3, we present our
approach to modifying the risk-adjusted discount rate, introduce the random value as a
component of the rate, and provide numerical calculations applying different scenarios of
the random value distribution along with a graphical representation. Section 4 concludes
the paper.

2. Materials and Methods
2.1. General Model

In the previous works [3,18], we presented a general mathematic model describing the
economic dynamics of three associated enterprises. We add some of its parts here for better
understanding. The model includes exogenous (external) factors, including the market
demand for the goods and endogenous (internal) factors. The model presented in our
previous works, together with the study of random factors described in the current article,
covers all main economic aspects of production-and-sales group operations [19–21].

The primary variables used for describing the system status are:

• P(i)
t : retained earnings (accrued profits) over t months for each of the enterprises

i, (i = 1, 2, 3), where i is the index of the enterprises and t stands for the period of
calculations (t max = 60 months);

• K(i)
t : own accrued capital of the enterprise i;

• KA(i)
t : accrued invested (accepted) capital over t months from enterprise 3 to enterprise

i, (i = 1, 2);
• Q(i)

t : level of output by production enterprises in month t (total output from the
beginning of the activity to the end of month t), i = 1, 2.

Thus, basic variables include the Level of Production Orders, Income, and Investments.
In descriptions of the dynamics of the system, we introduce some additional variables as
functions of the abovementioned:

• NP(i)
t : net profit of the enterprise i, (i = 1, 2, 3) in month t, not considering depreciation

and amortization;
• KPart(i)t : part of the third enterprise’s net profits, invested into the capital of the

enterprise i, (i = 1, 2);
• Npart(3)t : part of the enterprise’s three net profits remaining after investing in the

capital of other enterprises.

We built a 12-dimensional column vector: X(t) =
{

P(i)
t , K(i)

t , KA(i)
t , Q(i)

t

}T
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(𝑖)

, 𝐾𝑡
(𝑖)

, 𝐾𝐴𝑡
(𝑖)

, 𝑄𝑡
(𝑖)

}
𝑇

≣

{𝑋𝑗
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describes the economic status and activity results for each of the enterprises in month t. 

Components, 𝑋𝑗 
(𝑖)

, of this vector are time-dependent values.  

{
X(i)

j (t)
}

,
t = k·1 month; i− 1, 2, 3; j = 1, 2, 3, 4; k = 1, 2, 3, . . . t. The column vector, X(t), describes
the economic status and activity results for each of the enterprises in month t. Components,
X(i)

j , of this vector are time-dependent values.
We also consider the influence of exogenous economic factors on the system dynamics,

such as product prices, wages, tax rate, level of some fixed costs, etc.:

• v(i)t : transfer price (the price for which the production enterprise is selling its products
to the sales enterprise within the group);

• pt
(i): the product sales price;

• f (i)t : monthly fixed general administrative expenses;



Mathematics 2023, 11, 427 5 of 22

• f s(i)t : monthly fixed marketing and sales expenses;

• sc(i)t : variable unit sales costs;

• l(i)t : labour unit costs;

• L(i)
t : number of direct production personnel;

• ηi: coefficient characterising capital and labour productivity.

During the conjoint activity of the enterprises, their total production output (produc-
tion orders) is split by the sales enterprise between the production enterprises based on
the level of their production costs. The efficiency of each production enterprise activity
is estimated here as a parameter proportional to its relative (comparing to the total of
two production enterprises) production capacity. Herewith, the levels of ancillary quan-
tities, Qord(i), Qmax(i), i = 1, 2, are considered, i.e., for enterprise 1, the level of quantity,
Qord(1), is:

Qord(1)(t, kr, ks) = Dm(t, kr, ks) · Qmax(1)(t)·ν(2)

Qmax(2)(t)·ν(1) + Qmax(1)·ν(2)
, (1)

where Qmax(i)(t) is the maximum possible production capacity of the enterprise (defined
based on the total amount of the capital, labour, and efficiency of the enterprise inputs). The
function of maximum production capacity relates to a modified Cobb–Douglas production
function [22]:

Qmax(i)(t) = η(i)·
(

KA(i)
t + K(i)

t

)λ1
·L(i)λ2, (2)

where λ1 and λ2 are parameters characterising the efficiency of the enterprise inputs (capital
and labour); λ1 + λ2 = 1; λ1, λ2 > 0.

The production output for enterprise i (i = 1,2) is planned to be equal to the lesser of
the two described values, Qord(i)(t, kr, ks), Qmax(i)(t).

Each of the enterprises possesses an initial amount of capital depreciated at given rate,
which may increase due to reinvestments of the net profit and is calculated as the sum of
own starting capital and reinvested net profit during the period of activity. Increase of the
enterprise’s own capital equals

K(i)
t+1 = K(i)

t +
α(i)

1− α(i)
NPt

(i) −ω(i)K(i)
t , (3)

where α(i) is the rate of reinvestment of the net profit into the productive capital of the
enterprise i, ω(i) is the rate of depreciation of the capital of enterprise i per month, and
NPt

(i) is the amount of net profit of enterprise i per month t:

NPt
(i) =

[
Qt

(i)(ν(i) − l(i))− f (i)
]
·(1− α(i))

K(i)
t

KA(i)
t + K(i)

t

, (4)

The initial amount of the enterprises’ capital purely reflects the level of its own capital.
During the enterprises’ conjoint activity, the sales enterprise (acting as a client at the
beginning) also becomes a strategic partner, investing its own resources into the capital
of the production enterprises. Increase of the accepted (invested) capital at the beginning
of the month t + 1 for production enterprises (union members) is calculated according to
the formula:

∆KA(i)
t = KA(i)

t+1 − KA(i)
t = Kpart(i)t −ω(i)KA(i)

t , (5)

where Kpart(i)t is the share of the sales enterprise’s net profit invested into the capital of
production enterprise i in month t.

The amount of investments from the side of the strategic partner into the capital of
production enterprises, depends on the maximally permissible share of the strategic partner
in the capital of the accepting production enterprise for the previous month and the total
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amount of net profit of the sales enterprise, which is the source of reinvestments. The
amounts of investments by the sales enterprise into the capital of enterprise i equals

Kpart(i)t = min
(

Si0(i)t , Si1(i)t

)
, (6)

where Si0(i)t is the amount of investment into the capital of enterprise i, defined as the part
of total investments in the current month, proportional to the relative capital profitabil-
ity/return on equity:

Si0(i)t = α(i)
NPt

(i)

1− α(i)
RE(i)

t ; Si1(i)t = (1−ω(i)){ 1
1− µ(i)

K(i)
t − KA(i)

t }. (7)

RE(i)
t , or relative profitability of the production enterprises’ capital (i = 1,2):

RE(i)
t =

NP(i)
t /K(i)

t

∑j=2,3[
NP(j)

t /K(j)
t

/
K(j)

t
]

, (8)

• Si1(i)t : the amount of investments which allows the production enterprise i to remain
the owner of the main share of the total capital, considering the described system
of reinvestments;

• µ(i): the allowed relative share of the accepted capital in total capital value (defined by
the enterprise management).

Net profit of the sales enterprise, NP(3)
t , equals the sum of the income from sales

and income from financial investments (participation in the capital of the production
enterprises), decreased by the sum of fixed monthly costs and variable costs. The latter
includes costs related to the sales of goods, sc(3); transport costs, tr(1)t and tr(2)t ; costs for
delivery of goods from production enterprises to the sale enterprise; and costs of the
purchase of the goods at the transfer prices:

NP(1)
t =

(
p(3) − sc(3)

)
·
(

Q(1)
t + Q(2)

t

)
+ ∑i=1,2 PK(i)

t − f s(i)t −∑i=1,2

(
ν(i) + tr(i)t

)
Q(i)

t , (9)

where PK(i)
t is the income of the sales enterprise from financial investments into the capital

of enterprise i, i = 1,2:

PK(i)
t = NP(i)

t ·
KA(i)

t

KA(i)
t + K(i)

t

, (10)

Retained earnings of the sales enterprise equal the difference between its net profit
and the amount of investments into the capital of production enterprises. Repayment of the
financial profit on investments by the accepting enterprises will be performed after all their
costs are covered. Thus, the investor is partly involved in covering the costs of production
enterprises. The total amount of investments into the capital of production enterprises is
related to the total group profit; therefore, each production enterprise is interested in total
group success. That is one of preconditions of synergy [23] in the present group structure.

For building the model as a system of differential equations, we assume that time (t)
is changing discretely in a step of 1 month: ∆t = 1 month. Formally going to ∆t→ 0 , we
obtain a first-order system of nonlinear differential equations.

We suppose that each of these factors is slightly dependent on time within the scale of
the group activity; therefore, the equations describing system dynamics we write as

dX(i)
j

dt
= F(i)

j , i = 1, 2, 3; j = 1, 2, 3, 4 (11)



Mathematics 2023, 11, 427 7 of 22

Considering endogenous parameters as components xi = 1, 2, . . . of a certain vector
x, i.e., x1 = P1, x2 = K1, etc., this system of equations may be written as:

dxi
dt

= fi( x) → dPi
dt

= Fi(P1, P2, K1, K2),
dKi
dt

= Gi(P1, P2, K1, K2) (12)

The functions, F(i)
j , depend on the elements of the column vector,

{
X(i)

j

}
, and on the

mentioned above factors.
The calculations were performed according to the developed model for defining basic

economic indicators of the enterprises. The model was calibrated for values reflecting
actual enterprises’ activity.

According to the initial assumptions, the monthly demand for the goods is the sum
of an upward trend, component D(t) (t—number of months of the group activity), which
we call guaranteed demand, and variable components related to seasonal and random
demand fluctuations, considered in our previous research.

The described general model is being applied in this article for a special case— the
actual companies’ association, functioning in the area of apparel production and sales,
including Danish management, logistics, and sales company, Company 3; a Ukrainian
production factory, Company 1; and a Polish production factory, Company 2. The eco-
nomical parameters of the mentioned companies are considered. In this particular case,
the number of enterprises described in the model is n = 3. The indices of enterprises:
of production enterprises, Company 1 is i = 1, and Company 2—i = 2; sales enterprise,
Company 3 (generating and placing orders) is i = 3.

The trends in developing textile and apparel (T&A) industries during the recent
decades included intensive structural changes, such as the relocation of operational activity
to developing countries. The model reflects this trend, describing the functions split
between the companies. The activity of Company 1 is currently at the stage of growth,
while Company 3 is at the stage of maturity. Company 1’s market is fragmented, and the
company share is not significant. The market of Company 3 is not fragmented, and the
company share is quite substantial.

In this situation, the companies’ affiliation would be aligned with a functional prin-
ciple, allowing for vertical integration between the collaborating businesses. Value chain
strategies in this area, as well as in comparable markets, are continually evolving. Success-
ful businesses are rarely competitive for long [24]. As a result, we hope to contribute to the
general study of successful competitive strategies. The purposes set by each of the parties
are as follows:

1. For Companies 1 and 2: economy on the scale due to vertical integration; benefits from
access to resources (financial, material, technical, and also non-material) to strengthen
the financial status and technological upgrading of the enterprise; load levelling-out
of production capacities during a year; transfer of organisational, production, and
sales knowledge; use of the actual practice of research and development (R&D) and
manufacturing; and use of partner’s distribution trademark in sales.

2. For Company 3: possibility to exploit comparative advantages; risks distribution;
potential advantages from entering a new market with lower competition; using
growth potential of the less mature market; economy on the scale due to vertical
integration; balancing production costs; shared use of non-material resources, such as
transfer of knowledge and experience; access to comparatively cheaper resources; and
decrease of production costs.

The reason for choosing the mentioned countries was that the companies located
there represent a typical scheme within the apparel industry, with a specific role of each
company (a company-holding and investor and two companies-producers). In addition, the
model has been built using some real numbers from their activity. The suggested original
model describes synergetic interrelationships between the analysed entities—showing
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benefits from their cooperation and measuring the synergetic effect. At the same time, these
companies/countries are an example which may be applied across similar countries.

2.2. Methods
2.2.1. Additional Variables

The frames of the general model’s calculations were applied to define the fundamental
economic indicators of the enterprises. We pre-defined the companies’ activity parameters
and estimated the influence of changes in indicators such as production volume, level
of reinvestment and discounting, and the dynamics of these factors. In this work, in
a stochastic model containing recurrent differential equations, we also consider other
random influences on the fundamental activity indicators that allow valuing potential risks
influencing the system.

For simplicity reasons, in our previous works, we have assumed that all the cash
flows are the real cash flows adjusted for risk factors (such as market and country risks
and inflation, so money value in time was considered not to have any influence on the
values within the model). In this work, we would like to focus on risk factor mitigation
by incorporating risk valuation into the initial model. The current paper aims to study the
effect of different factors impacting the discount rate on the financial results (NPV) of the
group’s activity. The major input includes considering random factors in calculating the
discount rate.

All values in our model are expressed in one currency, as valuation in financial
management or capital budgeting contains an important presumption that cash flows and
discount rates in the discounted cash flow (DCF) analysis must be denominated in the same
currency. This principle allows the development of estimation mechanisms for dealing
with different currencies [24].

In addition to the primary variables used for describing the system status, here we
introduce some additional functions of these variables, including:

• NP(i)
t : net profit of the enterprise i, (i = 1, 2, 3) in month t, not considering depreciation

and amortization;
• FCF(i)

t : free cash flow of the enterprise i, (i = 1, 2, 3) in month t;

• NPV(3)
t : net present value of the cash flows generated within the group in month

t, the discounted value of the net profit remaining after investing in the capital of
other enterprises;

In addition, we bring in some new variables to allow for risk valuation, such as:

• RADR(i)
t : risk-adjusted discount rate;

• r f : risk-free rate;
• (rm− r f ): risk premium referred to non-systematic market risk;
• rs(i): sovereign risk premium referred to non-systematic country risk;
• β: the measure of the systematic risk, the degree to which the group return varies with

the overall market return, representing both financial and business risk;
• zt : random value reflecting the factors influencing the discount rate; mean and

standard deviation varied for investigation reasons.

Here we introduce a new variable—free cash flow (FCF). FCFt
(i) is the value of the

Free Cash Flow of enterprise i per month t; i = 1, 2. The traditional definition of free cash
flow (FCF) is the cash generated by a corporation after accounting for cash outflows to
sustain operations and maintain capital assets. In other words, free cash flow is the cash
remaining after a company pays for its operating expenses (OpEx) and capital expenditures
(CapEx), here accounted as the reinvestments into capital (as in Equation (13)).

FCFt
(i) = NPt

(i) ∗
(

1− Tax(i)
)
·
(

1− α(i)
) K(i)

t

KA(i)
t + K(i)

t

+ ω(i)K(i)
t , (13)
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where Tax(i) is the level of profit tax in the country of operation for the company i according
to officially published data [25–27].

As previously stated, adduced calculations were implemented in recurring equations
defining the dynamics of the economic system. The equations were linearised differential
equations, and research of the system’s solution stability and companies’ activity mode’s
influence on various elements and column vector components was carried out, allowing
for establishing intervals of their optimum and undesirable values.

2.2.2. Risk-Adjusted Discount Rate

Thus, the key exogenous random components in the current model are the volume of
market demand for the products manufactured by the group’s enterprises and the cash
flow discount rate adjusted for risk. Exogenous influences depend on actual conditions and
different social and economic factors [28] that cannot be accurately predicted and specified
by an explicit formula. We consider the influence of such factors by introducing into the
system time-dependent random values (random process [29]), which we assume to be
normally distributed [30]. We model random deviations using the properties of well-known
normally distributed functions. This gives us a better understanding of the nature of the
obtained results. The random value we apply reflects the influence of multiple risk factors.
Thus, there is reason to believe that it is normally distributed, as “if you take sufficiently
large samples from a population, the samples’ means will be normally distributed, even if
the population is not normally distributed” [31,32].

In the current article, we introduce a random value to consider multiple risk influences
on the system parameters, such as prices, revenue, costs, and profits; the latter is considered
in the NPV of the free cash flows analysis.

Risk analysts apply random variables in risk models to evaluate the probability of
an adverse event occurring. Using the risk-adjusted discount rate method, the companies
calculate the risk-adjusted NPV in the following way: the risk-adjusted discount rate, which
could be equal to the risk-free discount rate (for normal risk projects), higher (for above-
normal risk projects), or lower (for below-normal risk projects), is applied for calculating
the discounted value of the business cash flows. The risk-adjusted discount rate typically
includes the risk-free rate plus a risk premium appropriate for the project.

The risk-adjusted discount rate for our model has the following structure:

RADR(i)
t = r f +

(
rm− r f + rs(i)

)
·β·zt, (14)

where zt—is a random value taking into account random deviations of the exogenous
factors related to the companies’ activity (discussed further).

The random value zt introduced in this article is applied to all components of the RADR
above its risk-free level. By modifying its parameters—mean and standard deviation, we
can investigate the level of risks that may have a crucial influence on the group’s financial
results.

The risk-free interest rate r f is the value attributed to an investment that assures a
return with no risks while accounting for the rate of inflation; that is, a real risk-free rate is
modified for the rate of inflation:

rf = (1 + Nominal rf )/(1 + Inflation Rate) (15)

The risk-free rate is usually a function of the policy of the central bank of a sovereign
nation. Investments in US bonds are thought to be risk-free since there is a minimal chance
of the government defaulting. In general, the risk-free return is equal to the yield on a
10-year US government bond [33]. The level of the risk-free rate of return, therefore, will be
set as r ft =3.02% taking into account the recent officially published data [34] and expected
inflation of 2022–2027 published by the IMF, as mentioned in [35].

The risk-free rate plays a significant role in the capital asset pricing model (CAPM) [36],
which is the most widely applied model for estimating the cost of equity. The risk-free rate
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provides the minimum rate of return, to which we add the excess return (i.e., the market
beta coefficient multiplied by the equity risk premium).

The expected return that an investor obtains (or expects to receive in the future) from
owning a risk-laden portfolio rather than risk-free assets is referred to as Market Risk
Premium (rm− r f ). In most risk-adjusted models developed from conventional portfolio
theory, market risk is the primary type of risk assumed relevant for estimating a cost of
equity, and is considered as the risk that cannot be eliminated through diversifying. The
decision is made if the investment in securities should take place, and if yes, the rate
that the investor will earn beyond the risk-free return offered by government securities
is the risk premium. A company’s risk exposure also depends on its life cycle, as young
companies possess limited resources to overcome impediments and are far more dependent
on macro-environmental factors to remain stable to succeed. The level of market premium
is set as (rm− r f ) = 6.01% according to the published expert recommendations [24,35,37]
for our study.

The volatility of an asset—in our case, the group’s activity, reflected by the value of
the projected cash flows—is assessed by the beta (β) factor concerning the whole market in
general. The fluctuations caused in the rate value due to changes in market conditions are
denoted by the beta. For example, if the beta is 1.4, it would cause a 140% deviation due to
any changes in the general market. The opposite is the case for a beta below 1. For a beta
equal to 1, the operations are in complete sync with the changes in the market.

As there is no straightforward method for estimating equity beta, the valuation of
private companies using CAPM can be questionable. There are several basic approaches
for assessing a private company’s beta, one of which is getting a comparable levered beta
from an industry average or from a comparable company (companies) that best mimics
the private company’s current business, unlevering this beta factor, and then finding the
levered beta for the private company using the company’s target debt-to-equity ratio. As
an alternative, the beta can be defined as the company’s earnings and used as a proxy for
the company after appropriate adjustments are made [38]. For our model, to encounter the
market risk components, we set β =1.11 based on the data on average unlevered beta for
Apparel Companies [39].

The Sovereign Risk Premium, or Country Risk Premium (CRP) rs is the expected
higher returns for an investor rewarded for being exposed to additional risk as to the result
of holding an asset or providing activity in a certain country. Vulnerability to country risk
originates from the group’s activity, making sovereign risk a significant component of the
valuation of almost every large company with cross-country operations. The group’s risk
exposure is linked to the environment where it does business; thus, the level of country
risk premium should reflect its operating risk exposure. If the returns/activities across
countries have a significant positive correlation, country risk has a market risk component,
is not diversifiable, and can require a premium. Currency and country risk are typically
associated, with countries with high country risk also having the most volatile currencies.
If this is the case, discount rates on investments in these countries will be higher, but this is
due to country risk rather than currency risk. Considering the nature and level of sovereign
risks, we might assume that equity risk premiums should vary across countries [24,40,41].
The country risk premiums applied are presented in Table 1 below.

Table 1. Country equity risk premiums (CRPs) considered in the model.

Country (i) Default Spread Equity
Risk Premium

Country Risk
Premium (rs(i))

Denmark (3) 0.00% 6.01% 0.00%
Poland (2) 1.02% 7.19% 1.18%
Ukraine (1) 12.00% 19.99% 13.98%

The risk-influencing factors may be summarised as follows:
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3. General systematic risk factors:

• Market price changes, reflected in the general attitude of investors;
• Economic recessions;
• Political turmoil;
• Changes in interest rates and interest rate related instruments;
• Changes in the value of foreign currencies;
• Natural disasters;
• Terrorist attacks;
• Other force-majeure factors affecting the whole market.

Systematic risk refers to macroeconomic and overall-political factors that affect the
performance of all entities in the overall market.

4. Market (sometimes called product) unsystematic risk factors that are more closely
related to a particular product or service also have different nature, such as:

• Demand risk;
• Price risk;
• Competition risk;
• Customer experience risk;
• Compliance risk;
• Security and fraud risk;
• Reputation risk;
• Operational risk;
• Product liability risk.

Market-specific or unsystematic risk only affects an industry, market segment, or a
particular company. Market risk cannot be mitigated via portfolio diversification and is
also known as volatility and can be measured using the beta. As mentioned above, the beta
measures an investment’s systematic risk relative to the overall market [38].

5. Sovereign risk factors originating from:

• Stage of the country’s economic growth life cycle, states in early growth being more
exposed to risk than mature countries;

• Political situation in the country, including the type of political system, power transfer
within the state, and the trustworthiness of the governing institutions—those of
inclusive or exclusive type, level of corruption as an implicit tax on income, risk of
takeover [42];

• Country’s legal system, including its structure (the protection of property rights
measured by an international property rights index) and efficiency (the speed with
which legal disputes get resolved);

• State economy’s status and growth prospects (such as the strength of its tax system,
fiscal and monetary flexibility, debt burden and liquidity, economic structure/reliance
on a particular industry or product, and commodity export dependence on the com-
modity prices and sales volumes) results in additional risks.

Sovereign risk is measured in several dimensions to incorporate all types of country
risk, allowing for comparisons across countries. A direct measure of country risk is the
default risk of lending to the government of a state, termed sovereign default risk, and based
on the level of the country’s indebtedness compared to GDP, social service commitments,
stability, and size of inflows to the government, etc. There is a substantial correlation
between sovereign defaults and sovereign ratings. Sovereign ratings are assigned and
updated by rating agencies; agencies like Standard and Poor’s assign sovereign ratings
considering a congregate of political, economic, and financial/institutional parameters.

Revenue sources and production facilities are both factors that influence a company’s
exposure to nation risk. The revenue risk level is proportionate to the revenue coming from
each particular country. In addition, a company may be exposed to country risk even if it
derives no revenues from that country if its production facilities are located in that country.
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Companies may be able to mitigate this risk by purchasing insurance against specific
(unfavourable) eventualities and utilising derivatives. A company that uses risk man-
agement tools should be less vulnerable to country risk than a company that does not
employ these products. However, risk management is not free. Insurance is expensive
and will diminish any company’s margins and profits. Although futures contracts are less
expensive, organisations that employ them forfeit upside potential while safeguarding
against downside risk.

There are numerous debates concerning CRP, and several approaches have been
suggested for considering CRP [24,43–45]. We applied the so-called “beta approach” for
our model, including CRP into the classic CAPM approach and regulating it for the beta
factor—as it is assumed that the company’s country risk is proportional to the market
risk, that is, it can be measured using the beta factor; moreover, we consider the random
fluctuation of the RADR value. The default spread that investors charge for buying bonds
issued by the government is the simplest and most often used proxy for the country risk
premium. However, alternative approaches may be applied for building the RADR; i.e.,
the credit swap premium [45] as the measure of sovereign risk may have some advantages.

The three countries’ equity risk premiums applied for modelling rely on the Prof.
Damodaran country risk premium (CRP) study [35] and are as mentioned in Table 1.

We apply the risk-adjusted discount rate (RADR), including the abovementioned
components, to the net cash flows as follows in Equation (16):

NPV =
k

∑
t=1

n

∑
i=1

FCFt
(i)

(1 + RADR)t (16)

Typical NPV analysis interpretation [46,47] for investment appraisals applies a con-
stant discount rate throughout the whole period of the investment project. We believe such
an approach fails to adequately reflect the term structure of risk for investments. Therefore,
we suggest applying discount rates that are modified in time and thus reflect the temporal
structure of interest rates. The additional adjustments for the discount rates are related to
specific project risks and information uncertainty. According to available forecasts [40,41],
they are likely to result in the upward-sloping term structure of the discount rates, in the
CRP element of the rates in particular—please see Equation (17).

rs(i) = rs(i)1 + t ∗ drs(i) (17)

where drs(i) is the monthly growth of the estimated respective CRP for the company (and
the country) i.

The projected interest rate levels for the three countries relate to the forecasted country
policy rates [24,39], as shown in Table 2.

Table 2. The current and projected level of the interest rate in the three considered countries.

Country (i) Country Policy
Rate (2022 Q3)

Country Policy
Rate Forecast

(2023 Q4)

Country Risk
Premium (rs(i))

Country Risk
Premium
Forecast

Denmark (3) −0.10% −0.30% 0.00% 0.00%
Poland (2) 6.50% 6.25% 1.18% 1.13%
Ukraine (1) 25.00% 15.00% 13.98% 8.95%

Although we have not found any exact data forecast in this respect, we suggest to
decrease the level of country risk premium in two countries—1 and 2, according (and
proportionally) to the expert estimations of the country policy rates decrease.
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2.2.3. Scenarios

The model that was built and partly presented in the given article allows us to compare
the results of calculations, including and excluding the random factors; we also consider
random factors that influence the RADR with different mean and standard deviation levels.

In the next section, we proceed with the analysis of the modified discount rate accord-
ing to the following steps:

Adding a random value as a coefficient to the discount rate. We consider the random
value with normal distribution and further set different parameters for the distribution.

Building scenarios considering the properties of the random value and dynamics of
the discount rate itself—namely, we modify:

Mean of the random value: we set the mean in the range [1; 3].
The standard deviation of the random value: we set standard deviation in the range

[0; 0.50].
Term structure of the interest rate: we consider scenarios with a fixed level of the rate

vs. scenarios with the rate steady increase during the period of analysis.
Seasonal fluctuations of the discount rate: we consider scenarios with no rate fluctu-

ations vs. scenarios including the rate fluctuations during a year (each year during the
period of analysis).

Performing numerical calculations within different scenarios, including combinations
of the mentioned modifications (point 2 above). The main idea is to define the scenarios
that make the most significant impact on the financial result of the group’s activity.

Representing the key variables graphically.
Following the numeric calculations, we proceed with the conclusions regarding the

scenarios resulting in the most significant changes in NPV.

3. Results
3.1. Random and Seasonal Discount Rate Fluctuations

We consider the following scenarios regarding the RADR, as shown in Table 3.

Table 3. Scenarios regarding the RADR behaviour.

Scenario Type Scenarios Regarding the Discount Rate
Behaviour Assumptions/Techniques

A
No changes—neither the growth nor the

seasonal fluctuations or random deviations are
considered for the level of interest rate

RADR remains unchanged during the whole period
of analysis

B Random deviations related to the level of interest
rate are considered

RADR includes a value characterised by random
behaviour with normal distribution; different levels of
mean m and standard deviation σ are considered for

the analysis

C Interest rate forecasted value considered during
the period of analysis

RADR is deemed to change evenly throughout the
study—from the given initial level to the respective

projected level

D Seasonal rate fluctuations are considered
RADR is considered to fluctuate seasonally during each
year of activity; monthly rate deviations are included in

the model

The abovementioned scenarios were analysed further below in different combinations
and for different values of mean and standard deviation of the random coefficient (numbers
in the scenario code refer to the different values of median and standard deviation).

As for the standard deviation and the mean levels, we considered different scenarios
concerning general economic and market shock reactions. Thus, the banking crisis of 2008,
which resulted in an approximately 25–30 per cent drop in US and EU equity markets, has
simultaneously caused a 50% or higher decrease in many emerging markets. A similar
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situation occurred during the COVID market crisis in 2020 and 2021, with emerging markets
undergoing more changes than developed ones.

The biggest world economies experienced a growth decline in 2019; such circumstances
as general shakes in economic conditions, increasing competition, negative trends with
regards to human resources, and significant regulatory actions may result in the impairment
of a company’s goodwill and thus must be considered during the valuation of potential or
current investment [48–50].

The impact of the pandemic was substantial across the textile and apparel industries.
In Europe’s clothing sector, compared to the same period in 2019, production decreased
by 37.4 per cent between April and June 2020, when global coronavirus cases peaked.
Retail sales of clothing products saw the most dramatic decline, with a 43.5 per cent drop
in sales [51].

Therefore, for our investigation, we have accounted for different standard deviation
levels—from 0 to 0.5—to consider the abovementioned scenarios.

As for the trends and seasonal fluctuations, we applied the data analysis results
presented in some research [52,53] for specific scenarios.

3.2. Numeric Calculations and Graphical Representation of Results
3.2.1. Impact of the Discount Rate’s Seasonal and Random Fluctuations on the
System Dynamics

Before presenting the results of the model application, we consider the values of
some critical indices characterising our group during the 5-year (60-month) activity period,
shown in Table 4 below.

Table 4. Key indexes of the investment project (all data presented in EUR).

Year of Activity 0 1 2 3 4 5 Total

The initial investment, Mio EUR −3095 −3095

Free Cash Flow, Mio EUR 0.79 1.04 1.30 1.68 2.01 6.82

IRR (NVP = 0) 28% −75% −28% 1% 18% 28% 28%

MIRR 18%

Although the generally accepted practice is to employ NPV analysis as the primary
means of investment valuation, other widespread techniques are used in capital budgeting.
They include the internal rate of return (IRR), the alternative modified internal rate of
return (MIRR), and discounted payback period (DPP) methods. MIRR assumes positive
cash flows will be reinvested at the company’s cost of capital and that the initial outlays are
financed at the company’s cost of financing. They are normally used as a complement to
NPV analysis. Therefore, we would like to include them here as well. Therefore, IRR was
28% for the whole project, and MIRR was 18%, given that the risk-free rate for reinvestment
makes 3.02% and the financing rate is 0.05% [51]. DPP and NPV depend on the scenario
conditions presented further.

The outcomes of different scenarios considered for RADR are presented in Table 5.
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Table 5. Numeric results for different RADR scenarios.

# Scenario

Conditions
Investigated, Rate

Volatility
(m-Mean,
δ-Standard
Deviation)

Interest Rate
Term

Structure
(Growth)

Considered

Interest Rate
Seasonal

Fluctuations
Considered

NVP, Mio
EUR

NVP/Investment
Ratio DPP, Months

1 A m = 1, σ = 0 no no 1.073 0.347 46

2 B m = 1, σ = 0.10 no no 1.096 0.354 46

3 B1 C m = 1, σ = 0.10 yes no 1.388 0.448 45

4 B2 C m = 1, σ = 0.20 yes no 1.450 0.469 44

5 B3 C m = 1, σ = 0.30 yes no 1.482 0.479 45

6 B3 m = 1, σ = 0.30 no no 1.165 0.376 46

7 B4 C m = 1, σ = 0.50 yes no 1.279 0.413 44

8 B4 m = 1, σ = 0.50 no no 1.439 0.465 43

9 B1 D m = 1, σ = 0.10 no yes 1.357 0.438 45

10 B2 D m = 1, σ = 0.20 no yes 1.358 0.439 45

11 B3 D m = 1, σ = 0.30 no yes 1.452 0.469 45

12 B4 D m = 1, σ = 0.50 no yes 1.263 0.408 44

13 B1 C D m = 1, σ = 0.10 yes yes 1.609 0.520 44

14 B2 C D m = 1, σ = 0.20 yes yes 1.596 0.516 44

15 B3 C D m = 1, σ = 0.30 yes yes 1.701 0.550 42

16 B4 C D m = 1, σ = 0.50 yes yes 1.519 0.491 43

17 B5 C D m = 1.3, σ = 0.20 yes yes 1.251 0.404 46

18 B5 m = 1.3, σ = 0.20 no no 0.656 0.212 51

19 B6 C D m = 2.0, σ = 0.20 yes yes 0.593 0.192 53

20 B6 m = 2.0, σ = 0.20 no no −0.086 −0.028 over 60

21 B7 C D m = 2.5, σ = 0.20 yes yes 0.526 0.17 54

22 B7 m = 2.5, σ = 0.20 no no −0.414 −0.134 over 60

23 B8 C D m = 3.0, σ = 0.20 yes yes −0.120 −0.039 over 60

24 B8 m = 3.0, σ = 0.20 no no −0.757 −0.245 over 60

3.2.2. Graphical Representation of the Dynamics of Key Activity Indicators

We have therefore considered different conditions for RADR by modifying the parame-
ters of the random value z. The analysis showed that the rate variation (standard deviation)
does not have a distinct positive or negative impact on the total outcome of each scenario,
such as NVP or payback period. Instead, the general upward shift of the rate level (mean)
made the most significant negative impact; the critical level of the mean, turning NVP into
a negative value, was m = 2 (with standard deviation σ = 0.20), as in scenarios B6–8.

For all the scenarios the sum of non-discounted Free Cash Flows (FCF1 + FCF2 + FCF3)
was the same (Figure 2).
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Some details of the above scenarios are presented further. The RADR behaviour
for all three companies of the group and the total NPV of their activity are illustrated in
Figures 5–9.
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As a result, qualitative and quantitative risk analysis was carried out in accordance
with the general risk management method. The numerical calculations showed that, given a
random value with a normal distribution, changes in the mean of the random coefficient had
the greatest impact, while changes in the standard deviation were “dampened” throughout
the time horizon. The same goes for interest rate seasonal fluctuations—they did not make
a substantial impact on the financial result in the time series analysis. Considering the
presented data, the risks of a critical character and random factors influencing the mean
of discount rates should be monitored in the first place. The social and economic shifts as
the result of pandemic, as well as the recent political events in Europe will definitely be
encountered as such critical risk factors.

In conclusion, the risk management strategy and risk mitigation methods should
contain further diversification of activity—in the given case, it may be implemented through
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additional product and country diversification, possible insurance, and creating reserves.
Monitoring risks and developing feedback on the risk management methods’ efficiency
should become a part of regular procedures, and modelling all possible scenarios’ outcomes
is an integral part of this process.

4. Discussion

Modelling economic systems’ dynamics creates unique conditions for studying their
activity. An adequate economic model allows the investigation of distinct influences of
different factors in logical and quantitative correlations and reciprocal effects of several
factors in various combinations. Depending on the initial task of the research, a focus can
be made on the particular system’s parameters or indicators. With the existing software
applications, a possibility arises for experiments with specific techniques without any
financial or social risks, as well as for obtaining information while avoiding lengthy statistics
processing and dependence on the data availability concerning some external social or
climate conditions.

Forecasting an economic unit evolution based on simplifying assumptions within the
framework of specific social-economic environments is necessary for elaborating appro-
priate financial and managerial strategies and developing economic guidelines that will
change its future economic behaviour. Sophisticated risk management tools sometimes
fail to predict critical environmental changes and protect investors from potential risks.
Existing risk models may put too much emphasis on the historic data and not always give
adequate risk warnings. We aimed to make economic analysis more forward-looking by
comprising the mechanism of considering random values in the system. However, we do
not intend to exclude human judgment from risk management and decision making. The
managers should review critical underlying assumptions and potential conclusions on a
systemic basis.

In addition to the factors modelled in our works before, we suggest considering
the value of money in time and risk influence on the group’s activity—and building a
mechanism that adjusts cash flows for the impact of the abovementioned factors, ex-
cept for inflation, through the procedure of discounting cash flows generated during the
group’s activity.

Possible further applications of the presented modelling approach include investi-
gating the impact of other external factors on the activity of companies, including envi-
ronmental and political effects. Uncertainty remains high for the environment due to the
pandemic, and supply chain uncertainty creates additional risks for the companies. In
addition, political risks remain in focus. Political change and instability do not always
impact overseas investors and change might be sudden and insignificant, or slow but
substantial. However, foreign investors are then concerned about the impact that any
environmental shock, whether the consequence of a violent change in political regime or
a slow process of social and political evolution, may have on the value of its activities in
certain countries.

Thus, many companies are looking for opportunities to mitigate potential risks by
considering them in a timely manner. Therefore, forecasting NPV according to the approach
described above is a potential risk management instrument.

An exciting area of applying the presented approach in risk management could cover
developing regulation policy. Our modelling approach could supplement the methodology
of building a risk map by adding to the numerical risk estimation procedures.

Applying random variables with normal distributions has its advantages and limi-
tations. The advantage is using the conventional approach—a tractable model capturing
significant properties of such variables, which are easy to understand and analyse. The
limitations consider the concern that normal distribution-based estimates of uncertainty
ignore the possibility of sudden movements and discontinuities. Studying the influence
of random variables with other types of properties—and comparing the results of such
studies—can be the subject of further research.
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