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Abstract: Sunflower is a crop that has many economic values and ornamental usages. However, its
production can be hampered due to various diseases such as downy mildew, gray mold, and leaf scars,
and it is challenging for farmers to identify disease-prone conditions with traditional approaches.
Thus, a computerized model composed of vision, artificial intelligence, and machine learning is the
demand of the age to detect diseases in plants efficiently. In this paper, we develop a hybrid model
with transfer learning (TL) and a simple CNN using a small dataset for detecting sunflower diseases.
Out of the eight models tested on the dataset of four different classes (downy mildew, gray mold, leaf
scars, and fresh leaf), the VGG19 + CNN hybrid model achieves the best results in terms of precision,
recall, F1-score, accuracy, Hamming loss, Matthews coefficient, Jaccard score, and Cohen’s kappa
metrics. The experimental outcomes show that the proposed model provides better precision, recall,
and accuracy than other approaches on the benchmark dataset.

Keywords: sunflower diseases; transfer learning; deep learning; hybrid model; explainable AI; LIME

MSC: 68T07

1. Introduction

Sunflower’s scientific name, Helianthus annuus, is a flora of Asteraceae, which origi-
nated in Mexico in 2100 BCE, and it has many economic and ornamental usages [1]. Many
countries cultivate sunflowers to meet consumer demand. However, countries such as
Ukraine and Russia are the top growers. Sunflower is invaluable from both an economic
and ornamental perspective. The seeds possess oil and are also utilized as food. Moreover,
we obtain hay from the leaves and a yellow dye from the flowers. However, diseases
such as downy mildew, Phom blight, Verticillium wilt, leaf scars, leaf rust, and Septoria
leaf spot can negatively affect sunflower production [1,2]. Moreover, most of our farmers,
especially in developing countries, are illiterate and technologically unsound, which leads
to more damage from such diseases. Primarily, the farmers classify or detect diseases
manually through visual observation, which mainly depends on the experience of the
farmers and is probably highly error-prone. Again, farmers cannot notice the signs of
diseases periodically with only visual observation, which leads to substantial financial
losses [1]. Moreover, spectrometers can classify plant leaves as healthy or infected, better
than traditional techniques [3]. Moreover, molecular methods can also be used to identify
plant diseases, namely, the chain reaction of polymerase [4] and the chain reaction of real-
time polymerase [5]. Such approaches are time-consuming, expensive, and challenging and
require skilled professionals to operate. Hence, an image-based self-regulating internet of
things (IoT) framework will be relatively more convenient than any conventional system.

With the expansion of computer vision (CV) and machine learning (ML), it is now
within our hands to create computerized models that enable the accurate and convenient
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detection of plant diseases [6]. Various ML techniques [7] are utilized for the automated
detection of plant diseases. ML significantly improves the speed and accuracy of plant
disease detection, which can potentially enhance global food security [8]. Feature extraction
is a method that is used in ML. However, most of the imperative features need to be
specified by domain specialists to lower the complexity of the data and create patterns
more perceptible to the algorithms in traditional ML techniques.

Recently, deep learning (DL) approaches have enhanced MLs dramatically in terms of
learning and extracting crucial features from the data that are required for more accurate
pattern detection [9]. The aspiration of DL algorithms comes from the operational structure
of the human brain [10] and is capable of processing high dimensional data such as images,
video, etc. It reduces our burden for performing complex tasks such as pattern recognition,
classification, disease detection, and language analysis [6,7,11,12]. Recently, it has also
been rigorously used in the Agri-domain, especially for the detection of plant disease; crop
prediction; plant categorization; pest range; and pesticide impact assessment [1,6,13,14].

Within DL, the convolutional neural network [10], defined as ConvNet or CNN, is a
category of DL algorithm that utilizes data with a matrix, such as an image by extracting
different features. Feature extraction transforms plain data into numeric values that can be
processed for further analysis [2,15]. Moreover, the CNN model is widely used for plant
disease detection with reasonable accuracy [12]. However, DL models need a large dataset
to learn and decide. In this scenario, transfer learning (TL) plays an important role via the
transfer of proficiency from a related concept to a new problem [1]. It raises fast progress
or boosted execution when modeling the next task. In TL, we reuse a pre-trained method
as the beginning point for a model on a new assignment. In this research, we introduce a
hybrid model of TL and CNN. A hybrid algorithm is a technique that converges two or
more other techniques together that solve the exact issues [2]. Here, we want to use the TL
model to extract features and then apply CNN techniques for classification from sunflower
disease on a small dataset [16].

To make the DL models trustworthy, we need something to analyze and explain the
outcomes. Explainable artificial intelligence (XAI) can serve our purpose in this regard;
it refers to a group of methods and plans that enable people to comprehend and have
confidence in the outcomes of machine learning methods that are opaque. We also em-
ploy an XAI approach that seeks clarity on how the model operates by defining model
precision, impartiality, clarity, and consequences in decision-making driven by AI [17].
To examine the model without affecting its efficiency, the method employs post hoc and
intrinsic methods after training. A widely used explainable artificial intelligence method
called local interpretable model-agnostic explanations (LIME) is adopted to explain the
functioning of ML and deep learning (DL) models by providing localized, model-agnostic
interpretations [18,19].

A few studies in the literature [1,2,20] deal with the recognition of sunflower diseases
using DL/ML algorithms, and current studies have not explained the outcomes of the mod-
els with intelligent tools. Moreover, there is still scope to improve the disease recognition
rate to promote sunflower production. Hence, there is an urgent need to do more research
in the domain. This study uses a hybrid DL technique to effectively detect sunflower
diseases from a small dataset. It investigates the effectiveness of eight different hybrid
algorithms in combination with a CNN, uses TL algorithms for feature extraction and CNN
for classification, and evaluates the performance of the proposed approach in different
standard parameters and compares it with other state-of-the-art approaches. Moreover, this
research introduces the use of LIME to identify significant features of correctly classified
samples and misclassified images. It provides insights into the inner workings of the model,
contributing to the interpretability of DL models. The overall contributions of this paper
are as follows:

• We proposed a hybrid model with a TL and a DL framework using a small dataset for
detecting sunflower diseases.
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• This research evaluates the proposed model using different diversified metrics such as
precision, recall, confusion matrix (CM), F1-score, accuracy, Hamming loss, Matthews
coefficient, Jaccard score, and Cohen’s kappa.

• This research justifies the proposed model by differentiating it from other state-of-the-
art models using precision, recall, and accuracy metrics.

• This research analyzes the model using explainable AI frameworks such as LIME.

This paper has the following sections. Section 2 presents related studies based on
plant disease detection, while Section 3 explains the process and methods used in this study.
Section 4 presents the results of the proposed approach, a comparison, and a discussion.
We conclude the paper in Section 5.

2. Related Work

In [1], the authors proposed a hybrid model by ensembled VGG16 and MobileNet.
The authors collected images of four sunflower diseases from Google. The model VGG-16
has 81% accuracy, and MobileNet has 86% accuracy. Inception_V3, DenseNet-121, AlexNet,
CNN, ResNet-50, ResNet-101, ResNet50V2, and VGG-16 have also been adopted. The mod-
els provided the best result when in combination. The work presented in [2] is the primary
research of [1], where they used MobileNet, AlexNet, InceptionV3, and DenseNet121.
In [20], the authors proposed a method for classifying four types of sunflower diseases.
In [1,2], the authors applied stacking ensemble learning with the VGG-16 and MobileNet
architectures on a dataset of size 329. Similarly, in [2], the authors compared six different
models in this dataset . In contrast, ref. [20] used a larger dataset of size 650, which they
preprocessed by resizing, converting color, and enhancing contrast. They found that ran-
dom forest provided the best results, although they did not provide an explanation of the
significant features used by the model. Leaf scars, leaf rust, gray mold, downy mildew,
and disease-free samples were present in a dataset they collected [16].

A study [21] proposed a hybrid deep learning-based framework for detecting mul-
tiple diseases in guava leaves in real time. They used modified MobileNetV2, U-Net,
and YOLOv5 models and were trained and validated on two self-collected datasets. The re-
sults showed that the framework could detect five distinct disease classes with an average
accuracy of 73.3%. In [14], the authors investigated the effectiveness of pre-trained clas-
sification models and transfer learning to improve results in the urban planter dataset,
consisting of fifteen urban plant species.

This study [17] utilized a machine-vision-based algorithm and hyperspectral tech-
niques to detect apple pesticide residues. They obtained the region of interest and hyper-
spectral images of the apples and added noise to expand the dataset. Finally, they used
a convolutional neural network to detect pesticide residues. The technique is considered
fast, effective, and low-cost, providing a helpful tool for pesticide residue detection in
post-harvest apples. A study was conducted to identify apple leaf diseases of six kinds
in [22]. The authors used DenseNet-121, regression, and multi-label classification, focusing
on the loss function. Their proposed methods achieved significant accuracy, with values
above 93%.

The authors of [23] focused on developing an agro-medical system for recognizing
diseases of jackfruit in Bangladesh. The system uses digital images taken with an edge
device and K-means clustering segmentation to mark disease-affected regions, extract
features, and classify diseases using classification methods. The study addresses the
challenges of disease detection and classification and evaluates the performance of the
classifiers using various performance metrics.

The study [24] developed a papaya disease identification system to assist distant
agronomists with cultivation. It addresses the challenges of disease detection and classi-
fication using an expert system based on machine vision. The system achieved over 90%
classification accuracy, demonstrating its potential as a tool for papaya disease recognition.

The authors submitted a deep CNN model for plant disease identification with a
dataset of 39 different classes of plant leaves images in [25]. They gained 96.46% identifica-
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tion accuracy, higher than traditional machine learning approaches and better than popular
transfer learning methods.

In [26], the authors proposed a system for detecting sunflower diseases by segmenting
and classifying sunflower leaf images. The system uses particle swarm optimization for
leaf image segmentation and different classification techniques for disease recognition.
The experiments showed satisfactory results, achieving an average accuracy of 98%, outper-
forming the state-of-the-art approaches. However, the preliminary limitation of the system
is the requirement for speedy image segmentation.

The authors of [27] developed a CNN-based model to identify apple diseases. The pro-
posed ML method was compared to traditional ML algorithms and pre-trained models
(InceptionV3 and VGG16) and was found to be more accurate, faster, and require less space.
The proposed model achieved an accuracy of 99%.

Using a single plant leaf image, a deep neural network structure for end-to-end plant
disease diagnosis is proposed in [28]. They used U-Net to separate the leaves from the
background and a two-head network that extracted features from pre-trained models to
recognize plant diseases. They achieved an accuracy of 87.45% for disease recognition.

The authors developed an efficient disease detection system for tomato plants using
computer vision and deep learning in [29]. Their work focused on three diseases: target
spot, leaf miner, and Phoma Rot of tomatoes. The system used two models: an F-RCNN-
trained anomaly identification model with a confidence value of 80% and a transfer learning
disease recognition model with 95.75% accuracy. The automated image-capturing system
was tested in natural conditions and achieved an accuracy of 91.67% in recognizing diseases
of tomato leaves. The article [30] highlights the importance of agriculture in India and how
plant diseases can lead to a significant loss in agricultural production. Manually identifying
plant diseases is challenging due to time limitations and disease diversity, and there is a
need for automatic disease detection. The article presents a study that uses transfer learning
to train an EfficientNet B7 deep architecture on grape plant images to detect four types of
diseases: leaf blight, black rot, stable, and black measles. The study uses a logistic regression
technique to down-sample the collected features and identify the most discriminant traits.
The proposed technique achieves an accuracy of 98.7% using state-of-the-art classifiers
after 92 epochs. The article concludes by suggesting the proposed technique’s effectiveness
for plant disease identification in grapevines and provides a fair comparison to existing
procedures. The research [31] discusses the negative impact of weeds on crop quality and
yields and how traditional weed removal methods are time-consuming and challenging.
The study proposes a deep convolutional neural network-based Inception V4 architecture
approach for identifying weed density in soya bean crop fields using RGB weed and crop
images. The study uses data cleaning to eliminate background and foreground vegetation
and vegetation segmentation to identify the weed-density area, which is a significant
challenge. The approach is validated using the crop weed field image dataset (CFWID) and
achieves an accuracy of 98.2% using 4384 weed images. The proposed approach has been
generalized to different weed species in the soya bean crop, with precision, recall, and F1
scores of 97%, 99%, and 98%, respectively. The study [32] discusses the importance of
agriculture in a country’s economy and the need for better crop yields. Deep learning (DL)
techniques have been successful in image recognition, but they require large datasets to
prevent overfitting. Image augmentation techniques such as rotation, zoom, and shift can
generate new images from the original set, but they do not necessarily improve classification
accuracy. The article proposes two new algorithms, IPTA and IMHSA, to address the issue
of limited dataset and overfitting in convolutional neural network models. The proposed
approach involves transforming original images into augmented ones using an adaptive
supervised learning approach and unsupervised RGB image segmentation. The article
presents experimental results that demonstrate that the proposed approach improves
the performance of the convolutional neural network model and solves the overfitting
problem, resulting in better classification accuracy of RGB images. Anand Muni Mishra et al.
discuss [33] the growing popularity of automating agricultural food production to detect and
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identify weeds in crops. Weeds compete for nutrients, space, and resources with target crops,
and their growth rate is assessed in different types of soil in the rabi crop field. The study
collected weed image data from ten different rabi crops and ten different weeds in three different
locations in Madhya Pradesh, India using Intel Real Sense LiDAR and Canon digital cameras.
The collected images were used to train and validate two deep learning models, EfficientNet-B7
and Inception V4, with 97% and 94% accuracy, respectively. The study found that EfficientNet-
B7 outperformed Inception V4 in terms of weed classification accuracy. Previous studies have
primarily focused on utilizing large datasets or data augmentation techniques in their research.
Unfortunately, there is currently a lack of research on the topic of sunflower disease. To address
this gap, we have leveraged the advancements in deep learning to develop a sunflower disease
detection system that can support the agriculture industry. The summary of the related works is
illustrated in Table 1.

Table 1. Summary of the related works.

Paper Year Crop and Number of Data (Images) Methods and Results

[1] 2022 Sunflower, 329 VGG-16 + MobileNet, accuracy 89.2%

[2] 2021 Sunflower, 329 VGG-16 + MobileNet, accuracy 89.2%

[20] 2021 Sunflower, 650 Random forest, accuracy 90.68%

[21] 2023 Guava Leaf, 1196 GIP-MU-Net model, 92.41% accuracy

[14] 2022 urban planter, 1500 DenseNet201, 96% accuracy

[17] 2019 Apple, 72 CNNS, Recognition rate 99.09%

[22] 2022 Apple leaf, 2462 DenseNet-121, accuracy 93.71%

[23] 2022 Jackfruit, 480 Random forest, accuracy 90%

[24] 2022 Papaya, 243 SVM, accuracy 95.2%

[25] 2019 Plant leaves, 61,486 Deep CNNs, accuracy 96.46%

[26] 2019 Sunflower leaf particle swarm optimization, 98%

[27] 2019 Apple’s leaf, 2486 Faster Convolution Neural Network, 99%

[28] 2019 Plant Leaves, 40,000 U-Net, 98%

[29] 2018 Tomato Plant Leaf, 4923 Alexnet, accuracy 95.75%

[30] 2022 Grape leaves, 16,579 EfficientNet B7, accuracy 98.7%

[31] 2022 Soya bean, 4384 Inception V4, accuracy of 98.2%

[33] 2022 Weed, 3670 IEfficient Net-B7, accuracy of 97%

Our approach is designed to minimize training time complexity, which we achieve
by utilizing transfer learning techniques and a small dataset specific to sunflower disease.
Transfer learning has been shown to reduce the training time required for deep learning
models while maintaining high accuracy in disease classification tasks. In transfer learning,
a pre-trained model is used as a starting point for a new task, allowing the new model to
inherit some of the pre-trained model’s learned features. This approach can be particularly
beneficial for medical image analysis tasks, where large labeled datasets are often difficult to
obtain. A study [34] applied transfer learning to classify chest radiographs for pneumonia
detection. The authors used a pre-trained DenseNet-121 model and fine-tuned it on a
dataset of chest radiographs. They found that transfer learning significantly reduced the
training time compared to training the model from scratch, while still achieving high
accuracy in pneumonia detection.
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3. Materials and Methods

The working process of the submitted terminology is presented in Figure 1. The pro-
cess consists of two major steps, namely, data preprocessing and application of the hybrid
DL model. The details of each of these steps are described in the subsequent subsections.

Sunflower
dataset 

Image resizing

Gaussian Blur

Fast Nl Means
Denoising 

Colored

ConvertScaleAbs

Split train and
test data

Evaluate
Results

Simple
CNN

VGG19 +
CNN

VGG16 +
CNN

Inception
v3 + CNN

Resnet v2 +
CNN

 Mobilenet
+ CNN

Mobilnet v2
+ CNN

Densenet201
+CNN

Data preprocessing

Error
Analysis

Xception +
CNN

Apply algorithms

Analysis the model
with the Explainable

Ai

COLOR
BGR2RGB

Image resizingImage resizing

Figure 1. The entire working process of the proposed research.

3.1. Dataset

We collect the dataset from [16]. The dataset contains 467 images of fine and infected
sunflower leaves and flowers with downy mildew 72, gray mold 120, downy mildew
141, and fresh leaves 134 instances. The images of size 512× 512 were collected in Novem-
ber 2021; the location was Bangladesh Agricultural Research Institute—BARI at Gazipur.
The samples of different categories of images from the dataset are presented in Figure 2.
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(a) (a') (b) (b')

(c) (c') (d) (d')

Figure 2. Sample dataset—(a,a’) downy mildew, (b,b’) gray mold, (c,c’) leaf scars, and (d,d’) fresh leaf.

3.2. Data Preprocessing

We use different preprocessing techniques in this work, and they are discussed briefly
as follows. After applying the preprocessing techniques on all the images, we obtained the
preprocessed images, and the samples are shown in Figure 3.

• Image Resizing: The images have been resized from 512× 512 pixels to 150× 150 pixels.
• Color Conversion: By default, OpenCV reads images in BGR format using imread().

The cvtColor() method can be used to convert BGR to RGB, and vice-versa [35].
• Image Blurring: GaussianBlur is a function in OpenCV that uses a Gaussian filter

to smooth an image by replacing each pixel value with the average of surrounding
pixels. It reduces image noise and detail, making it a common pre-processing step for
computer vision tasks such as edge detection [35].

• Image Denoising: fastNlMeansDenoisingColored is a function in OpenCV for denoising
colored images. It is based on the non-local means denoising algorithm, which can
effectively remove noise from images while preserving the details. It is fast and can be
used for real-time applications [35].

• Scaling and Converting convertScaleAbs is a function in OpenCV that scales and cal-
culates the absolute values of a matrix/array. It converts the result of mathematical
operations into a visually displayable representation and is often used to adjust image
brightness, contrast, and other properties in image processing and computer vision
tasks [35]. We have used α = 1.00 and β = 0 for brightness control and contrast
control, respectively.

After preprocessing, the dataset has been split into two sections—training and testing
data sets, with 80% of the data used for training and the remaining 20% used for testing.
The sample number in different categories for training and test data is illustrated in Figure 4.
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Resizing images
as 150x150

Original Image

Apply COLOR_BGR2RGB, GaussianBlur,
fastNlMeansDenoisingColored, convertScaleAbs

Figure 3. The preprocessed images from the original.

Name of classes

0

25

50

75

100

125

Downy mildewFresh LeafGray moldLeaf scars

Train size Test size

Train size and Test size of the classes

Figure 4. Number of samples for different classes.
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3.3. The Architectures of Convolutional Neural Network (CNN)

DL became an influential tool for its capacity to regulate an enormous number of
data. Pattern recognition is one of the sustainable applications of DL. CNN is one of
the widespread methods of DL, which is most commonly applied in visual metaphors.
The basic CNN structure is presented in Figure 5.

Convolution LayerInput Layer Pooling Layer

1 8 2 3

4 5 1 1

2 4 5 7

3 5 7 7

Figure 5. The structure of CNN.

In CNNs, the kernel is applied to convolutional layers on the original image or other
feature maps. These layers are defined by different parameters, the most important of
which are the number and size of kernels. Convolution is a mathematical process that
creates a third function by combining two operations. The process is demonstrated partially
in Figure 6, where a 2× 2 kernel is put to an input sample image to produce the convolved
feature, which is then passed on to the next layer. CNNs are composed of many layers of
artificial neurons, which are mathematical methods that determine the weighted sum of
inputs and produce an activation value. The first layer in a ConvNet extracts basic features,
such as horizontal edges, which are then passed on to subsequent layers that detect more
complex features. The number of features in each dimension in a CNN is determined by
the kernel, padding, and stride size. Padding is the number of pixels added to the image.
Stride is the adjustment of the kernel’s action on the image.

c

1

1

1 1 1

2 2

2 2
c

1 1

1 1

1 1

1 1

Input Image  Kernel Convoluted Feature
Figure 6. Convoluted feature calculation for a particular portion.

A CNN has multiple layers of artificial neurons that produce the weighted sum of
sample inputs and determine an activation value. The first layer extracts basic features,
such as edges, and passes them on to subsequent layers to detect more complicated features.
However, CNN cannot directly understand which maps a feature looks at and how large the
region is. Each feature is found at the center of its input space when the dimensions of each
feature map are specified and equal to the dimensions of the input data. The convolution
operation is commonly used to calculate the feature map in a convolutional layer and is
defined as follows [36,37]:

yij = ∑
k,l

xkl · wij,kl + bij (1)
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where yij is the esteem of the feature map at position (i, j), xkl is the value of the input at
area (k, l), wij,kl is the weight of the filter at area (i, j, k, l), and bij is the bias term for the
feature map at area (i, j).

The pooling layer reduces the spatial dimensions of the convolved feature, which
reduces the computational power needed to process the data. We use max-pooling in this
research. Max pooling picks the highest pixel value from the part of the image covered by
the kernel or filter, as shown in Figure 7. Max pooling also acts as a noise filter, discarding
noisy activations and reducing noise through dimension reduction. The dense layer, a part
of the convolutional neural network (CNN), receives input from the preceding layer and
is utilized to categorize pictures based on the results generated by convolutional layers.
The dropout layer is a filter that blocks some neurons from contributing to the following
layer while allowing others to operate unaltered. Flattening is the procedure of modifying
data into a 1D array so that it may be passed to the next layer. The final layer flattens the
convolutional layers to create one feature vector linked to the ultimate classification model,
the fully connected layer.

The study implemented a simple CNN model to evaluate classification performance.
This model included a convolutional layer, a pooling layer (either max or average), and an
utterly connected layer. In the CNN, the activation function changes the weighted sum of
sample inputs from a node into an output in a network layer. The architecture of a simple
CNN is shown in Table 2.

This describes the output sizes and parameter calculations for three convolutional
layers in a neural network. The first layer is a kernel size of 3 × 3 and of 32 filters, and
it produces an output shape of (148, 148, 32) after max-pooling. The second layer is similar
and produces an output shape of (74, 74, 32). The third layer has a smaller output shape of
(17, 17, 32) and produces 9248 flattened outputs.

2 3 2  5

4 9 8 7

1 2 5 7

4 3 1 2

9 8

4 7Max Pooling





Figure 7. Max pooling computation.

Table 2. The architecture of CNN.

Variable Value

Input Size 150, 150, 3

Kernal Size 3, 3

Pool size (Maxpooling2D) 2, 2

Dropout 0.2

Activation Function Relu, Softmax

We have also applied a simple CNN with the extracted feature in the hybrid model.
We have achieved the features through transfer learning.
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3.4. Transfer Learning Model as Feature Extractor

TL is a strategy for predictive modeling on a separate but similar situation that can
then be reapplied partially or entirely to accelerate the activity and improve the execution
of a model on the situation of interest. It reuses the weights in one or multiple layers from a
TL network model in a further model and either maintains the weights specified, fine-tunes
them, or adjusts the weights completely when training the model. TL has a lower training
time for a neural network, and there is a lower abstraction error.

In our work, we use the pre-trained models, namely, Xception, VGG16, VGG19,
InceptionV3, MobileNet, MobileNetV2, ResNet, DenseNet121, and DenseNet201, as feature
extractors and then created a hybrid model with a single flattened layered CNN model for
the categorizing purpose. The working process of the hybrid model is shown in Figure 8.
The following subsections briefly describe the pre-trained models used in our work.

Pre-trained
model for
Features

Extraction

Input Image 150 x 150 Feature Extraction Extracted Feature x, y, z

 In
pu

t S
ha

pe
 (x

,y,
z)

Flatten DenseDense

50
, R

elu

6, 
So

ftm
ax

Convolution Neural Network

Figure 8. This is how the hybrid models work.

3.4.1. VGG19 and VGG16

The researcher used deep CNN with up to 19 weight layers to classify images in the
ImageNet challenge dataset and found that increased depth improved accuracy [38]. They
used the VGG19 model for feature extraction and achieved the best accuracy at epoch
11. They used mini-batch gradient descent and a batch size of 256, they regularized the
activity with weight decay and dropout regularization, and they used a learning rate of
10−2. The VGG19 architecture has three additional deep convolution layers compared to
VGG16, with the numbers 16 and 19 indicating the number of weight layers in the CNN.
The training process ended after 74 epochs and 370K iterations.
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3.4.2. InceptionV3

The Inception model addresses issues in deep neural networks, such as overfitting and
computational cost, using kernel transformations and smart factorization [39]. The Incep-
tion Net V3 uses the RMSProp optimizer, BatchNorm, and Label Smoothing. The combina-
tion of InceptionV3 + CNN and VGG16 + CNN achieved the best training time accuracy at
epoch eight and had a faster training time than other models in the study. Table 2 illustrates
the other training time accuracy results.

3.4.3. Xception

The Xception is a deep learning model that uses 36 convolutional layers for feature
extraction and includes linear residual connections in 14 modules. It has a linear stack of
depthwise separable convolution layers with residual connections, making it easy to define
and modify [39]. The model extracted 38,400 features from an input shape of (5, 5, 1536),
with 1,920,356 trainable parameters. Xception + CNN achieved the best training accuracy at
ten epochs. The extracted features were fed into a flatten layer in the same neural network
architecture as previous models.

3.4.4. ResNetV2

The ResNet architecture is a neural network with 34 layers inspired by VGG-19. Keras
provides pre-trained ResNet V1 and V2 models with 50, 101, or 152 layers. ResNet V2
with 152 layers was used in the system, achieving the best training accuracy at epoch 10.
ResNet152V2 was also used in the research, and the extracted features were implemented
on a CNN. ResNetV2 operates batch normalization before each weight layer, and utiliz-
ing ResNet has greatly improved neural network implementation with more layers [39].
The number of features extracted from the pre-trained model is displayed in Table 3.

Table 3. The features number.

Name of the Methods Features

VGG19 + CNN 8192

Inception + CNN 2880

Xception + CNN 38,400

ResNetV2 + CNN 12,800

MobileNet + CNN 5120

DenseNet201 + CNN 2048

MobileNetV2 + CNN 5120

VGG16 + CNN 41,472

3.4.5. MobileNet and MobileNetV2

MobileNet is a neural network that uses depthwise separable convolutions except for
the first layer, which is a full convolution. It has 28 layers, with batch normalization and
ReLU activation after each convolutional layer. Downsampling is achieved through stride
convolution, and a global mean pooling layer is used to reduce the spatial resolution to
1 before the fully connected layer. MobileNetV2 is similar to the original MobileNet but
employs inverted residual blocks with bottleneck features and has fewer parameters [39].
MobileNet can support any sample input dimension greater than 32 × 32, and larger image
sizes can result in better results. MobileNetV2 extracted 5120 features, with the input shape
for the single flattened layer being (4, 4, 320), and the number of trainable parameters was
256,356. Table 4 shows the number of trainable parameters of all the models.
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Table 4. The number of trainable parameters.

Name of the Methods Trainable Params

Simple CNN 1,204,038

VGG19 + CNN 409,956

InceptionV3 + CNN 144,356

Xception + CNN 1,920,356

ResNetV2 + CNN 640,356

MobileNet + CNN 819,556

DenseNet201 + CNN 102,756

MobileNetV2 + CNN 256,356

VGG16 + CNN 2,073,956

3.4.6. DenseNet201

DenseNet is a deep learning architecture designed to address the issue of decreased
accuracy in deep neural networks [39]. It uses efficient connections between layers to make
networks deeper and easier to train. DenseNet201 was used for feature extraction in a CNN
with an input layer shape (4, 4, 128), achieving high accuracy at epoch 26. DenseNet-121 is
a model in the DenseNet family specifically designed for image classification. DenseNet
uses dense blocks to connect all layers directly with each other and has been shown to
have better feature representation and computation efficiency than ResNet with fewer
parameters. However, DenseNet requires high-quality GPU memory for concatenation
operations, which can be reduced through memory-efficient implementation.

3.5. Local Interpretable Model-Agnostic Explanations (LIME)

XAI is an area of AI that focuses on creating AI systems that can provide human-
understandable explanations for their predictions or decisions [40]. One common approach
for making AI models more explainable is LIME. This is a process used to explain the
predictions made by machine learning models, including image classification models [41].
LIME achieves this by temporarily replacing the complex model with a simpler, more
interpretable model for a particular instance. This approximation is accomplished by
assigning varying weights to the instance’s features based on their significance to the
prediction. The weights are determined through an optimization process that maximizes
the correspondence between the complex and approximating models.

The equation of LIME is given by [41]:

L(x, f , π) =
d

∑
i=1

πi(x) fi(x) + C|π|1 (2)

where x is the instance being explained, f is the approximating model, π is the feature
importance weights, d is the number of features, and C is a regularization parameter.
The first term in the equation is the weighted sum of the features, and the second term is
the regularization term that encourages sparsity in the feature weights. The optimization
problem is to find the weights π that minimize the difference between the predictions of
the black-box model and the approximating model for the instance x.

LIME is a technique that generates a simple and interpretable model for a specific
image to explain the predictions of a complex image classification model. This is achieved
by assigning different weights to the pixels based on their relevance to the prediction and
creating an approximation through an optimization process. The most significant features
can then be identified and visualized through a heatmap, with the most important pixels
highlighted as the explanation for the image classification.
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4. Results and Discussion

In DL image classification, performance evaluation is carried out by monitoring
training loss and accuracy. Training loss measures the error made by the model while
predicting training data and is minimized by adjusting the model’s parameters. Training
accuracy represents the proportion of exact predictions the model makes on the training
data. It helps detect overfitting, where the model memorizes the training data but cannot
derive new data.

These deep learning models were evaluated for achieving 100% training accuracy
on a given dataset as Table 5. The results revealed that the number of epochs required to
reach this level of accuracy varied across models. Specifically, the simple CNN model took
20 epochs, while VGG19 + CNN, InceptionV3 + CNN, Xception + CNN, and ResNetV2 + CNN
required significantly fewer epochs, taking only 11, 8, 10, and 10 epochs, respectively.
The DenseNet201 + CNN model took 24 epochs, while the MobileNet + CNN and Mo-
bilnetV2 + CNN models required 39 epochs to reach 100% accuracy. The VGG16 + CNN
model required 8 epochs to achieve perfect training accuracy. Figure 9 presents the training
accuracy and training loss against the number of epochs for all of the considered models.
The figure shows that the models achieve the best fit at lower epochs, which suggests a
better balance of model complexity and fitting and might be less prone to overfitting than
in the other models. However, further testing and evaluation of validation and test data
are necessary to confirm this conclusion.

The confusion matrix is a commonly used metric in image classification that allows us
to evaluate the performance of a model by distinguishing between correctly classified and
misclassified images belonging to different classes [36]. This metric is useful for calculating
overall accuracy, identifying class imbalances and obtaining a detailed breakdown of
a model’s performance for individual classes. In Figure 10, this research presents the
confusion matrices of the considered models for all the classes. The results indicate that
the VGG19 + CNN model outperforms other models in classifying images. Specifically,
the VGG19 + CNN model correctly classifies all samples of the fresh leaf and gray mold
classes (27 and 15 samples), while some misclassifications may occur due to the similarity
in patterns among other classes.

Precision, recall, F1-score, and accuracy are commonly used performance metrics in
evaluating image classification models. These metrics provide a quantitative assessment
of the models for accurately classifying images. The standard mathematical is used to
evaluate these metrics as follows: true positive (TP), false positive (FP), true negative (TN),
and false negative (FN).

precision =
TP

TP + FP
(3)

recall =
TP

TP + FN
(4)

F1-Score = 2× precision× recall
precision + recall

(5)

accuracy =
TN + TP

TP + FP + FN + TN
(6)
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(c) (d)

(e) (f)

(a) (b)

(g) (h)

(i)

Figure 9. Training accuracy and training loss: (a) Simple CNN, (b) VGG19 + CNN, (c) InceptionV3 +
CNN, (d) Xception + CNN, (e) ResNetV2 + CNN, (f) MobileNet + CNN, (g) DenseNet201 + CNN,
(h) MobileNetV2 + CNN, and (i) VGG16 + CNN.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 10. Confusion matrix: (a) Simple CNN, (b) VGG19 + CNN, (c) InceptionV3 + CNN, (d) Xcep-
tion + CNN, (e) ResNet v2 + CNN, (f) MobileNet + CNN, (g) DenseNet201 + CNN, (h) MobileNetV2
+ CNN, and (i) VGG16 + CNN.

We show the mean classification precision, recall, F1-Score, and accuracy of all of the
considered models for four classes in Table 6. It reveals that the VGG19 + CNN model
achieves better precision, recall, F1-Score, and accuracy than any of the other models, and
the values are 93%, 93%, 93%, and 93%, respectively. Here, an F1-Score of 93% suggests
a good balance between precision and recall. Moreover, the model can correctly predict
classes in 93% of cases. Moreover, the InceptionV3 + CNN model exhibits poor results
among the models, as well as average values of precision, recall, F1-Score, and accuracy are
79%, 78%, 78%, and 78%, respectively.
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Table 5. The number of epochs.

Name of the Methods Epochs

Simple CNN 20

VGG19 + CNN 11

InceptionV3 + CNN 8

Xception + CNN 10

ResNetV2 + CNN 10

MobileNet + CNN 39

DenseNet201 + CNN 24

MobilnetV2 + CNN 39

VGG16 + CNN 8

Table 6. Average classification precision, recall, F1-Score, and accuracy.

Name of the Model Precision (%) Recall (%) F1-Score (%) Accuracy (%)

Simple CNN 81 80 79 78

VGG16 + CNN 81 79 80 78

InceptionV3 + CNN 79 78 78 78

Xception + CNN 86 86 86 80

ResNetV2 + CNN 88 87 87 84

MobileNet + CNN 87 84 85 84

MobileNetV2 + CNN 86 84 85 85

DenseNet201 + CNN 80 81 81 87

VGG19 + CNN 93 93 93 93

Hamming loss (HL) [42], Matthews correlation coefficient (MC) [43], Jaccard score
(JS) [44], and Cohen’s Kappa (CK) [45] are also some of the prominent evaluation metrics
used for evaluating models in multiclass image classification problems. Hamming loss
measures the average number of incorrect class predictions a classifier makes, whereas
MC considers a classifier’s number of TP, FP, TN, and FN predictions. The Jaccard score
measures the similarity between the predicted class labels and the actual class labels. It
is defined as the size of the intersection divided by the size of the union of the expected
and actual class labels. Moreover, Cohen’s kappa assesses the consistency between the
predicted and actual class labels while considering the agreement that may occur by chance.
These metrics can be defined as follows:

HL =
1
n

n

∑
i=1

I[yi 6= ŷi], (7)

where n is the total number of samples, yi is the true label for the ith sample, and ŷi is the
predicted label for the ith sample.

MC =
(TN × TP− FN × FP)√

(FP + TP)× (FN + TP)× (FP + TN)× (FN + TN)
. (8)

JS =
|A ∩ B|
|A ∪ B| (9)
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where A and B are the sets of predicted and actual class labels, respectively, and |S|
represents the number of elements in set S.

CK =

(
Po − Pe

1− Pe

)
, (10)

where Po is the agreement between the predicted and actual class labels and Pe is the
agreement that is expected to happen.

We present the value of Hamming loss, Matthews correlation coefficient, Jaccard
score, and Cohen’s kappa for different models in Table 7. The table reveals that the
VGG19 + CNN model provides the lowest HL value but the highest MCC, JS, and κ
values; the values are 7%, 90%, 86%, and 90%, respectively. The HL value suggests that
this model incorrectly predicts 7% of the cases, which is similar to the accuracy of the
model as mentioned above. The MCC of 90% indicates strong agreement between the
predicted and the actual labels. Moreover, the JS and κ values also suggest a similar
conclusion between the prediction and the actual value, which indicates the consistency
of the model. The HL of VGG19 + CNN is 6% lower than ResNetV2 + CNN, which is the
second lowest and 15% lower than VGG16 + CNN and InceptionV3 + CNN, which are
the worst. In the case of MCC, VGG19 + CNN shows 7% better than ResNetV2 + CNN,
which is the second highest and 20% better than VGG16 + CNN and InceptionV3 + CNN,
which are the lowest. Moreover, VGG19 + CNN gives 9% and 7% higher values of JS and
κ, respectively, than that of ResNetV2 + CNN, which is the second highest in both the
metrics. Moreover, these values are 23% and 20% better for VGG19 + CNN than those
of both VGG16 + CNN and InceptionV3 + CNN, which exhibit the lowest values. In this
study, several performance metrics were used to evaluate the performance of various deep
learning models for recognizing diseases in sunflower plants. These metrics included
precision, recall, F1-score, accuracy, Hamming loss, Matthews coefficient, Jaccard score,
and Cohen’s kappa. The results showed that the VGG19 + CNN model outperformed all of
the other models in terms of these metrics. Specifically, the VGG19 + CNN model showed
higher precision, recall, F1-score, accuracy, and Cohen’s kappa than the other models.

Table 7. Value of Hamming loss, Matthews Correlation coefficient, Jaccard score, and Cohen’s Kappa.

Name of the Methods HL (%) MCC (%) JS (%) CK (%)

Simple CNN 21 72 65 71

VGG16 + CNN 22 70 63 70

InceptionV3 + CNN 22 70 63 70

Xception + CNN 15 80 74 80

ResNetV2 + CNN 13 83 77 83

MobileNet + CNN 16 77 72 78

MobileNetV2 + CNN 16 77 72 78

DenseNet201 + CNN 20 73 66 73

VGG19 + CNN 7 90 86 90

Moreover, the VGG19 + CNN model was found to have a lower Hamming loss and a
higher Matthews coefficient and Jaccard score than the other models. This indicates that the
VGG19 + CNN model was better at predicting the presence or absence of multiple diseases
at the same image and had higher agreement with the ground truth labels.

Overall, these results suggest that the VGG19 + CNN model is a promising approach
for recognizing diseases in sunflower plants. However, it is important to note that fur-
ther studies are needed to validate these findings on larger datasets and under differ-
ent conditions.
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4.1. Comparison with the Existing Works

We show a comparison with [20] considering the same dataset [16] with the same
classes in Table 8. The table indicates that the presented VGG19 + CNN model achieves
better results in terms of precision, recall, and accuracy metrics than all the models of [20].
It reveals that the proposed model achieves 22.09%, 45.06%, 14.32%, 40.35%, and 35.85%
better precision than LR, NB, RF, J48, and K-star, respectively. In the case of recall and
accuracy, the proposed model attains 24.82%, 48.50%, 16.07%, 42.39%, and 35.19%, as
well as 5.65%, 14.77%, 2.15%, 13.17%, and 11.55%, respectively, compared to LR, NB, RF,
J48, and K-star. Moreover, the proposed approach obtains better accuracy than the other
works [1,2] in the domain, which also utilize DL algorithms on a different small sunflower
dataset. In this scenario, the proposed approach achieves 3.80% better accuracy than both
of the mentioned works.

Recent studies have shown that DL models outperform traditional ML techniques
in various image recognition tasks. For example, a study conducted by researchers at
Google found that a DL model outperformed traditional ML models on a large-scale image
recognition task, achieving a top-5 error rate of 6.70%, compared to 26.20% for traditional
ML models [46]. Another study conducted by researchers at Microsoft found that a DL
model achieved state-of-the-art performance on a large-scale image recognition dataset,
achieving a top-1 error rate of 3.57% [47]. DL has shown superior performance in image
recognition tasks due to its ability to learn hierarchical features and handle a large number
of data. These advantages have been demonstrated in various studies, and the continued
advancements in DL are expected to drive further improvements in image recognition
accuracy. TL has shown superior performance in terms of image recognition compared to
traditional ML techniques due to its ability to efficiently use pre-trained models, utilize
complex deep neural network architectures, and help with overfitting. TL enables us
to fine-tune pre-trained models on smaller, task-specific datasets, reducing the time and
resources required for training a new model from scratch. Additionally, pre-trained models
provide a starting point for the model that has already learned to generalize well on a large
and diverse dataset. A study conducted by researchers at Google found that TL using
pre-trained CNNs was an effective way to improve the accuracy of DL models for image
recognition tasks, particularly for datasets with limited training data [48]. The results of
this research, which combines VGG19 and CNN, are better than existing methods of [20]
even with a small dataset. Specifically, the proposed approach improves precision, recall,
and accuracy by 14.32%, 16.07%, and 2.15%, respectively, compared to random forest and
perfomrs far better than other approaches of [20]. The combination of VGG19 and CNN
can create a deep neural network architecture that is well-suited for image recognition
tasks. VGG19 is a DL model that is pre-trained on a large dataset and has learned to extract
essential features from raw image data. Using VGG19 for feature extraction enables the
model to identify important patterns and features that might not be easily detected by
traditional machine-learning techniques. The CNN used in the hybrid approach is capable
of learning multiple levels of abstract representations from the extracted features, which
can help capture more nuanced and complex relationships in the data. This can lead to
higher accuracy in image recognition tasks. TL techniques used in this hybrid approach
can help reduce the amount of time and the number of resources required for training a
new model from scratch, and they can also improve the generalization ability of the model.
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Table 8. Comparison with the previous method.

Compared Models Precision (%) Recall (%) Accuracy (%)

Logistic regression (LR) [20] 70.91 68.18 87.35

Naive Bayes (NB) [20] 47.94 44.50 78.23

Random Forest (RF) [20] 78.68 76.93 90.85

J48 [20] 52.65 50.61 79.83

K-star [20] 57.15 57.81 81.45

Proposed Model (VGG19 + CNN) 93.00 93.00 93.00

4.2. Explainability with AI

LIME works by generating a simple, interpretable explanation for a prediction by
training a linear model on perturbed versions of the input data. The idea is to generate a
large number of perturbed samples that are similar to the original input and then to train a
simple model on these perturbed samples. The coefficients of this simple model can then
be used to determine which features are most impactful for the prediction.

The images shown in Figure 11 have been generated by LIME. The display only
includes the super-pixels in the correct region section, with the contour of the superpixel
highlighted and the background included as well. In the correlation section, the image
displayed areas of super-pixels colored in green, indicating an increase in the probability
that the image belongs to a specified class. The top five positive features have been
highlighted in green in the correlation section [49]. Meanwhile, the super-pixels colored
in red signify a decrease in the probability. The heatmap image produced by LIME is
created by overlaying a transparent mask on the original image, with the transparency
of the mask representing the significance of each feature. The areas with the highest
transparency indicate the features with the greatest impact. To generate the heatmap,
LIME selects a local region around the prediction and trains a simple linear model on that
region [49]. The simple model approximates the complex machine learning model, and the
weights of the linear model signify the relative importance of each feature. The heatmap is
generated by applying the transparent mask on the image, with the transparency of the
mask indicating the magnitude of the weights from the linear model. The explanation
module of the LIME package has been adopted for the justification [40].

The confusion matrix of VGG19+CNN (Figure 10b) showed that the leaf scars samples
had the highest number of misclassifications, with many of them being classified as downy
mildew. To understand this misclassification better, we adopted LIME to generate a set of
perturbations of model behavior. The results showed that the misclassified sample had
some features that were similar to the correctly classified downy mildew sample (Figure 11).
Still, the significant region was different from leaf scars (Figure 12). The heatmap showed
that the color warmth was not the same for both samples in Figure 12. Therefore, the model
may have misinterpreted the leaf scars because its significant region was not similar to that
of the correctly classified downy mildew. In Figure 12, there is also a misclassified sample,
downy mildew, which has been misclassified as leaf scars. When we compared Figure 11
to the correctly classified downy mildew, we found that the vital area was not the same.

Overall, VGG19 + CNN has strong performance with high precision, recall, F1-Score,
and accuracy, as well as strong agreement between the predicted and actual labels, as
shown by MCC, JS, and κ. The misclassified images of the model show consistent patterns
or trends in the features that caused inaccurate predictions. Therefore, the model needs
to be adjusted and the quality of the training data needs to be enhanced to avoid making
similar errors in the future.
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Figure 12. Misclassification analysis by LIME.

5. Conclusions

Sunflowers, with their leaves and grains, have a range of benefits and are used in
various fields. Thus, it is crucial to have a plentiful supply of sunflowers through proper
production. This can be ensured by detecting any disorder in sunflower plants early,
and modern computing and artificial intelligence can play a role in this regard. While
the VGG19 + CNN model demonstrated promising results in recognizing diseases in
sunflowers along with fresh leaves, it is important to note that the model’s performance
may be limited by its inability to differentiate between certain diseases. For instance,
the model showed no misclassifications in identifying gray mold and fresh leaves, but its
accuracy may have been lower when distinguishing between more closely related diseases.
Additionally, the dataset used in this research may not fully represent the diverse range of
disease presentations that can occur in sunflowers, which could further limit the model’s
generalizability to real-world scenarios. Our proposed hybrid deep-learning model can
successfully classify three sunflower diseases and fresh leaves with an accuracy of 93%
on a small dataset. The results show that the proposed model provides better precision,
recall, and accuracy than [4] on the same dataset. The proposed approach achieves at
least 2.15% better classification accuracy than [4]. In the future, we will try to enhance
the performance metrics using a more carefully designed model with appropriate data
preprocessing techniques.
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