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Abstract: We suggest two steps of reducing the amount of data transmitted on Internet of Vehicle
networks. The first step shifts the image from a full-color resolution to only an 8-color resolution.
The reduction of the color numbers is noticeable; however, the 8-color images are enough for the
requirements of common vehicles’ applications. The second step suggests modifying the quantization
tables employed by H.264 to different tables that will be more suitable to an image with only 8 colors.
The first step usually reduces the size of the image by more than 30%, and when continuing and
performing the second step, the size of the image decreases by more than 40%. That is to say, the
combination of the two steps can provide a significant reduction in the amount of data required to be
transferred on vehicular networks.
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1. Introduction

The H.264 video compression format is very old. H.264 was developed by the Moving
Picture Experts Group (MPEG), a working group founded in 1988 by the International
Electrotechnical Commission (IEC) and the International Organization for Standardization
(ISO) [1]. The MPEG group finalized the last drafts of the H.264 standard in early 2003, and
a short time afterward, H.264 was adopted with slight modifications by ISO [2].

Early H.264 variants were MPEG-1, MPEG-2, and MPEG-4 and were able to achieve a
lower average compression ratio. However, since then, H.264 has been significantly im-
proved, and contemporary versions of H.264 are much better. These improved compression
ratios have made possible real-time and video applications using H.264. Additionally, the
H.264 format’s automatic error correction feature has contributed to the possibility of use
by real-time and video applications [3].

Real-time decision making is very essential for the Internet of Things (IoT) and the
Internet of Vehicles (IoV) [4]. Therefore, H.264 is used in many applications, including
the Internet of Vehicles. H.264 is often employed to transmit not only videos but also still
images between vehicles (V2V), vehicles to roadside infrastructure (V2I), and vehicles to
central servers (V2X) with the aim of improving safety and efficiency by sharing information
about traffic conditions and hazards with other road users and also facilitating the vehicle
to observe traffic lights and signs. These features are essential requirements for autonomous
vehicles; however, contemporary partially driverless vehicles also have at least some of
these features [5].

H.264 can be a good option for IoV applications because it provides a high compression
ratio while retaining reasonable image quality [6]. These attributes make H.264 suitable for
applications where bandwidth might be restricted, such as vehicular networks and other
IoT applications [7].

No distinct optimization for H.264 aimed at IoV with the purpose of better handling
of such information has been proposed. In this paper, we suggest a scheme employing
two steps of reducing the amount of data transmitted on Internet of Vehicle networks for
enhancing H.264 aimed at IoV.
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2. Background

H.264 represents images using chroma subsampling that provides lower resolution
for chrominance information, whereas luminance information is represented by a better
resolution [8]. Chroma subsampling exploits the smaller attention of typical human eyes to
minute differences in chrominance information [9].

Usually, H.264 encodes an image employing YUV components [10]. The YUV com-
pressed blocks are interleaved together within the compressed image; yet the amount of
the Y data, the amount of the U data, and the amount of the V data are usually unequal.
The amount of the Y data can be even four times more than the U data and the V data.

The Y data are for the luminance data within the block, whereas the U data and the
V data are for the chrominance data within the block. As was mentioned above, there is
smaller attention of typical human eyes to minute differences in chrominance information,
so accordingly, there is a smaller amount of data of U and V in an H.264 compressed
file [11].

A common practice is a quartered resolution of the U data and the V data, which
is called 4:1:1 chroma subsampling [12]. This 4:1:1 denotes there are four times more
luminance data than the chrominance data. In other words, for each block of 16 x 16 that
can be divided to four blocks of 8 x 8, as shown in Figure 1, there are four Y blocks and
just one U block and one V block. Each row in an H.264 frame consists of lines of Y, U, and
V blocks. The lines are positioned from top to bottom, where the blocks of each line are
from left to right.

¥ == 8X8 8X8 ol |

Y — 8X8 8X8 Y

— — —

Figure 1. H.264 block of 16 x 16.

However, another chroma subsampling procedure of JPEG is very common. The
4:2:0 subsampling is very similar to 4:1:1. The 4:2:0 subsampling also keeps more informa-
tion about the Y component and a smaller amount of information about the U and the V
components. In 4:2:0 subsampling, the horizontal and the vertical sampling are different.
The pixels of the U and the V components are sampled just on odd lines and not on even
lines; however, in each sampled line, two pixels of each U and V component are sampled.

Figure 2 shows an example of the 4:2:0 subsampling. The six pixels marked with the
letter X lose their original color and are replaced by the color of the upper-left pixel in
the quad.
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Figure 2. 4:2:0 subsampling layout [13].

The compression ratios of 4:1:1 and 4:2:0 are roughly the same, and both of them are
popular when using H.264 [14,15].
H.264 has three types of frames: I-frames, P-frames, and B-frames [16]:

e I-frames (intracoded frames)—standalone frames containing all the data required to
show the frame. Actually, this frame is very similar to a JPEG still image [17].
P-frames (predictive frames)—predicted from another decoded frame.

B-frames (bidirectional predicted frames)—predicted from both a previously decoded
frame and a yet-to-come decoded frame.

H.264 applies three steps to each block in each frame:

1.  Transform each block to a frequency space employing the forward discrete cosine
transform (FDCT) [18].

2. Employ quantization; i.e., each value is divided by a predefined quantization coeffi-
cient and next rounded to an integer value [19].

3. Compress the file employing a version of canonical Huffman codes [20].

In order to decompress a frame, we have perform do the same operations as in com-
pression, but in reverse order. That is, first decoding the Huffman codes, then multiplying
by the constants by which we divided the coefficients in the quantization step, and finally
performing the inverse discrete cosine transform (IDCT).

3. Motivation

Video is used for communication between vehicles for several reasons. First, there is
information that cannot be conveyed in a still image, such as the direction of movement or
speed, and must be added as additional information to the still image. In a video, on the
other hand, the direction of movement and speed can be deduced from the video itself.

In addition, video is a more reliable format. Each frame in the video is also a kind
of backup for its adjacent frames. If only one frame is damaged, the adjacent frames can
compensate for the loss of one frame. Indeed, a large loss of frames will create a problem,
but a small percentage of frame loss can be unnoticed.

When it comes to choosing the desired encoder, the H.264 format has several ad-
vantages. H.264 is a broadly supported codec [21]. H.264 is supported by numerous
up-to-date video players and also by many modern-day devices. This feature means that
V2V communication using H.264 can be employed by many brands of vehicles [22].

In addition, H.264 is a royalty-free codec [23]. That is, there is no need to pay licensing
fees for using H.264. Therefore, also from an economic point of view, it is better to choose
H.264, because, naturally, the public of vehicle users prefer to pay as little as possible.

Vehicular networks are still in their early stages, but their significant potential to
upgrade transportation efficiency and safety is agreed upon. As this technology develops
further, videos for vehicular networks are expected to become a standard element in these
networks [24]. The suggested algorithm in this paper aimed at promoting the use of video
in vehicular networks.
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4. Reduced Image Quality

H.264 was designed for the human eye and the quality level that people are able to
see [25]. The level of quality that a vehicle needs to provide information for safety and the
efficiency of its use is much lower. Actually, H.264 dedicates 24 bits for each pixel in the
image, which allows for a very large range of colors and a high-quality image. A vehicle is
able to perform well even with a much lower level of image quality. Reducing the number
of bits from 24 to 3 lowers the image quality significantly; however, for what a vehicle
needs, it is a sufficient quality.

Therefore, an algorithm is proposed that, on the one hand, will reduce the number
of colors to only 8 frequent colors and, on the other hand, will not choose colors that are
almost the same, but colors with high variance and that will finely represent the information
in the original image for IoV. This algorithm for selecting the 8 most frequent colors is

Algorithm 1 Selecting the 8 most frequent colors

Sort the colors by their count values.
Take the top 8 colors.
Calculate the variance of each pair of colors using Equation (1):

variance = \/(1*1 — rz)2 + (g1 — g2)2 + (b — b2)2 @

While there is a pair (x1,x3) that holds (variance < J)
Begin
Find from the pair (x1,x,) the color with the smaller occurrences and remove it from the
top 8 colors
Add from the sorted list the next top color.
Calculate the variances of the new color with the old colors
End

In Algorithm 1, rq, g1, by are the RGB (red, green, blue) values of the first color, and
12,82, by are the RGB values of the second color. § is the Feigenbaum constant [26].

An example that shows the result of this algorithm is shown in Figures 3-5. Figure 3
contains the original image. Figure 4 contains the edited picture according to Algorithm 1.
Therefore, this figure contains only 8 colors. Figure 5 shows the selected colors and their
probabilities in the edited picture.

Figure 3. An original full-color image of a street.
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Figure 4. The same image of a street but with only 8 colors.

23.71%

20.11%

19.49%

13.95%

9.33%

5.82%

2.86%

Figure 5. The distribution of the selected 8 colors.

For a vehicle, the essential data are observing other vehicles, the boundaries of the
road, and recognizing the traffic signs. All of the essential tasks can be achieved with the
8-color image; nonetheless, the sending of the 8-color image on the vehicular network will
be much faster because this image can be compressed better.

5. H.264 Quantization Tables

The reduced number of colors can be very helpful for a better compression ratio;
however, H.264 assumes that the differences between the values within each frame are
small, and the quantization tables of H.264 were formed according to this assumption.
Hence, if we want to employ H.264, we must create different quantization tables that can
fit frames with sharper changes.
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In [27], the authors suggest quantization-optimized H.264 encoding for traffic video
tracking applications. However, their suggestion does not support sharp changes, and it
seems to be unsuitable for the approach in our paper.

The standard quantization tables of 90%, which are frequently used in vehicular
networks, are shown in Tables 1 and 2.

Table 1. H.264 luminance quantization table of 90%.

3 2 2 3 5 8 10 12
2 2 3 4 5 12 12 11
3 3 3 5 8 11 14 11
3 3 4 6 10 17 16 12
4 4 7 11 14 22 21 15
5 7 11 13 16 21 23 18
10 13 16 17 21 24 24 20
14 18 19 20 22 20 21 20
Table 2. H.264 chrominance quantization table of 90%.
3 5 9 20 20 20 20
4 4 5 13 20 20 20 20
5 11 20 20 20 20 20
9 13 20 20 20 20 20 20
20 20 20 20 20 20 20 20
20 20 20 20 20 20 20 20
20 20 20 20 20 20 20 20
20 20 20 20 20 20 20 20

These default quantization tables were developed assuming that the possibility of
sharp changes in the image will not often come out. This assumption is correct for regular
images; however, the images of our application have a different kind of information
containing more sharp changes. Therefore, although putting smaller numbers in the upper-
left part of the quantization tables can be suitable for our application, the large values
in the lower-right part of the quantization table can be harmful. The lower-right part of
the quantization tables consists of data in relation to the sharper changes, and dividing
this part’s values by such large numbers will cause a significant amount of data to be lost.
Therefore, in blocks of images that contain sharp changes, the difference between the values
of the upper-left part and the values of the lower-right part in the quantization tables must
be reduced.

The standard quantization tables of 90% have significant disparity between the highest
value in the table and the smallest value in the table. In the luminance quantization table,
the values’ range is from 2 to 20, which represents a 10-fold difference. The chrominance
quantization table has a smaller disparity, but still, the disparity is significant.

Other standard quantization tables of less than 90% can have even a larger disparity
and can be even more than 10-fold. In our application, there are sharp changes in the
images, and such disparity should be lowered.

Accordingly, attuning the quantization tables for our application that has sharp
changes is essential because such an alteration of the quantization tables can enhance
the compression ratio.
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Typically, there is still disparity between the lower-right part and the upper-left part of
H.264 blocks in our application; however, the disparity is slighter. Therefore, this formula
is recommended for the luminance component:

—-1(x
Flx) = W +8 % DOTTIE @)
where x = X2 4+ Y2. X is the coefficient’s index in the X-axis, and Y is the coefficient’s index
in the Y-axis; f(x) is the coefficient’s value in the quantization table.

DOTTIE is the Dottie number [28]. The Dottie number is the unique real fixed point of
the cosine function. In other words, if the cosine function is repeatedly applied to a random
number, it will generate a sequence that will converge to the Dottie number.

Similarly, this formula is recommended for the chrominance component:

flx) = tan_l(%) +8 % DOTTIE 3)
where x = X2 4+ Y2. X is the coefficient’s index in the X-axis, and Y is the coefficient’s index
in the Y-axis; f(x) is the coefficient’s value in the quantization table.

DOTTIE is the Dottie number.

The graphs of the recommended formulas are shown in Figures 6 and 7. These graphs

were generated using [29].
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Figure 6. Luminance quantization table’s graph.
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Figure 7. Chrominance quantization table’s graph.

The quantization tables that were calculated according to these formulas are shown in
Tables 3 and 4.

H.264 does not support real numbers for the quantization tables. The developers of
H.264 decided about this because real numbers give a resolution that is good enough. There
is no need for the real numbers’ better precision that would result in less good compression
to obtain a quality that the human eye cannot distinguish. In our application, we are even
willing to further decrease the quality of the image, so clearly, we do not need the exactness
of the real numbers. Therefore, we rounded the real numbers to natural numbers, and thus,
the table we created contains only natural numbers.

Table 3. Luminance quantization table according to the suggested formula.
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Table 4. Chrominance quantization table according to the suggested formula.

6 6 6 6 8 8 9 10
6 6 6 6 8 8 9 10
6 6 6 6 8 8 9 10
6 6 6 8 8 9 9 10
8 8 8 8 9 9 10 10
8 8 8 9 9 10 10 10
9 9 9 9 10 10 10 10
10 10 10 10 10 10 10 10

The curve of the graphs starts low and then increases because the functions are based
on the tangent function, which starts low and then increases for the reason that the ratio of
the opposite leg to the adjacent leg increases as the angle increases.

It can be easily seen that the disparity of the values in the suggested quantization
tables is much smaller. From a disparity of 10-fold, we moved toward a disparity of less
than 2-fold. This disparity might not be suitable for a regular frame of H.264; however, for
this specific application, it is much more suitable.

6. Results

We used Figures 3 and 4 for assessing the effectiveness of the suggested technique.
When shifting from a full-color image to an 8-color image, many components of the
information were removed. Therefore, the image size was reduced from 382,874 bytes to
260,600 bytes, which is a reduction of 31.936%.

When we changed the quantization table to the suggested quantization tables that are
suitable to an image with sharp changes, the size of the image was reduced to 204,798 bytes,
which is a total decrease of 46.510%.

The new constructed image is shown in Figure 8. It is fine enough for a vehicle, and as
mentioned, it is almost half in its size; therefore, this image can be transmitted much faster.

Figure 8. The image of a street with 8 colors and the suggested quantization tables.

We tried the suggested technique also on a larger image of 3,055,616 bytes. The image
is of a parking lot and is shown in Figure 9.
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Figure 9. Image of a parking lot with full color.

In this image, the moving to 8 colors made only minor changes to the image, mostly
in the upper part of the image, which has some different colors. The size of the original
picture was reduced by 35.154% to just 1,981,449 bytes when modifying to an 8-color image,
because the original image had some minor changes that were removed in the 8-color image.
The cases of no change are the best cases for the compression algorithm of H.264, which
will generate the smaller files in such cases. Therefore, there is a large gain in Figure 10.

The shifting to the new suggested quantization tables also contributes an additional re-
duction in file size. The new file size is 1,755,971 bytes, which is a total decrease of 42.533%.

In this image, the contribution of the new suggested quantization tables was much
smaller, because the file already had many zeros, which indicate “no change”. It does not
matter if we divide the zero in the quantization step by a small or a large number. Dividing
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zero by any number will yield zero, so the efficiency of the original quantization tables and
the new suggested quantization tables will be the same in the cases of a zero value.

The new image, which has only unnoticed change, is shown in Figure 11.

The results of the two images’ compression are summarized in Table 5.

= S -E:j W_L‘A-M&.A‘aa;\ Do s

Figure 10. Image of a parking lot with 8 colors.

Table 5. Compression’s results of the images.

Image Reduction after Reduction after
& the First Step the Second Step
Road 31.936% 46.510%

Parking lot 35.154% 42.533%
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Figure 11. Image of a parking lot with 8 colors and the suggested quantization tables.

7. Conclusions

Reducing data transmission in vehicle networks is imperative when many vehicles
turn to smart driving [30]. We have proposed two steps to reduce the amount of data
transmitted on vehicle networks.

Step 1: Reduce Color Resolution

The first step is to reduce the color resolution of images from full color to 8 colors. This
may seem like a significant reduction, but it is still sufficient for most vehicle applications.
For example, traffic lights and road signs can be easily distinguished in 8 colors.

Step 2: Modify Quantization Tables

The second step is to modify the quantization tables used by the H.264 video codec.
Quantization tables are used to reduce the amount of data required to represent an image.
By modifying the quantization tables, we can further reduce the amount of data required
to transmit 8-color images.
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The combination of these two steps can reduce the amount of data transmitted by
almost 50%. This can significantly improve the efficiency of vehicle networks.
Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
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