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Abstract: In this study, we aim to investigate the impacts of credit default swaps (CDS) premium as a risk financial indicator on the fluctuations of value of the Turkish lira against the Euro. We try to answer the following questions: Is the CDS premium change among the drivers of EUR/TL exchange rate and what are the possible effects of CDS premium volatility on EUR/TL exchange rate stability in different conditions? In this regard, we developed a MS-VAR regime change model and asymmetric, frequency domain and rolling windows causality analysis methods. Results obtained from all tests imply that risk premium is partially a driver of the EUR/TL exchange rate between the years 2009 and 2015.
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1. Introduction

The driving forces of exchange rate fluctuations have been a highly debated issue in recent years among economists who are seeking to understand the nature of exchange rate volatilities and predict exchange rate movements. In earlier studies, the dynamics of exchange rates have been mainly attributed to monetary factors [1,2], real macroeconomic variables [3–8] as well as resource endowments and changes in terms of trade and productivity differentials relative to a country’s trading partners [9]. Apart from that, commodity prices, such as oil, are also a focus of studies [10–12] to investigate the reasons for exchange rate fluctuations.

The finance theory suggests that the price of a financial asset is related to its own risk. The currency of a country is no exception as it is akin to a financial asset [13] (p. 440). In this case, economists claim that “risk factor” may be considered as an important determinant of exchange rate volatility. In the studies of [14–16], the authors underline the risk factor in explaining volatilities of a currency. It is possible to explain the effect of risk factor on a currency via the notion of stability. Under given circumstances, the stability notion could explain the effect of a risk factor on a currency. The strength of a currency is positively related to its political economic stability. Increased country risk due to political economic instability would lead investors to sell securities which are already denominated in the country’s currency and to repatriate funds, hence putting downward pressure on the currency [17] (p. 2945). In this respect, an increase in country risk would lead to depreciation of national currency via the economic and/or financial system.

Existing studies employ a number of indicators. An increasingly popular indicator used in studies is credit default swaps (CDS, hereafter). CDS is an over-the-counter credit protection contract in which a protection seller pays compensation to a protection buyer to make a payment in the case of a
pre-defined credit event. For credit protection, buyers pay a fixed premium called the CDS spread. The CDS market offers the opportunity to reduce credit risk [18] (p. 174). The protection seller would have the opportunity to earn income without having to fund the position. To put it briefly, a CDS is a swap contract where the contract buyer pays a series of payments to a seller in exchange for protection from default in the reference entity [19] (p. 2).

The growth of the CDS market makes it a useful tool to understand notions of financial markets. A change in the credit risk of a sovereign borrower reflected in its sovereign CDS spread would be considered as a “signal” of the country’s economic-political stability, which is ultimately linked to country specific macroeconomic variables (such as output growth, foreign exchange reserves, budget deficit, real effective exchange rate deviation and foreign direct investment) [18] (p. 174). Moreover, the changes in credit risk premiums of sovereign markets which translate into changes in sovereign CDS spreads do not emanate from changes in the fundamentals of the underlying economies. Rather, these variations mirror a change in the risk appetite of market participants in terms of credit exposure.

A negative change in the creditworthiness of a sovereign inevitably translates into depreciation of its currency along with increased currency volatility [20] (p. 68). So, the CDS spread would serve as a gauge of credit market conditions, allowing market participants and policy makers to monitor the health of the financial system.

The global financial crisis, European debt crisis as well as changes in monetary policies of developed economies and country/region specific political instabilities have led to volatility in the value of currencies of emerging market economies. Particularly, in the Turkish economy, like many other emerging market economies, the volatility in national currency has increased in recent years. The Turkish Lira and Brazilian Real have depreciated the most among fragile quintet currencies. Figure 1 shows the volatility in the value of Turkish Lira against the Euro. Figure 1 shows that the volatility is quite high during the period after the global financial crisis took place in 2008 in the USA compared to the pre-crisis period. The nominal exchange rate increased by 56% from September 2009 to September 2015. The value of the national currency against the Euro has a crucial role in trade between Turkey and the Eurozone.
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**Figure 1.** Volatility in the value of the Lira against the Euro (percentage change compared to previous month).

In 2014, European Union countries account for 43.5% of total export volume of Turkey while they account for 36% of import volume. In total trade, the European Union represents 40% of total foreign trade in the Turkish economy, valued at 157 billion US dollars. In this regard, any change in the value of each currency would affect the production sector of the Turkish economy [21] (p. 126).

In the pre-crisis period, risk appetite was high and global investors invested in high-risk and high-yield funds in emerging markets [22] (p. 42). However, the risk appetite has changed since the
financial crisis. Investors now seek low-risk investments, even if they have low-yield. So, the risk appetite of global investors is low. Therefore, it is assumed they are more risk sensitive. In this respect, any change in financial system risk may have a greater impact on economic variables such as volatility in the value of national currencies, as explained before.

On the other hand, the response of an investor to a positive change in country risk may not be the same as with a negative shock. Investors would be diffident and skeptical when the risk gets lower and investors react slowly to new conditions. In this case, the mechanism may not work efficiently and national currency would appreciate only in the longer term. In the case of an increase in risk, investors would react swiftly and national currency would depreciate greatly in a very short period. Another issue concerning the risk appetite of investors is business cycles. Investors would search for safe heavens and would be more sensitive to risk factors. However, in the expansion periods, investors would become more willing to invest and the risk appetite would be high. In short, accuracy of the mechanism explaining the interaction between CDS spread and exchange rate is related to business cycles.

In this study, we aim to analyze the Turkish economy to understand the interaction between financial risk and exchange rate volatility in order to investigate how changes in financial risk affect national currency, in the cases of different shock types and during different stages of the business cycle. To measure the risk of financial systems, we employ CDS spreads as shown by [23]. We use an asymmetric causality test developed by [24] to observe the effects of positive and negative shocks separately and employ the MS VAR method in order to examine the interaction between variables under the different regimes. By doing so, we will be able to better understand the behavior of the EUR/TL exchange rate during type of shocks and in each stage of the business cycle. Also, we employ a frequency domain approach developed by [25] to investigate the causation linkage between risk factor and exchange rate in different time frequencies and the rolling windows causality test methods developed by [26] in order to see the exact dates where the causality between exchange rate and CDS occurs.

The Turkish economy suffers from exchange rate volatility because of its high foreign trade dependent structure that has prevailed since the 1980s. The share of European economies in Turkish foreign trade increases the Euro/Turkish Lira exchange rate value. In this regard, although there is a vast number of studies investigating determinants of exchange rate volatility, to our knowledge, there is no study investigating the relationship between CDS spreads and Euro/TL nominal exchange rate.

In the following section, we discuss the related findings in the literature. In the third section, we describe our economic methods. In the fourth section, we define our data used in the study. In the fifth section, we present empirical results obtained from MS-VAR and causality tests. Finally, we interpret our empirical findings and conclude our study.

2. Literature Review

The CDS market has grown over the last decade and, thus, has become more prominent in finance literature [27] (p. 271). Recent studies related to the CDS market have more focused on the determinants of CDS spreads. Authors use plenty of economic variables as a proxy to explain change in CDS spreads in different time periods.

In recent studies, exchange rate is employed as a proxy to investigate the factors inducing volatility in CDS spreads. It is accepted that exchange rate is one of the determinants of CDS spreads in a number of studies. Ehlers et al. [28], Duffie [29], Singh [30] and Kim et al. [31] include exchange rate in the model they build.

On the other hand, a group of studies analyze possible effects of CDS spreads on exchange rates to understand the linkage between credit risk of an economy and the strength of its currency, focusing on the post global crisis period due to depreciation in the US dollar as well as the Eurozone crisis. One of the initial studies investigating the effects of CDS on exchange rate belongs to [32]. They test the interaction between CDS spread and expectations in currency option market for the Mexican and
Brazilian national currencies against the US dollar from 2005 to 2007. They suggest that the currency option market has consistently set prices considering the probability of a currency crash triggered by a corresponding sovereign default of Brazil and Mexico. Zhang et al. [13] take four developed economies into consideration to see possible interactions between national currencies and financial risk perceptions in terms of CDS spreads. They conclude that, in the pre-crisis period between January 2004 and February 2008, CDS spreads are leading indicators of the national currencies of Japan, United Kingdom of England, Australia and Eurozone vs. the US dollar.

Hui and Chung [17] studied 16 Eurozone countries in order to find a way to stabilize the Euro against the US dollar. They conclude that creditworthiness of not only countries with weaker fiscal conditions, but also those with strong fiscal positions may affect the market expectations of the stability of the Euro. Bekkour et al. [20] also pay attention to the Euro after the European Debt Crisis and analyzed the 2007–2012 period according to two sub-periods: the pre-crisis period from 2007 to 2009 and the post-crisis period from 2010 to 2012. Results of the research indicate that five-year CDS spreads of 11 European countries had an impact on common currency only during the sovereign debt crisis.

Omachel and Rudolf [33] investigate whether there is a direct relationship between sovereign defaults and exchange rate risks. Analysis results for nine European countries tell us that a CDS jump in a member country would induce depreciation in the Euro vs. US dollar. Another study looking at the Eurozone belongs to [18]. Different from other studies, Hui and Fong [18] tries to answer the question of how CDS spreads affect the currency of economies known as safe heavens, such as USA., Japan, Switzerland and Eurozone. In this regard, they analyze the long and short term interaction between CDS spread differentials, currency options and other macroeconomic variables. Results show that relative sovereign credit risk of these developed economies impacts the market expectations of their exchange rates in the long run, but not in the short run. Also, they report that the extent of the impact changes drastically in times of crisis.

A broader country analysis was conducted by Della Corte et al. [34]. They include 20 developed and developing countries into a panel data test. They find a linkage between sovereign risk and currency option as well as spot exchange rate between the years 2003 and 2013. Increasing sovereign risk shows a significant depreciation as well as higher volatility on exchange rate and it is mostly driven by countries’ exposures to global sovereign risk, whereas purely local sovereign risk matters much less.

3. Methodology

In this study, we employ a number of advanced causality analysis methods. The asymmetric causality test developed by Hatemi-J and Roca [24] allows us to investigate the asymmetrical causation linkage in different shock types, the frequency domain causality test developed by [25] allows us to find causality in different time frequencies, and the rolling windows causality test developed by [26] investigates the exact dates which causation linkages appear. The reason why we employ numerous causality methods is to investigate the causality from different perspectives. Although these causality analyses are based on a vector autoregressive method, they have different statistical strengths. The asymmetric causality and rolling windows causality are known as time domain causality analyses, while Breitung and Candelon’s analysis is based on frequency domain. By employing each method in the same model, we have the chance to test possible relationships from different perspectives. Lastly, we employ MS-VAR analysis in order to find responses of variables in different regimes. MS-VAR analysis method gives us the opportunity to break up the whole period into sub-periods delineating different business cycles, such as contraction and expansion.

$P_1$ and $P_2$ is two co-integrated variables [24] (p. 7)

$$P_{1t} = P_{1t-1} + \varepsilon_{1t} = P_{10} + \sum_{i=1}^{t} \varepsilon_{1i}$$  \hspace{1cm} (1)

and

$$P_{2t} = P_{2t-1} + \varepsilon_{2t} = P_{20} + \sum_{i=1}^{t} \varepsilon_{2i}$$  \hspace{1cm} (2)

$t$ is $t=1, 2, \ldots, T$, $P_{10}$ and $P_{20}$ constant terms, $\varepsilon_{1t}, \varepsilon_{2t} \sim iid(0, \delta^2)$. Positive and negative changes in each variables are $\varepsilon_{1t}^+ = \max(\varepsilon_{1t}, 0)$, $\varepsilon_{2t}^+ = \max(\varepsilon_{2t}, 0)$, $\varepsilon_{1t}^- = \min(\varepsilon_{1t}, 0)$ and $\varepsilon_{2t}^- = \min(\varepsilon_{2t}, 0)$, respectively. We estimate results as $\varepsilon_{1t} = \varepsilon_{1t}^+ + \varepsilon_{1t}^-$ and $\varepsilon_{2t} = \varepsilon_{2t}^+ + \varepsilon_{2t}^-$, so,

$$P_{1t} = P_{1t-1} + \varepsilon_{1t} = P_{10} + \sum_{i=1}^{t} \varepsilon_{1i}^+ + \sum_{i=1}^{t} \varepsilon_{1i}^-$$  \hspace{1cm} (3)

$$P_{2t} = P_{2t-1} + \varepsilon_{2t} = P_{20} + \sum_{i=1}^{t} \varepsilon_{2i}^+ + \sum_{i=1}^{t} \varepsilon_{2i}^-$$  \hspace{1cm} (4)

The accumulation of positive and negative shocks in each variable are $P_{1t}^+ = \sum_{i=1}^{t} \varepsilon_{1i}^+$, $P_{1t}^- = \sum_{i=1}^{t} \varepsilon_{1i}^-$, $P_{2t}^+ = \sum_{i=1}^{t} \varepsilon_{2i}^+$ and $P_{2t}^- = \sum_{i=1}^{t} \varepsilon_{2i}^-$, respectively [24] (p. 8). $P_t^+ = (P_{1t}^+, P_{2t}^+)$ vector is used in order to test causation linkage between positive shocks. For detailed information, we suggest to see [24] for bootstrap process and [35–37] for lag length selection.

3.2. Frequency Domain Causality Test

While conventional time domain causality tests produce a single test statistics for the interaction between variables of concern, the frequency domain methodology generates tests statistics at different frequencies across spectra. Frequency domain approach to causality thereby allows investigating causality dynamics at different frequencies rather than relying on a single statistic as is the case with the conventional time domain analysis [38]. Hence, it seems to be very meaningful to carry out frequency domain causality to better understand temporary and permanent linkages between policy rate and credit rates. To test for causality based on frequency domain, Geweke [39] and Hosoya [40] defined two-dimensional vector of time series $z_t = [x_t, y_t]'$ and $z_t$ has a finite-order VAR

$$\Theta(L)z_t = \varepsilon_t$$  \hspace{1cm} (5)

where $\Theta(L) = I - \Theta_1 L - \ldots - \Theta_p L^p$ and lag polynomial with $L^k z_t = z_{t-k}$. Then Granger causality at different frequencies is defined as

$$M_{y\rightarrow x} = \log \left[ \frac{2\pi f_x(\omega)}{|\Phi_{11}(e^{-i\omega})|^2} \right] = \left[ 1 + \frac{|\Psi_{12}(e^{-i\omega})|^2}{|\Phi_{11}(e^{-i\omega})|^2} \right]$$  \hspace{1cm} (6)

If $|\Psi_{12}(e^{-i\omega})|^2 = 0$ that $y$ does not cause $x$ at frequency $\omega$. If components of $z_t$ are I(1) and co-integrated, then the autoregressive polynomial $\Theta(L)$ has a unit root. The remaining roots are outside the unit circle. Extracting $z_{t-1}$ from both sides of Equation (7) gives

$$\Delta z_t = (\Theta_1 - I)z_{t-1} + \Theta_1 z_{t-2} + \ldots + \Theta_p z_{t-p} + \varepsilon_t = \hat{\Theta}(L)z_{t-1} + \varepsilon_t$$  \hspace{1cm} (7)
where $\hat{\Theta}(L) = \Theta_1 - I + \Theta_2 L + \ldots + \Theta_p L^p$ [25]. Geweke [39] and Hosoya [40] propose causality measure at a particular frequency based on a decomposition of the spectral density. Breitung and Candelon [25], using a bivariate vector autoregressive model, propose a simple test procedure that is based on a set of linear hypothesis on the autoregressive parameters. So, the test procedure can be generalized to allow for co-integration relationships and higher-dimensional systems. For detailed information about the procedure, please see [25].

### 3.3. Balcilar et al. (2010) [26] Bootstrap Rolling Window Causality Test

Breitung and Candelon [26] run a LR (likelihood ratio) causality test using bootstrap method depending on error term. LR Granger causality test depending on bootstrap has two variables VAR (p) in the model, $t = 1, 2, \ldots, T$;

$$y_t = \Phi_0 + \Phi_1 y_{t-1} + \ldots + \Phi_p y_{t-p} + \epsilon_t$$  \hspace{1cm} (8)

In the equity above, $\epsilon_t = (\epsilon_1, \epsilon_2) \sim iid(0, \Sigma)$ is a covariance matrix $\Sigma$ that is not odd. Optimal lag length criteria is defined by Akaike Information Criteria (AIC). While $y_t = [y_{1t}, y_{2t}]_2 \times 1$ considered as matrix, VAR (p) model will be shown as;

$$\begin{bmatrix} y_{1t} \\ y_{2t} \end{bmatrix} = \begin{bmatrix} \Phi_{10} \\ \Phi_{20} \end{bmatrix} + \begin{bmatrix} \Phi_{11}(L) & \Phi_{12}(L) \\ \Phi_{21}(L) & \Phi_{22}(L) \end{bmatrix} \begin{bmatrix} y_{1t} \\ y_{2t} \end{bmatrix} + \begin{bmatrix} \epsilon_{1t} \\ \epsilon_{2t} \end{bmatrix}$$  \hspace{1cm} (9)

when $\phi_{ij}(L) = \sum_{k=1}^{p} \phi_{ijk} L^k, i, j = 1, 2, \ldots, k$ lag operator, $L^k x_t = x_{t-k}$. Null hypothesis of the test is; where $\phi_{12j} = 0, y_{2t}$ is not Granger cause of $y_{1t}$, or oppositely, where $\phi_{21j} = 0, y_{1t}$ is not Granger cause of $y_{2t}$. In order to avoid possible structural unit roots and to get over the problems those are related to the size of the sample, Balcilar et al. [26] use the bootstrap test that is modified by [41,42] rolling window Granger causality test. For further details please see [26].

### 3.4. Markov Switching VAR Methodology

As an empirical methodology, Markov Switching Vector Autoregressive Model (MS-VAR) is applied on estimation of interaction between variables. The financial sector is quite sensitive to fluctuations in the economy and the crises would affect both CDS premium and the value of the national currency against foreign currencies. Hence, MS-VAR is a good tool for monitoring the asymmetric behaviors in the historical process and it has the advantage that one can accommodate structural changes across regimes, both with respect to autoregressive dynamics and the covariance structure of shocks [43].

The model examines behaviors of the time series in different regimes. The switching mechanism is controlled by an unobservable random variable. In these models, at any point of time during it is not possible to know which regime is effective. However, the observation probability of only one regime can be found at that time. MS-VAR model was originally developed by [44] and used by [44–52] for the empirical analysis of business cycle. According to [44], 2-regime MS-AR (p) model is established by following form

$$y_t = \begin{cases} 
\phi_{1,0} + \phi_{1,1} y_{t-1} + \ldots + \phi_{1,p} y_{t-p} + \epsilon_t & \text{if } (s_t = 1) \\
\phi_{2,0} + \phi_{2,1} y_{t-1} + \ldots + \phi_{2,p} y_{t-p} + \epsilon_t & \text{if } (s_t = 2) 
\end{cases}$$  \hspace{1cm} (10)

$$y_t = \phi_{0,0} + \phi_{1,0} y_{t-1} + \ldots + \phi_{p,0} y_{t-p} + \epsilon_t$$  \hspace{1cm} (11)

where $\phi_{1,j}$ and $\phi_{2,j}$ denote autoregressive lag parameters for every regime, $s_t$ is the value of each regime, $p$ shows degree of autoregressive process and $\epsilon_t$ is a sequence of independent and identically distributed random variables with mean zero and $\epsilon_{it} \sim iid(0, \sigma_i^2)$ and $\sigma_i^2 < \infty$ [53–55]. Regimes are
determined by an unobservable regime variable which is consistent with the Markov regime switching model. Regime varies depending on past value and transformation probabilities and it can be written by the following form

\[ \Pr(S_t = j | S_{t-1} = i) = P_{ij} \geq 0 \]

(12)
i, j = 1, 2, \ldots, k there are k different probable regimes and shows transition probabilities from regime i to regime j. This can be

\[ \sum_{j=1}^{k} \Pr(S_t = j | S_{t-1} = i) = 1 \]

(13)

the transition of regime variable between regimes is controlled with Markov model. This model is expressed as follows

\[ P[a < y_t \leq b | y_1, y_2, \ldots, y_{t-1}] = P[a < y_t \leq b | y_{t-1}] \]

(14)

If a variable removed Markov model, we have to calculate current period which will be within the next period regime and transformation probabilities [46] (p. 679) and [56] (p. 9)

\[ P = \begin{pmatrix} P_{11} & \cdots & P_{1k} \\ \vdots & \ddots & \vdots \\ P_{k1} & \cdots & P_{kk} \end{pmatrix} \]

(15)

For example, if the probability of every regime is determined by vector \( \pi_t = (P_1, P_2, \ldots, P_k) \) in t time, so the probability of the every regime is determined by \( \pi_{t+1} = P'\pi_t \) in t + 1 time. There is an ergodic probability vector, such as \( \pi = \pi'\pi \) for a stable Markov regime switching model. Ergodic probability vector can be considered as the unconditional probability of each regime. M-dimensional time series vector is defined as a conditional on \( y_t = (y_{t1}, \ldots, y_{tm})' \), \( s_t \in \{1, \ldots, k\} \) [44]

\[ P(y_t | Y_{t-1}, X_t, s_t) = \begin{pmatrix} f(y_t | Y_{t-1}, X_t, \theta_1) & \text{if } s_t = 1 \\ f(y_t | Y_{t-1}, X_t, \theta_m) & \text{if } s_t = k \end{pmatrix} \]

(16)

where \( P(y_t | Y_{t-1}, X_t, s_t) \) is the probability density function of the vector of endogenous variables \( y_t = (y_{t1}, \ldots, y_{tm})' \) which is conditional on the past behavior of the process, \( Y_{t-1} = \{ y_{t-i} \} \) exogenous variables \( X_t = \{ x_{t-i} \} \). The terms \( s_t \) and \( \theta_m \) represent, respectively, regime variable and parameter vector when the series is in regime k [56] (p. 7). The model is assumed to be linear in each regime \( s_t = k \). In this context, if we consider white noise model as the autoregressive model and development models, \( \epsilon_t \sim iid(0, \sigma^2_\epsilon) \)

\[ y_t = n_k + a_{kt}y_{t-1} + \ldots + a_{kp}y_{t-p} + \epsilon_t \]

(17)

Models represent a soft transition following regime shifts of time series. On the contrary, there is a leap at the first and last time point, when the time series shifted to the conditional mean in model [57] (pp. 374–376)

\[ y_t - m(s_t) = A_1(s_t)(y_{t-1} - m(s_{t-1})) + \ldots + A_p(s_t)(y_{t-p} - m(s_{t-p})) + u_t \]

(18)

If stochastic model of \( y_t \) is defined as conditional on unobservable regime \( s_t \), a full description of the data generating mechanism aims to specify stochastic model which occurs in the regime [58] and [55] (p. 201)

\[ \Pr(s_t | Y_{t-1}, S_{t-1}, X_t, \rho) \]

(19)

where \( S_{t-1} = \{ s_{t-j} \}_{j=1}^\infty \) represents the history of the regime variable and it is not possible to observe its past but it might be found from observations and \( r \) is a vector of parameters of the regime generating process. In general, the regime variable cannot be observed and the historical behavior of the series must be obtained from the actual behavior of the process. Unobservable regime variable which is
generated by ergodic Markov chain explains transformation probabilities and it is defined by the following form, \( \sum p_{ij} = 1 \) and \( \forall i, j \in \{1, \ldots, k\} \) [54] (pp. 7–8).

\[
p_{ij} = \Pr(s_{t+1} = j|s_t = i) \tag{20}
\]

4. Data Description

Before describing the data and its sources, it might be useful to show the movement of relative CDS spread of the Turkish economy and the volatility in the Turkish Lira. As can be seen in Figure 2, the EUR/TL exchange rate is volatile during the whole period. On the other hand, CDS spread has an increasing trend. It is worthy to mention that the CDS premium decreases in 2012 and an upward trend starts in 2013 again.

![Figure 2. Volatility in nominal exchange rate (Right Axis) and Changes in CDS differential (Left Axis) (Volatility in nominal exchange rate calculated due to change compared to previous month, CDS differentials are in absolute value.).]

For the purpose of comparison, we use the perspectives of EURO-based investors in the analysis. We obtain monthly data belonging to five-year sovereign CDS spreads of the Eurozone calculated as a single premium for the whole area and Turkey from September 2009 to October 2015. Although there are numerous CDS premiums in different maturities, it is common to use CDS with five-year maturities to reflect risk in the related literature [17–20]. As exchange rate reflects the rate of exchange between two economies’ currencies, CDS spreads are thus expressed as the differences between the CDS spreads of the Turkish and Eurozone economies (the CDS spread of the Turkish economy minus the CDS spread of the Eurozone) (hereafter, CDS differential). We use monthly Euro/Turkish Lira nominal exchange rate data to measure the value of the Turkish Lira and five-year sovereign CDS spreads for each economy.

According to [23], CDS spreads are related to investors’ risk appetite associated with global event risk, financial market volatility and macroeconomic policy [59] (p. 184). Therefore, it is important to identify whether the sovereign CDS spreads and risk reversals of the Eurozone and Turkish economies in this study remain co-integrated in the presence of other macro-financial factors. In order to solve this problem, we include a set of macro-financial variables as control variables. These are macro-financial condition variables (Eurotraxx 50 and BIST 100 indexes), interest rate differential, historical inflation rate differential and global risk appetite (VIX index).

The Eurozone stock market index as proxy for the Eurotraxx 50 is used as a macroeconomic control variable. Similarly, the Turkish stock market index as proxy for the BIST 100 is employed as a
control variable. To account for unusual turbulence in the stock market following the implosion of the Eurozone subprime market, we include the implied volatility of the Eurotraxx 50 index option (VIX) as an additional explanatory variable [13] (p. 448). Interest rate differential data (policy interest rate of the Turkish economy minus the Eurozone policy interest rate) is used as a control variable in order to see the effects of a possible increase in the interest rate differential on CDS spreads. Similarly, we add inflation rate differential data (Inflation rate in the Turkish economy minus inflation rate in the Eurozone economy) as another control variable into model.

As regards the data employed in this study, the monthly data belonging to 5-year CDS spreads for the Turkish and Eurozone economy, BIST 100 index, Eurotraxx 50 index, VIX index and EUR/TL nominal exchange rate are collected from Bloomberg database. Policy interest rate and inflation rate data for both economies are obtained from International Financial Statistics published by International Monetary Fund.

Table 1 shows descriptive statistics of variables in the model. Results indicate that volatility in CDS differential and interest rate differential variables are considerably high compared to other variables. Skewness coefficients show that the interest rate differential, inflation rate differential and BIST 100 index are skewed to the left and the others are skewed to the right. Kurtosis parameters imply the inflation differential and VIX series are steep, while the others are flattened compared to the inflation differential and VIX series. Results of Jarque-Bera test show only the inflation differential and VIX series are normally distributed.

5. Empirical Results

One important issue to be considered in an MS VAR analysis is testing stationarity of variables. With this aim, we employ unit root test developed by [60,61] (Hereafter, ADF) and [62] (Hereafter, PP). According to results, BIST 100 index (BIST100, hereafter), Eurotraxx 50 index (EURTRX, hereafter), nominal exchange rate data (NEER, hereafter), CDS spreads differential (CDSDIF, hereafter), interest rate differential (INTDIF, hereafter) and inflation rate differential (INFDIF, hereafter) include the unit root in level and the first differential of the variables are stationary. So, the first differential of each variable must be used in the analysis.

According to Dickey-Fuller [61] and Phillips-Perron [62] test results in Table 2, variables are not stationary in level except the VIX variable. It is stationary at the 5% and 10% significance levels. However, we employ the first level of VIX variable because we assume it has long memory. When we employ the first differential of each variable, it is possible to conclude that there is no unit root and they are stationary in first difference. Moreover, we include trend and seasonality as external dummies in the model to get more robust results.

VAR (4) model in order to test Granger type causality is as follows

$$In(CDSDIF)_t = \alpha_{10} + \sum_{i=1}^{p} \alpha_{1i} In(CDSDIF)_{t-i} + \sum_{i=1}^{p} \alpha_{12} In(NEER)_{t-i} + \sum_{i=1}^{p} \alpha_{13} In(INTDIF)_{t-i} + \sum_{i=1}^{p} \alpha_{14} In(INFDIF)_{t-i} + \sum_{i=1}^{p} \alpha_{15} In(BIST100)_{t-i} + \sum_{i=1}^{p} \alpha_{16} In(VIX)_{t-i} + \sum_{i=1}^{p} \alpha_{17} In(EURTRX)_{t-i} + \epsilon_t$$ (21)
\[\ln(\text{NEER})_t = \alpha_0 + \sum_{i=1}^{P} \alpha_{21i}\ln(\text{NEER})_{t-i} + \sum_{i=1}^{P} \alpha_{22i}\ln(\text{CDSDIF})_{t-i} + \sum_{i=1}^{P} \alpha_{23i}\ln(\text{INTDIFF})_{t-i} + \sum_{i=1}^{P} \alpha_{24i}\ln(\text{INFDIF})_{t-i} + \sum_{i=1}^{P} \alpha_{25i}\ln(\text{BIST100})_{t-i} + \sum_{i=1}^{P} \alpha_{26i}\ln(\text{VIX})_{t-i} + \sum_{i=1}^{P} \alpha_{27i}\ln(\text{EURSTX})_{t-i} + \varepsilon_t\]  

(22)

\(P\) is optimal lag length obtained from VAR model, \(\varepsilon_t\) is an error correction parameter according to white noise hypothesis. In Equation (21), null hypothesis is \(\alpha_{12i} = 0\) for \(i \leq k\) and, in the case of accepting alternative hypothesis, it is accepted that there is a causality running from exchange rate to CDS differential. In Equation (22), null hypothesis is \(\alpha_{22i} = 0\) for \(i \leq k\) and, in the case of accepting the alternative hypothesis, it is accepted that there is a causality running from CDS differential to exchange rate.

According to results obtained from Hatemi-J and Roca [24] asymmetric causality test results in Table 3, a positive shock in CDS differential does not affect exchange rate positively or negatively. However, a negative shock in CDS differential that means a decrease in CDS premium of Turkey relative to Eurozone’s, would affect exchange rate negatively and positively. It means that a relative improvement in CDS premium of Turkey would induce an appreciation in the Turkish Lira. However, the result is statistically significant at the 10% level. Moreover, a negative shock in CDS differential—that means a decrease in CDS premium of Turkey relative to Eurozone’s—would affect nominal exchange rate positively, but the significance is only 5%.

Asymmetric causality test results also imply that an increase in exchange rate would affect CDS differential between Eurozone and Turkey. On the other hand, a decrease in exchange rate does not affect CDS differential, neither positively nor negatively. That means exchange rate is a determinant of CDS premium in the case of depreciation only and behaves asymmetrically.

According to results presented in Table 4 and obtained from the frequency domain causality test, there is a bi-directional causality between CDS differential and exchange rate in the long term. In the short run, the causality runs from nominal exchange rate to CDS differential. The results imply that we can classify nominal exchange rate as a determinant of CDS spread in the Turkish economy. Moreover, a change in CDS differential would induce volatility in the exchange rate in the long run. On the other hand, there is no causality running from CDS differential to exchange rate.

The rolling windows causality analysis results are presented in Figure 3. According to results, the causality running from CDS differential to nominal exchange rate occurs only in December 2013 and January 2015. On the other hand, the causation linkage from nominal exchange rate to CDS differential occurs in December 2010, January, February, March and April of 2011, for the full year of 2012, September, October, November and December of 2014.

According to the rolling windows causality test results, it is possible to say that CDS differential is not the main driver of nominal EUR/TL exchange rate in Turkey. The test results imply the causation linkage exists for only two months. The increasing fragility of the economies after the declaration of the Federal Reserve of United States may be the reason of existence of uni-directional causality in December 2013 and January 2015. On the other hand, results of both the frequency domain and rolling windows causality tests indicate the exchange rate is a determinant of CDS differential in the Turkish economy.
Table 2. ADF and PP unit root test results.

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIST100</td>
<td>-1.848 (0)</td>
<td>-1.898 (3)</td>
</tr>
<tr>
<td></td>
<td>[0.354]</td>
<td>[0.331]</td>
</tr>
<tr>
<td>CDSdif</td>
<td>-0.680 (0)</td>
<td>-0.728 (2)</td>
</tr>
<tr>
<td></td>
<td>[0.844]</td>
<td>[0.832]</td>
</tr>
<tr>
<td>NEER</td>
<td>0.350 (0)</td>
<td>0.045 (3)</td>
</tr>
<tr>
<td></td>
<td>[0.979]</td>
<td>[0.959]</td>
</tr>
<tr>
<td>INF DIF</td>
<td>-2.186 (0)</td>
<td>-2.312 (1)</td>
</tr>
<tr>
<td></td>
<td>[0.212]</td>
<td>[0.170]</td>
</tr>
<tr>
<td>INT DIF</td>
<td>-1.400 (0)</td>
<td>-1.650 (3)</td>
</tr>
<tr>
<td></td>
<td>[0.577]</td>
<td>[0.452]</td>
</tr>
<tr>
<td>EURTRX</td>
<td>-1.133 (0)</td>
<td>-1.133 (0)</td>
</tr>
<tr>
<td></td>
<td>[0.698]</td>
<td>[0.698]</td>
</tr>
<tr>
<td>VIX</td>
<td>-3.019 (1)</td>
<td>-5.057 (4)</td>
</tr>
<tr>
<td></td>
<td>[0.038]</td>
<td>[0.00] ***</td>
</tr>
<tr>
<td>BIST</td>
<td>-2.352 (0)</td>
<td>-2.529 (1)</td>
</tr>
<tr>
<td></td>
<td>[0.400]</td>
<td>[0.313]</td>
</tr>
<tr>
<td>CDSdif</td>
<td>-1.767 (0)</td>
<td>-1.730 (3)</td>
</tr>
<tr>
<td></td>
<td>[0.710]</td>
<td>[0.727]</td>
</tr>
<tr>
<td>NEER</td>
<td>-1.980 (0)</td>
<td>-2.279 (3)</td>
</tr>
<tr>
<td></td>
<td>[0.602]</td>
<td>[0.439]</td>
</tr>
<tr>
<td>INF DIF</td>
<td>-2.445 (0)</td>
<td>-2.706 (2)</td>
</tr>
<tr>
<td></td>
<td>[0.353]</td>
<td>[0.237]</td>
</tr>
<tr>
<td>INT DIF</td>
<td>-2.278 (0)</td>
<td>-2.437 (3)</td>
</tr>
<tr>
<td></td>
<td>[0.439]</td>
<td>[0.357]</td>
</tr>
<tr>
<td>EURTRX</td>
<td>-2.202 (0)</td>
<td>-2.210 (1)</td>
</tr>
<tr>
<td></td>
<td>[0.481]</td>
<td>[0.476]</td>
</tr>
<tr>
<td>VIX</td>
<td>-3.357 (1)</td>
<td>-5.820 (4)</td>
</tr>
<tr>
<td></td>
<td>[0.065]</td>
<td>[0.00] ***</td>
</tr>
</tbody>
</table>

The figures in parenthesis denote the lag length selected by the Schwarz criterion. ***, *, and * denote statistical significance at the 1%, 5% and 10% level of significance, respectively. Values within the brackets shows the probability ratios. For the ADF test: The results of Dickey Fuller test in the case of zero lag length and lag length chosen due to SIC criteria. For the ADF test, the Mac Kinnon [63] critical values for with constant -3.485, -2.885 at the 1%, and 5% levels. The critical values for with constant and trend -4.035, -3.447 at the 1% and 5% levels, respectively. For the PP test: Values in the parenthesis show bandwidths obtained according to Newey-West using Bartlett Kernel criteria. For the PP test Mac Kinnon [63] critical values for with constant -3.483, -2.884 at the 1% and 5% levels. The critical values for with constant and trend -4.033, -3.446 at the 1% and 5% levels, respectively.
Direction of Causality & Mwald & 1% & 5% & 10% & Direction of Causality & Mwald & 1% & 5% & 10%  
(CDSdif)$^+$ $\rightarrow$ (NEER)$^+$ & 0.052 (0.819) & 7.525 & 4.487 & 2.262 & (NEER)$^+$ $\rightarrow$ (CDSdif)$^+$ & 11.058 (0.004) & 14.074 & 8.048 & 5.804  
(CDSdif)$^+$ $\rightarrow$ (NEER)$^+$ & 3.699 (0.157) & 12.168 & 6.793 & 4.922 & (NEER)$^+$ $\rightarrow$ (CDSdif)$^+$ & 10.582 (0.052) & 9.023 & 5.064 & 3.319  
(CDSdif)$^-$ $\rightarrow$ (NEER)$^+$ & 3.224 (0.073) & 8.477 & 4.902 & 3.318 & (NEER)$^-$ $\rightarrow$ (CDSdif)$^+$ & 0.210 (0.646) & 8.381 & 4.283 & 2.745  
(CDSdif)$^-$ $\rightarrow$ (NEER)$^+$ & 6.529 (0.038) & 12.251 & 7.061 & 5.090 & (NEER)$^-$ $\rightarrow$ (CDSdif)$^+$ & 3.284 (0.194) & 10.817 & 6.539 & 4.801  

$\Rightarrow$ shows null hypothesis where there is no causality. Values in parenthesis show asymptotic probability values. ***, ** and * show 1%, 5% and 10% significance levels, respectively. The number of bootstrap iterations is 10,000.

Table 4. Breitung and Candelon [26] frequency domain causality analysis results.

<table>
<thead>
<tr>
<th>Direction of Causality</th>
<th>Long Term</th>
<th>Medium Term</th>
<th>Short Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_i$</td>
<td>0.01</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>CDSdif $\Rightarrow$ NEER</td>
<td>3.762 **</td>
<td>3.817 **</td>
<td>5.947 **</td>
</tr>
<tr>
<td>NEER $\Rightarrow$ CDSdif</td>
<td>6.863 **</td>
<td>6.819 **</td>
<td>6.115 **</td>
</tr>
</tbody>
</table>

Notes: Lag lengths for the VAR models are determined by SIC. F distribution with (2, T-2p) degrees of freedom equals about 3.15 for every $\omega_i$ (frequency) between 0 and $\pi$. $\omega \in (0, \pi)$. ** denotes significance in 5% level.

Figure 3. Balcilar et al. [26] bootstrap rolling window causality results.

The first step of MS-VAR analysis is to determine number of regimes. In Table 5, LR (rate of probability) and Davies test statistics show that all regimes have a non-linear and asymmetric structure. According to test statistics, the model with two regimes has the smallest SC and AIC statistics, and besides it has the greatest rate of LR. The optimal lag length is determined to be 3 according to AIC and HQ information criteria. In light of this finding, we build the model as MSIA(3)–VAR(2). We also employ this model to obtain transition probability matrices presented in Table 6.

Table 5. Test statistics and regime determinants for VAR(2) Model.

<table>
<thead>
<tr>
<th>No. of Regime</th>
<th>Log Prob</th>
<th>LR Linearity</th>
<th>Davies</th>
<th>AIC</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS(2)</td>
<td>–1724.8929</td>
<td>239.3154</td>
<td>0.00</td>
<td>53.8327</td>
<td>61.3630</td>
</tr>
<tr>
<td>MS(3)</td>
<td>–1464.7980</td>
<td>759.5052</td>
<td>0.00</td>
<td>49.6931</td>
<td>60.6434</td>
</tr>
<tr>
<td>MS(4)</td>
<td>–1782.8227</td>
<td>123.4538</td>
<td>0.00</td>
<td>53.3924</td>
<td>58.6008</td>
</tr>
</tbody>
</table>

AIC denotes Akaike Information Criteria, SC denotes Schwarz Information Criteria, LR denotes rate of probability.

1 For detailed information about Davies asymmetry test, please see Davies [64] and [65] and Garcia and Perron [66].
According to results, 1% positive shock in CDS differential would induce a positive shock in exchange rate. The result is significant both statistically and theoretically. A positive shock in the VIX variable, which indicates the risk perception in the Eurozone stock market, would appreciate the nominal exchange rate. This result also be significant both theoretically and statistically. A positive shock in BIST 100 index would induce an increase in the nominal exchange rate but it is statistically insignificant. On the other hand, a positive shock in Eurostoxx 50 index would depreciate the exchange rate. The result is significant statistically and theoretically.

The impulse-response analysis results belonging to first regime is presented in the Table 7. According to results, the response of exchange rate to a positive shock in CDS differential is positive and significant. It means that an increase in interest rates in Turkey or a decrease in the Eurozone would depreciate the exchange rate. Despite being statistically significant, it appears insignificant. An increase in the inflation rate differential would depreciate the exchange rate. However, in the second month, the response is negative. This result means that it is statistically insignificant. On the other hand, the response of exchange rate to a positive shock in interest rate differentials is positive and significant. It means that an increase in interest rates in Turkey or a decrease in the Eurozone would depreciate the exchange rate. Despite being statistically significant theoretically, it appears insignificant. An increase in the inflation rate differential would depreciate the exchange rate. The result is significant both statistically and theoretically. A positive shock in the VIX variable, which indicates the risk perception in the Eurozone stock market, would appreciate the nominal exchange rate. However, in the second month, the response is negative. This result means that it is statistically insignificant.

According to regime transition probability results presented in Table 6, while economy is in the first regime, the probability of it remaining in the same regime is 47% and the probability of a transition to the second regime is 25% and to the third regime is 14%. On the other hand, if the economy is in the second regime, the probability of it remaining in the same regime is 73%, while the probability of a transition to the first regime is 13% and a transition to regime 3 is 12%. If the economy is in the third regime, the probability of it remaining in the same regime is 64% and the probabilities of a transition to other regimes are 10% and 24%, respectively. According to regime analysis results, the length of regime one is 0.96 years while it is 1.09 years for the second period. The speed of entrance to the second regime is 0.52 while to the first regime is 0.77 and to the third regime is 0.64. Graphical analysis of transition movement of variables among regimes is presented in Figure 4.

In total, 19.45% of observations belong to regime one, 53% of belongs to regime 2 and 27% of the observations belong to regime three. The lengths of regimes are 1.89, 3.76 and 2.82 years, respectively.

The impulse-response analysis results belonging to second regime are presented in Table 8. According to results, a 1% positive shock in CDS differential would induce a positive shock in exchange rate. However, in the second month, the response is negative. This result means that it is statistically insignificant. On the other hand, the response of exchange rate to a positive shock in interest rate differentials is positive and significant. It means that an increase in interest rates in Turkey or a decrease in the Eurozone would depreciate the exchange rate. Despite being statistically significant theoretically, it appears insignificant. An increase in the inflation rate differential would depreciate the exchange rate. The result is significant both statistically and theoretically. A positive shock in the VIX variable, which indicates the risk perception in the Eurozone stock market, would appreciate the nominal exchange rate. However, in the second month, the response is negative. This result means that it is statistically insignificant.

The impulse-response analysis results belonging to third regime are presented in Table 9. According to results, a 1% positive shock in CDS differential would induce a positive shock in exchange rate. However, in the second month, the response is negative. This result means that it is statistically insignificant. On the other hand, the response of exchange rate to a positive shock in interest rate differentials is positive and significant. It means that an increase in interest rates in Turkey or a decrease in the Eurozone would depreciate the exchange rate. Despite being statistically significant theoretically, it appears insignificant. An increase in the inflation rate differential would depreciate the exchange rate. The result is significant both statistically and theoretically. A positive shock in the VIX variable, which indicates the risk perception in the Eurozone stock market, would appreciate the nominal exchange rate. However, in the second month, the response is negative. This result means that it is statistically insignificant.
rate. This result also be significant both theoretically and statistically. A positive shock in BIST 100 index would induce an increase in the nominal exchange rate but it is statistically insignificant. On the other hand, a positive shock in Eurostoxx 50 index would depreciate the nominal exchange rate. The result is significant statistically and theoretically.

Table 7. Response of EXC to 1% positive shock in other variables in regime 1.

<table>
<thead>
<tr>
<th>No. of Periods</th>
<th>CDS</th>
<th>EXC</th>
<th>INTDIF</th>
<th>INFDIF</th>
<th>VIX</th>
<th>BIST100</th>
<th>EURSTX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2786</td>
<td>0.3660</td>
<td>0.7254</td>
<td>0.0368</td>
<td>-0.4410</td>
<td>0.1207</td>
<td>0.3886</td>
</tr>
<tr>
<td>2</td>
<td>-0.3234</td>
<td>0.1349</td>
<td>0.4230</td>
<td>0.2944</td>
<td>-0.2058</td>
<td>-0.7039</td>
<td>0.8148</td>
</tr>
<tr>
<td>3</td>
<td>-0.1719</td>
<td>0.4970</td>
<td>0.1698</td>
<td>0.1742</td>
<td>-0.8476</td>
<td>-0.2401</td>
<td>0.3690</td>
</tr>
<tr>
<td>4</td>
<td>-0.7918</td>
<td>0.1830</td>
<td>0.6494</td>
<td>0.7382</td>
<td>-0.3256</td>
<td>-0.1094</td>
<td>0.1088</td>
</tr>
<tr>
<td>5</td>
<td>-0.3104</td>
<td>0.6728</td>
<td>0.2431</td>
<td>0.2886</td>
<td>-0.1221</td>
<td>-0.3334</td>
<td>0.4420</td>
</tr>
<tr>
<td>6</td>
<td>-0.1188</td>
<td>0.2481</td>
<td>0.9009</td>
<td>0.1089</td>
<td>-0.4531</td>
<td>-0.1240</td>
<td>0.1509</td>
</tr>
<tr>
<td>7</td>
<td>-0.4413</td>
<td>0.9133</td>
<td>0.3327</td>
<td>0.4054</td>
<td>-0.1674</td>
<td>-0.4104</td>
<td>0.5778</td>
</tr>
<tr>
<td>8</td>
<td>-0.1638</td>
<td>0.3362</td>
<td>0.1226</td>
<td>0.1499</td>
<td>-0.6171</td>
<td>-0.1500</td>
<td>0.2074</td>
</tr>
<tr>
<td>9</td>
<td>-0.6035</td>
<td>0.1238</td>
<td>0.4518</td>
<td>0.5531</td>
<td>-0.8571</td>
<td>-0.5278</td>
<td>0.7745</td>
</tr>
<tr>
<td>10</td>
<td>-0.2226</td>
<td>0.4557</td>
<td>0.1664</td>
<td>0.2038</td>
<td>-0.2273</td>
<td>-0.1936</td>
<td>0.2826</td>
</tr>
</tbody>
</table>

The impulse-response analysis results belonging to second regime are presented in Table 8. According to results, the response of exchange rate to a positive shock in CDS differential is positive and statistically significant for 10 months at least. The exchange rate decreases in the following months. Similarly, response of exchange rate to a positive shock in inflation rate differential is positive and significant statistically and theoretically. Conversely, the response of the exchange rate to a positive shock in the interest rate differential is negative. It is significant for two months. It is theoretically significant because an increase in interest rates would appreciate the nominal exchange rate due to capital inflows. On the other hand, an increase in risk perception in the European stock market would appreciate the nominal exchange rate significantly for the whole period. The responses of the nominal exchange rate to positive shocks in BIST 100 and Eurostoxx 50 indexes are statistically insignificant.

Table 8. Response of EXC to 1% positive shock in other variables in regime 2.

<table>
<thead>
<tr>
<th>No. of Periods</th>
<th>CDS</th>
<th>EXC</th>
<th>INTDIF</th>
<th>INFDIF</th>
<th>VIX</th>
<th>BIST100</th>
<th>EURSTX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3480</td>
<td>0.0392</td>
<td>-0.8609</td>
<td>0.1550</td>
<td>-0.2108</td>
<td>0.2108</td>
<td>0.8910</td>
</tr>
<tr>
<td>2</td>
<td>0.6355</td>
<td>0.0019</td>
<td>-0.0639</td>
<td>0.1371</td>
<td>-0.4697</td>
<td>-0.0801</td>
<td>-0.7209</td>
</tr>
<tr>
<td>3</td>
<td>0.1799</td>
<td>0.0011</td>
<td>0.0019</td>
<td>0.0341</td>
<td>-0.2903</td>
<td>-0.3207</td>
<td>0.6165</td>
</tr>
<tr>
<td>4</td>
<td>0.0951</td>
<td>0.0009</td>
<td>0.0011</td>
<td>0.0588</td>
<td>-0.2171</td>
<td>-0.1817</td>
<td>-0.1581</td>
</tr>
<tr>
<td>5</td>
<td>0.0676</td>
<td>0.0007</td>
<td>0.0019</td>
<td>0.0330</td>
<td>-0.1875</td>
<td>-0.1154</td>
<td>0.1739</td>
</tr>
<tr>
<td>6</td>
<td>0.0573</td>
<td>0.0006</td>
<td>0.0011</td>
<td>0.0266</td>
<td>-0.1129</td>
<td>-0.0805</td>
<td>-0.0085</td>
</tr>
<tr>
<td>7</td>
<td>0.0357</td>
<td>-0.0004</td>
<td>0.0010</td>
<td>0.0162</td>
<td>-0.0840</td>
<td>-0.0589</td>
<td>0.0559</td>
</tr>
<tr>
<td>8</td>
<td>0.0263</td>
<td>-0.0003</td>
<td>0.0006</td>
<td>0.0125</td>
<td>-0.0563</td>
<td>-0.0402</td>
<td>0.0091</td>
</tr>
<tr>
<td>9</td>
<td>0.0170</td>
<td>-0.0002</td>
<td>0.0005</td>
<td>0.0082</td>
<td>-0.0407</td>
<td>-0.0283</td>
<td>0.0207</td>
</tr>
<tr>
<td>10</td>
<td>0.0126</td>
<td>-0.0001</td>
<td>0.0003</td>
<td>0.0060</td>
<td>-0.0277</td>
<td>-0.0196</td>
<td>0.0076</td>
</tr>
</tbody>
</table>

The impulse-response analysis results belonging to the third regime are presented in the Table 9. According to results, the response of exchange rate to a positive shock in CDS differential is negative and statistically significant for three months. However, it is insignificant theoretically. Similarly, a response of exchange rate to a positive shock in the inflation rate differential is positive and insignificant statistically and theoretically. The response of exchange rate to a positive shock in interest rate differential is positive and, although it is significant statistically, it is insignificant theoretically. On the other hand, an increase in risk perception in the European stock market would depreciate nominal exchange rate significantly for a quarter. The response of the nominal exchange rate to positive shocks in BIST 100 index is statistically insignificant. The response of nominal exchange rate to a shock in Eurostoxx 50 index is statistically significant but theoretically insignificant.
Table 9. Response of EXC to 1% positive shock for other variables in regime 3.

<table>
<thead>
<tr>
<th>No. of Periods</th>
<th>CDS</th>
<th>EXC</th>
<th>INTDIFF</th>
<th>INFDIFF</th>
<th>VIX</th>
<th>BIST</th>
<th>EURSTX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−0.3133</td>
<td>0.0191</td>
<td>0.3631</td>
<td>0.2300</td>
<td>0.2248</td>
<td>−0.2445</td>
<td>−0.9750</td>
</tr>
<tr>
<td>2</td>
<td>−0.2018</td>
<td>1.4169</td>
<td>0.8915</td>
<td>−0.8888</td>
<td>0.5330</td>
<td>1.0345</td>
<td>−0.6896</td>
</tr>
<tr>
<td>3</td>
<td>−0.4793</td>
<td>0.4666</td>
<td>−0.8428</td>
<td>−1.2259</td>
<td>0.9432</td>
<td>1.7000</td>
<td>1.3800</td>
</tr>
<tr>
<td>4</td>
<td>1.3500</td>
<td>0.9955</td>
<td>−0.4793</td>
<td>1.2341</td>
<td>−0.7429</td>
<td>−2.3980</td>
<td>−3.6180</td>
</tr>
<tr>
<td>5</td>
<td>−1.1108</td>
<td>1.9018</td>
<td>1.3085</td>
<td>−1.4134</td>
<td>0.3527</td>
<td>−0.6751</td>
<td>−0.9711</td>
</tr>
<tr>
<td>6</td>
<td>−0.5380</td>
<td>3.9310</td>
<td>2.0110</td>
<td>−0.8771</td>
<td>5.2710</td>
<td>1.8212</td>
<td>1.1912</td>
</tr>
<tr>
<td>7</td>
<td>1.1212</td>
<td>1.4511</td>
<td>−0.7341</td>
<td>0.7471</td>
<td>−1.2911</td>
<td>3.0715</td>
<td>3.8415</td>
</tr>
<tr>
<td>8</td>
<td>2.4415</td>
<td>1.7914</td>
<td>−0.8991</td>
<td>3.4613</td>
<td>−2.0814</td>
<td>−1.0716</td>
<td>−1.1516</td>
</tr>
<tr>
<td>9</td>
<td>−0.7045</td>
<td>−0.7744</td>
<td>4.1414</td>
<td>−8.3313</td>
<td>−0.0406</td>
<td>−1.3419</td>
<td>−1.7519</td>
</tr>
<tr>
<td>10</td>
<td>−1.0719</td>
<td>−0.7842</td>
<td>3.9517</td>
<td>−1.5817</td>
<td>0.9141</td>
<td>6.0919</td>
<td>6.3419</td>
</tr>
</tbody>
</table>

6. Conclusions

This study determines the nature of the causal relationship between CDS spreads and the nominal EUR/TL exchange rate in the Turkish economy. A novel approach to Markov Switching VAR method, which investigates the relationship in multiple periods is applied to the Turkish economy during the period 2009–2015. Furthermore, we also carry out asymmetric, frequency domain and rolling windows causality analyses, which have different statistical strengths. They are useful for determining exact dates causality occurs and for investigating the causation linkage in the case of asymmetric shocks and in different time frequencies. So, we are able to analyze the model from different perspectives.

The results obtained from asymmetric causality analysis show that a decrease in CDS would appreciate the EUR/TL exchange rate while an increase in CDS would not depreciate. Similarly, frequency domain causality analysis results imply the existence of a causation linkage between CDS and nominal exchange rate in the long run. The rolling windows causality analysis results emphasize that the causal relationship from CDS spreads to EUR/TL exchange rate only in 2013 and 2015.

The MS VAR analysis results show that the Turkish economy experiences three regimes in the period between years 2009 and 2015. Impulse-response analysis results show that the impact of CDS spreads on EUR/TL exchange rate is positive and significant in only the second regime. MS VAR analysis results imply that the interest rate differential and inflation rate differential between economies and risk perception of European investors affect EUR/TL nominal exchange rate significantly in the second regime only.

According to the results obtained from all econometric analysis methods, there is a causation linkage running from CDS spread to EUR/TL exchange rate. However, the strength of causality differs according to the regime and direction of shock. The results imply that observation of CDS spread changes might be useful in predicting exchange rate instability. This would assist policymakers in efforts to stabilize the value of the Turkish Lira against foreign currencies. Also, the results conclude that CDS spreads of each economy could be used as a direct measure of economic risk in exchange rate models. On the other hand, the nominal value of the Turkish Lira against the Euro is an important factor affecting CDS premiums.
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