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Abstract: Aircraft landing gear equipped with a magnetorheological (MR) damper is a semi-active
system that contains nonlinear behavior, disturbances, uncertainties, and delay times that can have
a huge impact on the landing’s performance. To solve this problem, this paper adopts two types
of controllers, which are an intelligent controller and a model predictive controller, for a landing
gear equipped with an MR damper to improve the landing gear performance considering response
time in different landing cases. A model predictive controller is built based on the mathematical
model of the landing gear system. An intelligent controller based on a neural network is designed
and trained using a greedy bandit algorithm to improve the shock absorber efficiency at different
aircraft masses and sink speeds. In this MR damper, the response time is assumed to be constant at
20 ms, which is similar to the response time of the commercial MR damper. To verify the efficiency of
the proposed controllers, numerical simulations compared with a passive damper and a skyhook
controller in different landing cases are executed. The major finding indicates that the suggested
controller performs better in various landing scenarios than other controllers in terms of shock
absorber effectiveness and adaptability.

Keywords: magnetorheological damper; semi-active suspension; aircraft landing gear; greedy bandit
algorithm; model predictive control; intelligent control; MR fluid

1. Introduction

Magnetorheological (MR) dampers are generally used in many applications, such as
architectural structures [1], car suspensions [2], and home applications [3,4]. Yet, applica-
tions in the aerospace domain are not common [5,6]. The advantage of the MR damper
is that it has a simple structure by basically revising from the passive damper, and it is
continuously controllable due to containing MR fluid [7]. However, three main challenges
prevent MR dampers from being widely used in the aerospace industry, in particular
landing gear applications. First, an MR damper is a complex nonlinear system. It always
exhibits nonlinear hysteresis between its output force and relative velocity and nonlinear
stiffness due to the state transition from liquid to semi-solid [8]. Second, the MR damper
contains an unavoidable time delay [9] or response time [10]. The response time of the
damper was identified in the range of 15-55 ms [11,12], which is not too short compared to
the duration of the touchdown phase, which is about 50-200 ms. Thus, the response time
may have a huge impact on the landing gear performance. Third, the aircraft must land in
different landing cases, such as variable aircraft mass and sink speeds.
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In an attempt to solve these problems, many researchers have successfully developed
many controllers so far. For example, Yue Zhu and Sihong Zhu [13] developed a quarter-
vehicle suspension equipped with an MR damper with a time delay using an adaptive
neural network structure. Laihua Tao et al. [14] applied a Smith predictor-Taylor series-
based LQG control to compensate for the time delay of a vehicle’s semi-active suspension.
Young-Tai Choi et al. analyzed MR dampers [15] and developed the controller for the
landing gear system of a helicopter equipped with MR dampers. Yoon et al. [16] produced
the force control based on the foundation of the optimal damping force. Jo et al. [17] applied
two semi-active control algorithms, which are the skyhook control and hybrid control, to
control the MR damper landing gear under various landing conditions. Knap et al. [18]
developed a construction of a vehicle vibration damper controlled using a piezoelectric
actuator that has a very small delay time of about 10 ms. So far, the control algorithm for
landing gear in differing landing cases considering MR response time has not yet been
invested. To deal with the MR response time, two types of controllers are the candidates:
model predictive control (MPC) and intelligent controller based on reinforcement learning,.

The advantage of MPC is that it computes a sequence of manipulated variable ad-
justments in order to optimize the future behavior of a plant [19]. An MPC algorithm
computes a sequence of controlled variable adjustments for the future at each control
interval in an effort to optimize plant behavior in the future. A solid introduction to the
theoretical and practical challenges related to using MPC to deal with complex dynamic
systems that contain time delays may be found in many recent papers. Mai et al. [20]
presented the vibration control of a semi-active quarter-car suspension system equipped
with a magneto-rheological damper that provides the physical constraint of a damping
force. Dong et al. [21] introduced a gray skyhook prediction controller to compensate for
the response time of magnetorheological semi-active seat suspension.

An intelligent controller based on reinforcement learning has been used to enable
adaptive autonomy [22] and solve the optimization problem in autonomous control sys-
tems [23]. The concept of a full reinforcement learning algorithm, such as Q-learning and
Sarsa, is that an agent improves its future action based on the long-term reward value
of a pair of current states and actions [24]. The full reinforcement learning algorithm is
developed based on the Markovian decision process, and it needs a big neural network to
store all the reward values of all pairs of current state and action. A deep neural network is
usually chosen in control systems [25]. A simple feedback reinforcement learning method
is used as a bandit algorithm. This algorithm chooses the best action based on the history
of all the past actions. So, the bandit algorithm can work well on the non-Markov chain
system, and it requires a small neural network to link the state to the best action. Thus,
the bandit algorithm is frequently encountered in various practical applications, such as
recommender systems [26] and linear control systems [27].

The primary focus of this paper is to develop a simple controller that can improve
the performance of a single landing gear equipped with an MR damper, which contains
the response time in differing landing cases. In order to achieve this goal, a mathematical
model of a landing gear system equipped with an MR damper is developed using MATLAB
and then verified with the experimental data. Two types of controllers, a model predictive
control and a simple bandit neural network controller, are then developed to compensate
for the response time of the MR damper in differing landing cases.

The structure of the paper is arranged as follows: Section 2 shows the structure of a
single landing gear equipped with the MR damper, and the mathematical model of our
landing gear system is developed and verified; Section 3 explains the concept of the control
design; Section 4 details the simulation results; and the conclusion is shown in Section 5.

2. Mathematical Model of the MR Damper
2.1. Structure of the Landing Gear Equipped with an MR Damper

In this paper, the structure of the landing gear is inspired by the work [17,28], as shown
in Figure 1. The MR damper, which includes a piston, a cylinder, MR fluid, a floating



Aerospace 2023, 10, 951

30f15

piston, and a gas accumulator, is the main component of the landing gear. The head of the
piston divides the MR fluid-MRF-140CG, which is entirely injected into the MR damper,
into upper and lower hydraulic chambers. This fluid from one chamber must pass through
the orifices to the other chamber due to the piston action when the landing gear makes
contact with the ground. It causes friction forces to develop within the vital fluid as well
as between the fluid and the piston. Thus, when the landing gear makes contact with
the ground, the landing energy can be smoothly absorbed. To account for the volume of
the head piston caused by the piston’s movement, pressurized air is built up inside the
piston. Additionally, the compressed air serves as a spring, storing extra energy during
the compression phase and releasing it during the ensuing extension period. The MR core,
which houses the magnetic circuit, is inserted inside the piston’s head. The electrical cable
that exits the damper through a hole on the top of the cylinder carries electrical current to
the MR core from the external electric board. Two wheels are symmetrically arranged on
the landing gear to lessen the effect of friction force between the bearings and the piston.

Electrical Wire

L ———
B Cylinder

Orifice
—L L

Floating
Piston

Figure 1. Landing gear’s components [17].

2.2. Mathematical Model

The straightforward model of the landing gear during touchdown is detailed in the
work [29]. It can be assumed that the upper and lower bodies of the landing gear move
independently during touchdown, as can be seen in Figure 2. Consequently, the dynamic
landing gear system’s equations of motion are as follows [30]:

mizy = mig — Fy — Fy — Fmr 1)
myzZy = mpg + Fo + Fy + Fyr — Fr )
Zl(i’IO):Zz(tIO):0,21(1’:0)222(1’:0)20 3)

where z; and z; are the displacements of the aircraft and the wheel, respectively. For a
closed system, the polytropic gas law is determined by the pneumatic force F,:

W "
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where s = z; — z; is the stroke. The viscous force F, represents the viscous-induced stress or
the Newtonian behavior of fluid as follows:

E, =Cs @)

where C is the viscous co-efficiency. The tire force is the ground’s reaction force to the tire
and it indicates tire deformation:

Aircraft Mass (m4) —1—
Z4

Fr = kr2} (6)

4
F ) /| Fur
F,
Tire/Wheel Mass (my)
Z
Fr

Figure 2. The model of landing gear with MR damper.

All parameters are given based on the work [17], as can be seen in Table 1. In that work,
the authors executed many drop test experiments to find the characteristics of the landing
gear. The specifics of the landing gear drop test experiment are displayed in Figure 3. The
load cell, laser sensor, position sensor, accelerometer, and two pressure sensors are the five
sensors that make up the drop test system. A dSPACE small box connected to a host PC
running MATLAB Simulink was used to obtain the data. To retrieve the excitation signals
and supply the MR damper with electrical current, the Simulink block was created. The
comparison results of the mathematical model and the drop test experiment of the landing
gear under the conditions of m; = 245 kg, and sink speed v = 3 m/s are given in Figure 4. It
can be seen that there is a small error of under 5% between the results of the mathematical
model and the experiments.

By adjusting the current supplied to the MR damper core from 0 A to 1 A at intervals
of 0.25 A, the controlled force was determined. Figure 5 presents the findings. The control
damping force increased with increasing electrical current; at 1 A of current, the maximum
value of the MR force was observed at 1.7 kN.

The response time of the MR damper is defined as the required time to transition from
the initial state of electrical current to 95% of the final state of the MR damper force [10].
The response time of an MR damper contains the response time of the magnetic circuit and
the response time of the MR fluid [11]. The response time of MR fluid is very small, less
than 1 ms, so it is assumed to be neglected. Thus, the main source of the response time of
the MR damper is in the electrical circuit that generates the magnetic field from the input
of the electrical current. It is difficult to determine the value of the response time due to the
lack of equipment to measure the magnetic field. Thus, the response time of this research is
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about 20 ms, which is similar to the response time of the commercial MR damper [31]. The
response time of the MR damper can be described using the sigmoid function:

1—e 2

Slngld(X) = m

@)

The simulation result of the response time of the MR damper with variable applied
electrical currents using the sigmoid function is shown in Figure 6. In our research, other
delays, such as sensor and processor calculation delays, are assumed to be small; hence,
they are assumed to be neglected. The sampling time is also chosen at 20 ms.

Table 1. The parameters of the landing gear system.

Symbol Quantity Value Unit

Ap cross-area of the head piston 2.1 x 1073 m?

b tire force index used to assess the nonlinearity of the tires 1.13

C viscous damping coefficient 9.77 kNs/m
g gravitational acceleration 9.81 m/s?
my sprung mass (aircraft mass) 200~245 kg
my un-sprung mass 18 kg

n polytropic process index 1.3

Po initial air chamber charging pressure 100 kPa
kr tire force constant 163 kN/m
v initial sink speed of aircraft at touchdown 1.5-25 m/s
Vo initial air chamber volume 426 x 1074 m?

u control input (electrical current) 0~1 A

SILICON

DESIGNS -

‘.grsv c

2v00 Sensor signal
Accelerometer

Control input
N <

Pressure sensor

Position sensor

§

Laser sensor

Power supply

DSpace

MATLAB
SIMULINK

Load cell sensor

Figure 3. Drops test experiment [28].
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— Simulation Data
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(a) Pneumatic force
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Viscous Force (kN)
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(d) Force-stroke curve

Figure 4. The comparison between experimental data and simulation results of landing gear in case

of m; =245kg, v=25m/s.
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Figure 5. Controlled force Fyr.
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Figure 6. The behavior of the magnetic field.
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3. Control Design
3.1. Control Target

Shock absorber efficiency is a metric unit to measure the percentage of the landing
energy that is absorbed by a landing gear during the first stroke [32]. The shock absorber
efficiency is calculated by the ratio between the total energy absorber of the landing gear
during the first stroke and the product of maximum damping force (F;'**) and maximum
stroke (s"%*). Thus, the shock absorber efficiency can be calculated by the following;:

fosmax Fdds
’7 = smaxl_“ﬂllﬂux (8)

where damping force F; = F, + F+ Fpqr. During touchdown, the landing gear must absorb
all the potential and kinetic energy of the aircraft, as can be seen in the following example:

1
/FTd22 + /Pdds = (mq +mp)gz1 + §(m1 + my)v? 9)

In Equation (9), the right-hand side indicates the overall energy of the aircraft during
touchdown, which is the kinetic and potential energy, while the left-hand side reflects the
total energy that is absorbed by the landing gear system. Therefore, the aircraft mass and
sink speed are the only two key variables that can alter this total energy. Moreover, the
time delay is also the target of this research. So, the goal of the control is to improve the
performance of the landing gear, which involves the time delay of the MR damper and
various landing conditions. Or, the cost function of the control is to maximize the shock
absorber efficiency in each of the landing cases in Table 2.

] = E(n) + why (10)
where
1 9
E(y) = 6'21 1i
=
L9 (11)
An = gzllm — E(1)]
=
and w = —1 is the scalar value.

Table 2. Shock absorber efficiency table.

Aircraft Mass (kg)

200 225 245
15 71 2 73
Sink speed 2
(m/s) N4 15 e
25 N7 18 19

3.2. Model Predict Controller

MPC is a set of advanced control methods that explicitly use a model to predict the
future behavior of the system [33]. The fundamental idea of MPC is illustrated in Figure 7.
Based on the measurements made at time ¢, the controller forecasts the dynamic behavior of
the system across a prediction horizon forward N steps in the future and chooses the input
so that a specified open-loop performance objective is minimized (over a control horizon
t + N). Normally, the target of MPC is to minimize the difference between the output of the
system and the reference. In our proposed system, the main goal is to maximize the shock
absorber efficiency, which is hard to achieve the goal of the MPC algorithm, as can be seen
in Equation (10). So, the first step of the control design process is to find the approximate
object function of the MPC.
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A
Pass Future
reference
output
4,—’7 input
; t+N time ™

Figure 7. The concept of MPC.

From Equation (8), the aircraft landing gear achieves the maximum shock absorber
efficiency when the numerator equals the denominator. So, the total energy of the aircraft
during touchdown is seen to be rearranged into a rectangle that has a maximum constant
damping force as its width. Thus, to improve the performance of the landing gear during
touchdown, the idea of the control is to maintain the ideal maximum damping force (Ftarget)
as long as possible during the first stroke, as can be seen in Figure 8 [30]. From Equation (9),
under a landing condition (1, v), the right-hand side is constant. Moreover, the tire absorbs
a small amount of energy, so the total energy that is absorbed by the damper is constant
under a landing condition whether the MR damper is used or not. Thus, the target damping
force is calculated based on the performance of the passive damper:

de ussiveds
Frarget = P (12)
se Sideal
A Passive Damper
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, y
Ideal Force Control /
Ftarget |
e 2 P |
Q /
O /
T /
()]
=
Q
£
[
()]
Stroke Sideal  Smax

Figure 8. The concept of ideal force control [30].

The numerator in Equation (12) represents the total energy of a passive damper. The
total energy of the ideal control is the area of the rectangle that has a width of Fiarget and
a length s;g,,) & 0.95;0x. The values of Figrget under various landing conditions are given
in Figure 9.
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250

230
220

X 210
Aircraft mass (kg) 15 200

Sink speed (m/s)

Figure 9. The Fiyyget under various landing conditions.

The MPC is designed to drive the MR damper following the Figyet, so the cost function
of MPC can be given as follows:

Cost function = [ Er dt

Er = { O; Fturget < Fd
thzrget - Fd/ Ftarget > Fd

0<u<l1

(13)

In Equation (13), the semi-active condition has been applied. During the first stroke,
the stroke velocity is always positive, so the MR damper cannot generate the negative
following the semi-active condition. Thus, the MR damper turns off in case the damping
force is less than the Figrget.

The MPC algorithm is detailed in Figure 10. It can seem that at time ¢, after receiving
the sensor signals, which are the potentiometer to measure stroke and the accelerometer to
measure an aircraft’s acceleration, the MPC calculates N times forward the future control
input based on the mathematical model, as

N
uppc(t) = ) Er(i) (14)
iz0

where i is the calculation step. The compensation damping force at step i is calculated
based on Equation (13):

. 0, Frarget < fal(i)
Er(i) = A g 7o 15
( ) {Ftarggt - Fd(l)/ Ftarget 2 Fd(l) ( )

where the estimation of damping force at step i is calculated based on Equations (4) and (5):
Fa(i) = Fa+ Fo + Fur (i) (16)

The initial MR force Far (i) = 0, and the MR force is calculated following Equation (16)
at step i. Based on the mathematical model in Section 2.2, the future state of landing gear
can be predicted following Equations (1)—(3). Assuming the control is calculated using a
very strong computer that can solve the aircraft’s dynamic equation under 1 ms. Thus, the
number of future steps N can be chosen by 20.
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=0 N=20

21, 22 S, Sdot
FMR =0

Y
Estimate the
Damping Force
Fa=Fa+ Ft+ Fur

(Egs. 4, 5, 6)
Update: Calculate Error
i=i+1 Er(i)
Fur =Fur + Er(i) (Eq.168)

“ |

Predict the future state
Z7, 225, S, Sdot
(Egs.1, 2, 3)

No

Figure 10. MPC schemes.

3.3. Bandit Neural Network Controller

An intelligent control based on the reinforcement neural network is the most famous
control that can improve the system’s adaptive ability considering the unknown environ-
ment [34]. The concept of the intelligent controller involves two main parts, which are the
structure of the neural network and the algorithm used to find the parameters in the neural
network. The structure of the neural network is shown in Figure 11. As can be seen, there
are only three inputs, which are stroke, stroke velocity, and aircraft acceleration, from two
sensor signals. The output of the neural network is the electrical current, which is then
applied to the MR damper. And there is only a hidden layer with ten neurals.

J -
®—> —F—b@ilectrical CurrenD

bias

> Stroke (s)
Stroke velocity (sdot)
Aircraft acceleration (a)

Y V

Normalization

Figure 11. The concept of neural network.

Output = f(input x W + bias)

0, x <0 17)
f(x)=1< «x, 1>x>0
1, 1>x

As mentioned before, the greedy bandit algorithm, which is a simple method in
machine learning algorithmes, is applied to find the optimal weight matrix and bias vector
of the neural network. The concept of greedy bandit is shown below:
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Initialization:
Winax =0
Q(0) =0
ki=0
P=05

While looping until Q(ki) > 0.9 or ki > 200

W= { Winaxy with probability 1 — P

Winax + 0.2 X rand ([0 1]) with probability P

R < bandit(W):
If J(W) > J(Wiay) :

Winax = W
R=0

else:
R=0.9

Q(ki + 1)= (ki) +RQki)) /ki
ki=ki+1

(18)

(19)

(20)

The algorithm only considers the weight matrix W;sr, which has the maximum value
of action Q(ki). In the beginning, this weight matrix of the neural network is zero. The
greedy algorithm is used to select exploiting or exploring actions. After exploiting actions,
the agent will receive the maximum reward R = 0.9, which represents the maximum
expected value of shock absorber efficiency. While exploring actions, the agent will be
punished with R = 0 if the cost function J(W) of the current weight matrix is larger than
the cost function of J(Wiax). The value of action Q(ki) is then updated based on that
reward, as can be seen in Equation (20). The algorithm converges when this value of action
Q(ki) reaches the maximum reward. The numerical simulation result of the greedy bandit
algorithm is shown in Figure 12. It can be seen that the algorithm converges after more

than 100 loops. The maximum value of the cost function is nearly 90%.

100 ;
90| 109
& 8o - 108
3 ‘ / " —— Shock absorber efficiency
70 - \ . . {107
3 O/ ———Maximum of action value 0
3 |
& 60r | 06
0 \
o 50r 105
Re! \
[
B 40r| 104
o]
© \
x 103
3
£ 20+ 02
2
10 ”‘ 4 01
0 | I L )\ L 0
0 20 40 60 80 100

Number of loops

Figure 12. The simulation results of the greedy bandit algorithm.

Maximum of action value
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4. Result and Discussion

To compare with the proposed controllers, the passive damper and skyhook con-
troller are applied. The skyhook controller is the classical control that is used to control a
suspension. The principle of skyhook control is given by the following:

. Cskyzl, z18>0 Us>0
Hsky = { 0, elsewhere @)

where Cg, is the skyhook gain that is turned depending on the landing condition, as can
be seen in Figure 13. In order to use that controller efficiently, the aircraft mass and sink
speed are assumed to be known before touchdown.

0.05

o o
o =
& i

Skyhook Gain
o
o
N

0.01
0.l
260
220 2
Aircraft mass (kg) 200 15 Sink speed (m/s)

Figure 13. Skyhook gain surface.

To verify the efficiency of the proposed controllers, many numerical simulations are
executed using MATLAB. Figure 14 shows a comparison of the landing gear performance
of the passive damper, skyhook controller, MPC, and intelligent controller in the case of
a heavy landing. As can be seen, the sampling time is 20 ms, so during the first stroke of
about 150 ms, there are only seven control loops that are executed. The passive damper
shows the highest tire force that can attach to the frame of the aircraft. All controllers
dramatically reduce the maximum damping force. The proposed controllers exhibit better
landing performance than that of other controllers. It produces the smallest stroke value,
the smallest absolute aircraft acceleration, and the highest shock absorber efficiency. The
MPC controller only predicted 20 steps forward in the future, while the intelligent controller
simulated the whole system and chose the best action to claim the best cost function. So, the
intelligent controller performed better than the MPC did. However, MPC can be executed
online, whereas the intelligent controller must be trained offline based on several trials
and errors.

Table 3 details the comparison of the shock absorber efficiency of landing gear using
the passive damper, skyhook controller, and the proposed controllers at different aircraft
mass and sink speeds. As can be seen, the proposed controllers also exhibit higher shock
absorber efficiency than other controllers at various aircraft mass and sink speeds. In both
the MPC and skyhook control, the landing conditions are assumed to be known, while
the intelligent controllers do not require any knowledge of landing conditions. In order
to verify the generalization ability of the proposed controllers, numerical simulations in
the three random landing cases are executed, which are out of data training. Overall, the
intelligent controller produced better adaptive ability than other controllers.
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03 1 .
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g —— Skyhook Control
B 0.25 —MPC 08¢ —J [
g ool Intelligent Control ?:: ——— Skyhook Control
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3 5 ! Intelligent Control
Jo0.15 o H
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< 005! 0.2 |
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<
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(c) Aircraft acceleration (d) Efficiency curve
Figure 14. The performance of landing gear using the passive damper, skyhook control, MPC, and
intelligent control in case of m; = 245 kg, v =2.5m/s.
Table 3. Damper performance using passive damping, skyhook control, MPC, and intelligent control
in differing landing cases.
Passive Damper Skyhook Control MPC Intelligent Control
pr‘lﬂx Smux 11 PVT'!ﬂx Smax ’I P%lﬂx Smax ’7 F?ux Smax 11
(kN) (m) (%) (kN) (m) (%) (kN) (m) (%) (kN) (m) (%)
mq =200 kg
v=15m/s 4.72 0.172 79.5 4.72 0.172 79.5 4.72 0.166 81.0 4.72 0.162 82.3
v=2m/s 5.98 0.177 80.5 598 0.177 80.5 5.98 0.173 82.3 6.01 0.159 86.8
v=25m/s 7.26 0.183 82.8 7.26 0.183 82.8 7.26 0.180 84.9 7.45 0.166 89.0
my =225kg
v=15m/s 4.77 0.179 84.8 4.77 0.179 84.8 4.79 0.175 86.5 4.77 0.170 88.5
v=2m/s 6.85 0.183 85.0 6.85 0.183 85.0 6.04 0.179 87.9 6.05 0.172 91.2
v=25m/s 8.68 0.184 71.9 7.50 0.186 87.4 7.3 0.186 88.5 7.75 0.175 91.0
my =245 kg
v=15m/s 5.82 0.183 73.2 513 0.180 84.8 5.53 0.169 87.5 4.81 0.176 92.9
v=2m/s 7.37 0.186 72.4 6.5 0.183 86.4 6.35 0.179 90.1 6.08 0.179 94.4
v=25m/s 9.55 0.189 68.3 8.05 0.186 87.2 8.04 0.180 92.6 7.54 0.184 95.2
my = 200 kg (Random Case 1)
v=225m/s 6.62 0.180 81.6 6.62 0.180 81.6 6.62 0.178 82.7 6.72 0.162 88.2
my = 225 kg (Random Case 2)
v=275m/s 9.18 0.189 75.6 8.32 0.187 86.2 8.65 0.183 87.9 8.20 0.182 93.8

mg3 = 245 kg (Random Case 3)
v=175m/s 6.50 0.184 73.4 5.82 0.180 85.4 5.80 0.177 86.7 5.44 0.177 93.5
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5. Conclusions

This paper adopted two types of control, which are MPC and intelligent control, for a
single landing gear equipped with an MR damper in differing landing cases, considering
the response time of the MR damper. Both the MPC and the intelligent controller required
an accurate mathematical model for their design. So, the mathematical model of the landing
gear touchdown dynamic is built and verified by the results of the drop test experiment.
The MPC was built based on this mathematical model to reduce the effect of the time
delay. An intelligent control based on the neural network was developed and trained
using a greedy bandit algorithm. To verify the efficiency of the proposed controllers, many
numerical simulations with different controllers, which are passive damper and skyhook
control, in different landing scenarios were executed. Compared with other controllers, the
proposed controllers have exhibited better shock absorber efficiency and also improved the
adaptive ability of the landing gear system in different landing cases. In future work, the
drop test experiment will then be set up to verify the efficiency of the proposed controller
in the real case. Also, the controller will be developed to improve the robustness of the MR
damper in different landing cases.
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