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Abstract: Wireless sensor networks are increasingly used for tracking and monitoring dynamic phenomena in urban and natural areas. Spatial coverage is an important issue in sensor networks in order to fulfill the needs of sensing applications. Optimization methods are widely used to efficiently distribute sensor nodes in the network to achieve a desired level of coverage. Most of the existing algorithms do not consider the characteristics of the real environment in the optimization process. In this paper, we propose the integration of contextual information in optimization algorithms to improve sensor network coverage. First, we investigate the implication of contextual information in sensor networks. Then, a conceptual framework for local context-aware sensor network deployment optimization method is introduced and related algorithms are presented in detail. Finally, several experiments are carried out to evaluate the validity of the proposed method. The results obtained from these experiments show the effectiveness of our approach in different contextual situations.
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1. Introduction

Wireless sensor networks are increasingly used for environment and habitat monitoring, moving objects tracking, transportation, structure monitoring, temperature and humidity control, etc. The application of sensors has dramatically improved data collection from the environment and made it easier, cheaper, and more effective.

In order to better understand and capture a dynamic phenomenon by the sensors, effective coverage of the environment is critical. Sensor network deployment optimization approaches are developed to help achieve this goal. There are different approaches for deployment of sensors in the environment. Random scattering and regular grid-like distribution methods are examples of sensor deployment strategies. Manual deployment is one of the simplest ways, but it does not completely satisfy all the requirements of sensor network deployment missions, like providing optimum visibility of objects inside the network. Moreover, regular or random spreading of sensors uniformly in environments may provide a coverage that does not adequately satisfy the user’s needs.

Sensor network deployment consists in determining which sensor, where, and how it should be installed (e.g., sensor type, position, orientation) in the environment, in order to monitor a given region of interest according to the initial consumptions. A way to achieve this is to use optimization algorithms for maximizing a given coverage function of the sensor networks in the environment, for automatically determining the positions and orientations of the sensors. Spatial coverage of sensor networks has different definitions based on different applications [1–7]. The visual coverage of a point in the environment by a sensor network means that the point is directly visible by at least one sensor and is located within its sensing range. Failing to meet this condition produces some visual holes in the desired network coverage [2]. Many parameters exist, which directly affect the coverage of a sensor network, for example, relations and interactions among sensors in the network, between sensors and environmental elements, and among the environmental elements themselves. Hence, awareness of the surrounding information may help network coverage optimization by means of sensor deployment. In this paper, such knowledge is introduced, and is called Contextual Information (CI).

Most sensor placement methods proposed in the literature do not consider CI information for sensor network deployment and optimization. These methods often consist of deterministic methods based on simplistic models of the sensors and the environment. Some approaches rely on purely geometrical considerations, most prominent approaches being solutions to art galleries’ problems [8–11]. Others rely on simple modeling of sensing and communication capabilities, usually as a circle centered on the sensor location, with methods for placing sensors a certain space such that all positions will be adequately covered by at least one or even many sensors. In all cases, the simplifying assumptions made in these methods provide theoretically best, but practically suboptimal, solutions, which do not take into account in enough detail the nature of the environment in which the sensors are deployed, as well as the operating characteristics of the sensors in this environment.

In this paper, we propose to better integrate contextual information in optimization algorithms. The originality of this work relies on precise geographical information integration for accessing candidate placements for sensors. Moreover, this geographical information is used both at different levels, for guiding the developmental process of optimized solutions and for assessing the performance of the final solution. This is really important in our opinion, as it allows the optimization process to be
finely guided by the properties of the environment in which the sensors will be deployed. Here, we propose a conceptual framework for context-aware sensor network deployment in order to improve sensor network coverage. The proposed framework considers network and environment elements, their dependencies, and characteristics, and applies mentioned CI for the sensor deployment. Hence, in order to improve the coverage, different rules are defined based on CI to perform different actions such as moving existing sensors, or adding new sensors in the network. Next, a local context-aware optimization algorithm is developed based on the proposed framework, which locally optimizes the sensor positions by considering the coverage gain improvement following each action.

The rest of the paper is organized as follows. Section 2 briefly reviews optimization algorithms for sensor network deployment. The concept of context in sensor networks is introduced in Section 3, followed by discussions on context-aware sensor network deployment. In Section 4, a conceptual framework for sensor placement based on Voronoi diagram and contextual information is introduced. Section 5 presents the proposed local optimization algorithm in detail, along with experimentation results in Section 6. The paper concludes in Section 7 with result highlights, summary of the proposed approach, and possible future developments.

2. Optimization Algorithms for Sensor Network Deployment

Efficient sensor deployment is an important issue for exploitation of sensor networks, due to its effect on coverage and communications between the sensors in a network. There are a variety of coverage formulations in the literature depending on the type of coverage needed (e.g., area, points, barrier), the sensor deployment mechanism used (e.g., random or deterministic deployment), and the requested properties of sensor networks (e.g., network connectivity, minimum energy consumption) [12]. In this study, the authors consider the coverage as blanket coverage and sensors as visual cameras. Blanket coverage requires placing a minimum number of nodes in an environment, such that every point of interest in the sensing area shall be adequately covered regarding tasks at hand [1,3]. Optimization algorithms define how a good placement is achieved [3,7,13–19]. These approaches are generally categorized into global and local optimization methods [17]. Both categories are intended to give the best blanket coverage, but the way each method achieves this objective is different. Global approaches consider the whole physical space to find the desired coverage within the network, while local optimization methods try to find the answer based on some local considerations such as network topology and spatial analysis. On the other hand, local approaches divide the search space into local spaces and search the answer locally. In this study, the position of each sensor is determined based on local coverage improvement. The spatial coverage of a sensor network in global and local models depends both on the spatial distribution of the nodes and the spatial information of the environment embedding the sensor network. This information defines CI that will be involved in our sensor network deployment approach. The most critical limitation of the existing methods is that they do not consider CI information for sensor network deployment and optimization. These methods mostly rely on simplistic models of the sensors and the environment which limits their performance in optimal sensor network deployment.

Here, a new local context-aware optimization algorithm is proposed to address some limitations of the existing methods. The proposed algorithm is local and relies on an intelligent local context-aware
approach for the deployment of a sensor network. In the following sections, the concept of the “context” and its implications for intelligent deployment of sensors will be explained. Next, based on this definition a conceptual framework for local context-aware sensor network deployment and its implementation is presented.

3. Context and Context-Awareness for Sensor Networks Deployment

In order to develop a context aware method for sensor network deployment we need to consider the implications of the context and context awareness in this work. The concept of context is extensively studied in the literature. Dey et al. [20] define context as any information that can be used to characterize the situation of an entity. An entity can be a person, an object or a place. Others defined context as locations, identities of the people or objects around a user, or subjects related to the time (ex. day, week, or season) [21–26]. In this definition, the concept of context is related to the state of the environment and may be changed when that state is changed. In the field of computer applications, Dey et al. [20] recommend three aspects to be considered in the environment when the concept of context is defined: the computing environment, the object environment, and the physical environment. Computing environment include the available processors, storage, input and display devices accessible for object, network capacity and connectivity, while object environment concerns the location, behavior, and neighbors of the desired object. Physical environment includes the environment where the computation takes place.

![Figure 1. Three components of context in sensor network deployment.](image-url)

In order to provide a meaningful definition for the concept of “context” for sensor network deployment, the concept of sensor shall take the role of the main object of interest in such a definition. Here, as formalized in Figure 1, the main object of interest is a sensor. Sensor network is considered as the object environment, which includes information on the sensors, for example, sensor position, orientation, and its spatial relations with other sensors in the network. Physical environment is composed
of spatial objects in a given area in which the sensor is placed. It also may refer to the spatial relations among the objects, the specific locations in the environment such as desirable areas to be covered or restricted positions that are forbidden to set up the network (Figure 1). Here, context may also include information on sensor network preferences, objectives, and interests.

Therefore, a comprehensive definition of context in sensor networks domain is proposed as follows: “Context is the whole situation, background, or environment of a sensor network. It includes information on sensor itself, the network, and the physical environment and their interactions in a given time.”

That being said, for a context-aware sensor network deployment we need to identify different contextual information (CI). Knowledge on CI for sensors results in awareness of any sensor on its position, orientation, and relation and interaction with other sensors and the physical environment and helps to hence decide on intelligent actions for sensor network optimization, Figure 2 depicts different levels of CI and their interceptions in a sensor network.

![Figure 2. Context definition for the intelligent sensor deployment for a given time.](image)


In this section, a conceptual framework of sensor network deployment is proposed that applies the introduced contextual information. As explained in Section 2, many optimization algorithms have been used in coverage optimization of sensor network deployment. Some of these algorithms, such as solutions proposed to the Art Gallery problem [27], relies on strong assumptions and considers only a specific element of the environment (e.g., the walls of an indoor environment). Some others, such as derivative-free black-box optimization methods, are not considering explicitly the environmental information, spatial location, and objects around the sensors, although these can be included implicitly in the merit function guiding the optimization. According to Section 3, there are various pieces of information available in each sensor network environment to be considered by the optimization algorithms. The so-called CI will be used in the proposed framework to find good candidate positions of sensor nodes, in order to guide sensor network deployment. Since sensors configuration and their spatial relations may directly impact the optimization process, Voronoi diagram is used in the conceptual framework to model the network environment. It establishes a geometric structure of sensor configuration inside the network as well as the physical environment. It also helps to detect coverage holes in the network, and healing the holes by adding new sensors or moving the existing nodes [16]. A Voronoi diagram for a finite set of points in a given space (here sensors nodes) is a subdivision of the
space where every location in the space is assigned to the closest member in the point set. Given a sensor node inside each Voronoi cell, it is supposed that the cell generator (sensor nodes) covers the cell area. Since there are many parameters such as limits on sensor sensing range, and obstacles that bar the line-of-sight between the sensor and sensed objects, gaps and holes inside sensing area will appear. These holes are found by overlapping the Voronoi diagram and the sensor sensing coverage model. Consequently, the CI is included as an essential part of the framework to make it more effective at finding the holes and deciding on the sensor’s adequate actions. The first CI that is considered in this investigation would be the height of spatial elements inside the study area. Argany et al. [16,28] have introduced “enhanced Voronoi-based algorithm”, which used Voronoi diagram as a geometrical structure to optimize the coverage in the network by finding the appropriate positions of the sensors inside the network. The optimum positions in this method were found by moving the sensors toward their new positions by considering specific rules to heal the existing holes. The term “enhanced” in the algorithm refers to the use of information for elevation, line-of-sight, viewshe*d and etc. as contextual information to improve the sensor’s position. Section 6 presents more details of CI related to different case studies presented later in this paper.

The contextual information may be very divers in their nature and require different strategies to be categorized in terms of integration in optimization algorithms. CI in sensor network deployment could be classified into spatial, temporal, and thematic information.

- **Spatial** contextual information refers to the ability of defining objects positions, and geometric relations. Spatial CI is not only about 2D or 3D position of sensors. A comprehensive framework of spatial contextual information may include sensors orientation, movement, routing, targeting, topology, and spatial dependencies and interactions. Hence, all information of spatial relations, interactions, proximity, and adjacency lie in this category.

- **Temporal** contextual information concerns the temporal information, and the temporal dependencies in data. Temporal information characterizes the dependency of a situation in the sensor network framework with the time, and also indicates an instant or period during which some other CI is known or relevant. The objects and activities in the physical environment may change. For instance, position or attributes of an obstacle (e.g., its height) may change during a given period of time. A specific example of temporal CI is the information of a sensor movement and its trajectory in the network. Previous actions and movements of a sensor node may provide useful information for the next actions of current sensor or its neighbors.

- **Thematic** contextual information in sensor networks constitutes the sensor specifications, network objectives, environment specifics, legal rules, etc. The information regarding the nodes names and roles, and their activity in the network is included in this category. Sensors activities may include measurements of the temperature, humidity, sound, or light. In terms of deployment, the type of sensor movement and its trajectory could be the sensor activity inside the network. Node name should be unique in the network in order to make it possible to be recognized and devolve its roles in multi task networks. Sensor characteristics are sensor specifications, which have been designed during their manufacturing, e.g., their power supply, battery life, sensing range, temperature resistance, dimensions, input and output terminals, processing power, data storage capacity, send and receive information protocols. Network objective expresses the
mission of sensor networks to be fulfilled. This objective could be various in multi task networks. It may be varied from covering a whole, or a part of study area to monitor a phenomenon, or sensing different characteristics of the environment. Legal rules define specified terms and conditions for constructing and deploying the sensor networks, e.g., in which locations sensor deployment is allowed, or which parameters are permissible to be measured.

Figure 3. Context-aware sensor network deployment framework.
Figure 3 presents our proposed context-aware sensor network deployment conceptual framework. The proposed framework has several main components. In the first module, the appropriate CI is extracted from the real world based on tasks at hand. After introducing the CI to the framework, two databases of physical and network environments are created. The spatial database of physical environment includes information of spatial entities such as obstacles, surface elevation and information about restricted areas; while the network database comprises the CI related to sensors and their relations, such as vicinity and topology information provided by Voronoi diagram. The next component is a knowledgebase. The knowledgebase is derived from both databases that provide the necessary knowledge about the sensors, the network and its surrounding environment. This knowledge is provided to the optimization algorithm to better perform the deployment decisions. In the next step, a reasoning engine is applied using the predefined knowledgebase. The reasoning engine may use different move strategies to decide how and in which direction sensors will be displaced (extracted rules). In this work, the reasoning engine is a component of the proposed optimization algorithm, which uses the provided knowledge and information to make a decision on actions to deploy sensors in the environment regarding the initial considerations. In fact, the appropriate actions in the form of extracted rules will be applied. These rules may contain different deployment strategies. For example, suppose that there are some places in the study area with high interest of coverage, but prohibition of sensor installation. Hence, the reasoning engine extract two rules: move sensors toward the regions with high interest of being covered and increase coverage in those areas as much as possible, while preventing sensors to be entered those areas. Therefore, the reasoning engine inside the optimization algorithm may change the deployment process based on provided local contextual information.

These actions may change the topology of the network, the configuration of the adjacent nodes, and consequently, the local coverage. Following each action, local CI of the sensor and its neighbors need to be updated. Hence, some facts and rules may change in the knowledgebase. These local actions carried out iteratively until a desired level of coverage is reached in the network. The process of local optimization in the framework means that network configuration is changed step by step until it obtains its desired configuration considering the spatial, temporal, and thematic contextual information in the network (Figure 3).

5. Implemented Local Context-Aware Optimization Method for Sensor Placement

According to the proposed framework for sensor network deployment, a local optimization algorithm is developed to tackle the sensor placement problem and maximize the spatial coverage of the network. The algorithm utilizes the Voronoi diagram to model the network spatial structure. Here, we propose a generic algorithm to optimize sensor deployment by means of considering local CI to define sensors actions such as movement, deletion, and insertion within the network. The types of CI and their related sensor behavior may be different and are customized according to a sensor network deployment task at hand. Some examples of specific local CI used in some case studies will be introduced and discussed later in Section 6.
5.1. Formal Presentation of the Local Context-Aware Algorithm

In this section, the proposed algorithm is described in more formal perspective. As illustrated in pseudo-code presented in Figure 4, at the first step of the algorithm, a set of sensors $S = \{s_1, \ldots, s_n\}$ is deployed randomly in the network. These sensors are then considered as the generators of the Voronoi diagram. Next, the related coverage of each sensor at its initial position is calculated ($\text{coverage}(s_i)$). Meanwhile, different types of coverage may be assumed, which is customized according to the network deployment task at hand. In this study, its simplest form, blanket coverage [29], is used.

Figure 4. The pseudo-code of the proposed local context-aware optimization algorithm.

The next step consists of defining the set of context-aware actions (move, add, or delete a sensor) to be considered during the optimization. Section 6 explains how these context-aware actions are defined (Here, for the sake of simplicity, we consider the move action) Next, each possible action is simulated, and local coverage value of each sensor in the network is recalculated:

$$c_i = \text{coverage}(\text{move}(s_i, S)), \forall s_i \in S$$ (1)
Any local move changes the local coverage of a sensor. As a result, the global coverage of sensor network $S$ need also to be updated. The potential gain ($g_i$) for each move is computed as follows:

$$g_i = \text{cov} \text{erage}(\text{move}(s_i, S)) - \text{cov} \text{erage}(s_i, S), \forall s_i \in S$$  \hspace{1cm} (2)

In this step, a greedy algorithm is applied to order the sensors in a priority queue, which means that a simulation of movement has been conducted for all sensors before their permanent move. Sensors are sorted in the priority queue based on their coverage gain following respective simulated moves in the network. Next, the sensor with the best global coverage gain is selected to move locally. Accordingly, for each step, the algorithm is looking for the sensor move with the highest coverage gain based on local CI in the network. Then, $s_u'$ the new position of the selected sensor ($S_u$) will be computed regarding the defined context-aware move:

$$s_u' = \text{move}(s_u, S)$$  \hspace{1cm} (3)

The next action is to move the selected sensor to its new position. Hence, the network configuration will be changed because of this movement, and as a result, the local adjacency of the sensors may be modified. Accordingly, the set of neighboring sensors of the moved sensor should be determined in the next step. That neighborhood allows updating the coverage values of each adjacent sensor in the priority queue that might be affected by the movement of a sensor. The update operation is then a local operation and hence we do not need to update all the sensors following a local move in the network. Here, two sensors are considered to be adjacent if their respective Voronoi cells are contiguous. It should be noted that if the distance between two neighboring sensor nodes is less than two times the sensing range, then a part of the sensing area will be covered by both sensors between them. Multiple coverage can be introduced and managed as a CI if required. Here, we suppose that each point in the space is covered only by a single sensor.

Next, the sensor with the best coverage gain will be moved. These steps will be run iteratively as long as maximum coverage gain of sensors in the network is greater than a predefined coverage gain threshold ($\varepsilon$).

Figure 5 presents a simplified scenario for a few moves using the proposed local context-aware algorithm execution for deploying five sensors in a flat environment. Red vectors in the figure represent the move direction of the sensor with top priority in each step. In Figure 5a, the sensor in the Voronoi cell A gets the highest rank to move. It may seem that sensor at cell E has the priority to move because of more uncovered space in that cell, but its movement does not have significant impact on coverage gain since the circular sensing area is displaced inside the cell, while the uncovered area will almost remain the same. In Figure 5b, the sensor in the Voronoi cell D is selected to be moved due to the greater area that will be covered compared to other cells, as well as cell B in Figure 5c. In Figure 5d, the sensor inside the cell A has been selected again to move. During this simulation, sensors at cells C and E never get the highest priority to move. This means that the coverage gains of these sensors are always less than the other sensors through this round of optimization. As explained, in cell E there is no overlap between the sensing regions of this sensor and its neighboring sensor cells, then its movement does not have significant impact on the coverage of the network. Sensor at cell C does not get the priority to move, since its cell has been already well covered. A comparison between Figure 5a,d shows that at the end of this round of simulation, the global coverage in the network has been improved.
Figure 5. Simplified simulation of one round of the proposed algorithm to deploy five sensors. Red vector represents the move direction of the sensor with best priority to move in each step. (a),(b),(c), and (d) represent four steps of one round.

5.2. Strategies for Sensor Movement in the Proposed Local Optimization Algorithm

As stated in the previous sections, different actions are proposed for optimization process depending on local context information for each sensor. These actions may include addition, deletion and movement of a sensor in the network. Moving a sensor is one of the important actions for sensor network optimization. Each move in the proposed deployment optimization approach is composed of two parameters: moving distance and moving direction. Moving distance is determined using a set of rules by the reasoning engine. These rules are defined and stored in the knowledgebase (for more details please refer to Section 6). Orientation of movement is defined based on simple Voronoi diagram.

Before explaining our strategy for determination of moving orientation, we recall the definition of a simple Voronoi diagram. Given a set of two or more finite distinct points in the Euclidean plane, each location is associated in that space with its closest member(s) of the point set with respect to the Euclidean distance. The result is a tessellation of the plane into a set of regions associated with individual members of the point set. This tessellation is called simple “Voronoi diagram” generated by the point set. The regions constituting the Voronoi diagram are referred to as “Voronoi cells”. From the mathematical point of view, consider a finite number of \( n \) points in the Euclidean plane with location vector \( x_i \) for \( i \in \{ 1, \ldots, n \} \) where all the points are distinct (\( x_i \neq x_j \) for \( i \neq j \) and \( i, j \in \{ 1, \ldots, n \} \)). Now, let us consider an arbitrary point \( p \) in the Euclidean plane with position vector \( x \), the Voronoi polygon of point \( p_i \) is given by:

\[
V(p_i) = \left\{ x : \|x - x_i\| \leq \|x - x_j\| \text{ for } j \neq i, j \in \{1, \ldots, n\} \right\}
\]  

(4)

For a sensor network, a Voronoi diagram is constructed using initial locations of the sensors. Each sensor in the network is considered as the generator of a cell in the Voronoi diagram, and is responsible for covering the area of its Voronoi cell in the network. In this study, the sensing range for each sensor
is considered as a disk with a given radius $r$ around a sensor. Given the circular covered area, and the Voronoi cell of a sensor node, the uncovered area is defined as the symmetric difference of the Voronoi cell and the sensing disk (Figure 6).

**Figure 6.** Voronoi diagram for five sensors in a network. Dashed circles represent the sensing area of each sensor; the gray region represents the uncovered area of the Voronoi cell associated to the sensor $s$.

Suppose that a sensor with a circular sensing area is located at point $p_i$, and it does not cover $V(p_i)$ completely. Then, some uncovered area within the Voronoi cell exists. In this situation, there are some strategies to heal the holes [16]. Moving the sensor may improve the coverage inside the $V(p_i)$, and hence, the global coverage over the network.

**Figure 7.** Moving direction and distance changes during the optimization process, dashed line represents the first step of the optimization, and solid line the second.
The most probable uncovered area inside a Voronoi cell might be in the direction of the farthest Voronoi vertex from the sensor position that generates the cell [16,30]. Hence, the reasoning engine in optimization algorithm uses different move strategies to decide how and in which direction sensors will be moved (extracted rules). The strategy that is used in the proposed algorithm is to move toward the farthest Voronoi vertex on the line $s_{V_{\text{farthest}}}$. Thus, for each sensor, an increase of its coverage is expected if the sensor move will be directed toward the farthest vertex in its Voronoi cell. The proposed move may change its direction or distance at each step based on new CI. After each move of a sensor, configuration of the network is changed. Hence, the Voronoi diagram of the network is modified and the adjacency of the moved sensor is updated. That being said, the trajectory of a sensor may not be linear during the optimization process, which means that sensor movements are changed during the iterations, and the improved direction and distance are applied (Figure 7).

5.3. Strategies for CI Integration in the Proposed Local Optimization Algorithm

In the proposed local context-aware optimization algorithm, different actions including addition, move or deletion of a sensor are defined based on local contextual information. Depending on the nature of CI, different strategies may be applied to carry out these actions. In most cases, it is possible to map spatial contextual information and manage them based on a layer based approach. For other types of contextual information, we need to have a different strategy.

For spatial contextual information that can be mapped, two steps are considered for their integration in the optimization process:

First, some CI categories are simulated in different layers as the raster weighted maps. For example, the CI of elevation of environmental elements is represented by a raster map where its pixel values contain the elevation. In another case, the CI of restricted area is represented by a weighted raster map with the values of zero for restricted regions and one for authorized regions. Therefore, the idea here is to represent different CI with different weighted raster maps. In the next section, other examples will be discussed.

In the second step, these raster layers need to be overlaid in the knowledge base to extract appropriate rules. In order to consider different CI layers, a scoring method is used in our proposed algorithm. For example, suppose that there are two types of CI that represent the desirability of coverage for a specific area and another represents the restriction of installing sensor inside that area. Hence, we have two raster maps with two types of weights. The scoring machine overlaid these two weights and gives one score for each pixel. Then, the reasoning engine in the algorithm use these scores to extract the optimization rules and decide how and in which direction sensors will be moved inside the network. These two steps will be more clarified in next section when different case studies are presented.

There are other types of CI presented in Section 4 that cannot be integrated in the proposed algorithm by the weighted raster maps. Information on sensing range and sensing orientation of each sensor in the network is in this category. These CI are managed as introduced facts in the knowledge base that are used in optimization process. The reasoning engine considers these types of CI and integrates them to other local CI during the optimization process in the algorithm by entering their direct values. As an example, distance between neighboring sensors is computed locally at each step. This information is used as CI to avoid coverage overlap between these sensors. The rule that uses this information indicates
to the system that if the distance between two sensors is less than the sum of their sensing ranges, then these sensors should be moved away from each other.


In this section, we present several experiments that demonstrate the capacity of the proposed algorithm to consider different types of CI for sensor network optimization. The study area for our experiments is a part of old Quebec City with a dimension of 180 m by 170 m (Figure 8).

![Figure 8. The study area of experiments.](image)

For the experiments, 12 sensors have been assumed to be deployed. The sensors are supposed to be visual cameras with 360° horizontal, ±90° vertical sensing angle, and 35 m of effective sensing range. Placing sensors on the vertices of a triangular lattice is well-known as an optimal solution of deploying sensors over a flat plane [31]. Thus, the initial positions of the sensors were defined on the vertices of a triangular lattice for all different case studies (Figure 9). In one situation, the number of sensors has been increased in order to find the optimal number of sensors needed to cover the entire study region.

For these experiments, we assume that sensors are deployed in an environment with the following considerations that constitute a part of our CI set for the experiments:

- Spatial positions of environmental elements and obstacles are known,
- Digital Surface Model (DSM) of the environment is provided,
- For each sensor, visible and invisible areas are recognized by calculation of line-of-sight and viewshed,
- Some restricted zones for sensor installation exist in the study area,
- There is a zone with high desirability of coverage, with prohibition for sensor installation,
- There is a zone with low level of activity, and high desirability of coverage. This zone is located close to a zone with high level of activity but low desirability of coverage. In both zones sensor installation is forbidden.
This CI set will be integrated to the deployment optimization process and will define the way each sensor move locally during the optimization process.

![Image of initial sensor positions]

**Figure 9.** The initial positions of sensors based on a triangular configuration.

### 6.1. Optimization Considering the Obstacles and Surface Model as CI

The first category of CI to be considered in deployment optimization knowledgebase is the surface model of the network. Having this knowledge, the elevation details of the study area is provided as well as the obstacles baring the sensing field of the sensors. As mentioned in Section 5.2, the second parameter in a sensor movement is the distance. Here, the sensor is moved toward the farthest Voronoi vertex until it reaches the highest elevation on the line $s_{V,\text{farthest}}$. Hence, object elevation is considered as spatial CI in the deployment optimization. It is expected that points with the highest elevation provide better coverage compared to points at lower elevation. This CI has been used also in another part of the algorithm, when the viewshed is used to calculate the coverage in the network and consider the obstacles.

As mentioned earlier, we considered 12 sensors to be deployed on the map of old Quebec City using the proposed context-aware optimization algorithm. Figure 10 depicts the movement of sensors for eight iterations. The arrows show the movements’ distance and direction, and the numbers beside each arrow represent the iteration number. Sensors that do not have any arrows beside them have not moved during the optimization process. In this case, four sensors had the potential of improving the network coverage, by considering the mentioned situations to define their displacements. If the rest of the sensors move, they do not improve the coverage adequately regarding the predefined gain threshold. Then, they have remained in their initial triangular lattice positions. This may be explained by the fact that these sensors are located in the area with little height variation, or other sensors movements have had more impact on the coverage improvement or already covered that area. For example, the move number 4 covers all area at the top of the building beside it; this movement of the other sensor at the left side of the building will not have significant impact on the coverage in that area. So, this sensor never stands at the first rank of the priority queue, and as a result it does not move.
Figure 10. Sensor movement simulation of the context-aware optimization algorithm.

Figure 11 depicts the coverage improvement during the optimization process related to the iterations shown in Figure 10. The upward slope of the diagram shows the improvement of coverage over the iterations. The initial overall coverage of the triangular lattice deployment is 58.79% considering the obstacles, and the final coverage obtained from the optimization is 63.46%. It may seem the coverage improvement was negligible. The reason for little difference between the initial and final coverage is due to the triangular lattice initial configuration, which is close to optimum [31]. We may call the obtained coverage not only the improved coverage but also more realistic coverage due to consideration of local CI. Figure 12 shows the final sensor positions and covered regions.

Figure 11. Coverage improvement over iterations of the context-aware method.

According to Figure 11, 63.46% of coverage over the study area is reached at the end of the optimization process compared to 59% at the starting point. Here, one may raise this question: is it really a significant coverage improvement compared to the initial coverage before performing the optimization? To answer this question and also evaluate the efficiency of the local context-aware algorithm, a comparison between the results obtained from this method and a well-known global approach called CMA-ES [18] has been conducted. Since there are many CI available that might be considered in the context-aware method, the same conditions were applied to run both algorithms. In
current implementation, just obstacles and surface elevation model are considered as the CI. The comparison was made using eight sensors with random initial positions. In order to avoid the impact of initial positions over the final results [17], 32 runs for each method with 32 different initial random positions was performed. Table 1 presents the results of this comparison. The average values of coverage for both methods are two close values, which support the validity of obtained results from the proposed algorithm compared to a well-known optimization approach.

![Figure 12. Coverage map of deploying 12 sensors using the context-aware method.](image)

**Table 1.** Results of Context-Aware and CMA-ES optimization algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Coverage (%)</th>
<th>Best Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context-Aware</td>
<td>51.17</td>
<td>52.83</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>49.09</td>
<td>51.33</td>
</tr>
</tbody>
</table>

6.2. Optimization Considering the Restricted Area as CI

Thematic information is the next category of CI used in deployment optimization. Many parameters exist in the real environment to be considered in the knowledge base as thematic CI. For example, several locations may be legally forbidden for the deployment of sensors, like private buildings, hospitals, military zones, highways, etc. There are other locations, which are difficult to access, or inaccessible for sensors to be installed, like aqueous zones, lakes, rivers, green spaces, and rough terrains. Considering restricted areas in the knowledgebase, sensor action is changed, and the reasoning engine in the optimization algorithm extracts new rules in form of defining new moves. In this case, sensors still move toward the farthest Voronoi vertex, but stop at position $s_i'$ on $L_i$, which $L_i$ are the positions on $S_{Vs_{farthest}}$ excluding restricted areas $R$ from possible sensor positions. So, compared to the previous case study, the direction and orientation of a move here are the same, but the stopping position might be different. Considering elevation as previous CI, the optimization algorithm returns the stopping position as the highest elevation on $L_i$ using both pixel values from the map of elevation (DSM) and map of restricted areas.
where \( \text{elev} \) is a function that returns the elevation of position \( p \) on the line \( L_i \).

Suppose that there is a building that has barred the connecting line between \( s_1 \) and \( v_4 \) on the line \( AB \) (Figure 13). Then the stop position of the move will be a position on \( s_1A \) or \( Bv_4 \), depending on weight values represent other types of CI such as elevation, or parameters explained afterward in next subsections.

\[
\bar{L}_i = \{ p \in s_i v_i \text{farthest} | p \notin R \}  \\
(5) \\
\]

\[
s'_i = \arg \max_{p \in L_i} \text{elev}(p)  \\
(6) \\
\]

**Figure 13.** Sensor’s move representation in case of considering the restricted area. Searching locations have been limited to lines \( s_1A \) and \( Bv_4 \).

To evaluate integrating restricted area, two buildings and a street have been assumed as prohibited locations for installing the sensors (red zones in Figure 14).

**Figure 14.** Illegal zones of sensor deployment: the street (Zone 1) and the buildings (Zone 2).
Firstly, the street (Zone 1) was considered as a CI constraint forbidden from having sensor in it, and the optimization algorithm was run to deploy 12 sensors, which had been initially deployed on a triangular lattice grid, and overall coverage value of 56.19% was obtained. Final positions of the sensors and the covered region have been represented at Figure 15. As expected, there are no sensors located on the restricted street.

**Figure 15.** Coverage map of 12 sensors using the local context-aware method, considering the street (Zone 1) as the restricted area without sensors (the red border zone).

In the second phase of this implementation step, two buildings (Zone 2) have been added as the restricted areas and the street in the former step was considered as an authorized region. Similar to previous tests, the optimization algorithm was run over 12 sensors with the triangular lattice initial positions, and 59.48% of coverage was obtained. The results are represented in Figure 16. There are no sensors on the restricted buildings, despite the higher elevation on those regions. Compared to the previous case better coverage results are returned, when the street has been introduced as a legal place.

**Figure 16.** Coverage map of deploying 12 sensors using the context-aware method, considering the buildings (Zone 2) as the restricted area (the red border zones).
to install the sensors. Hence, the street might be taken into account more critical compared to the buildings in terms of installing the sensors for improving the coverage. This conclusion would be clear, because the area of buildings is less than the area of street in this study region. In fact, in this case, putting sensors at the top of those buildings covers just the roofs since the sensing range is a short 35 m range.

Finally, two buildings and the street (Zones 1 and 2) were entered to the algorithm as the CI of unauthorized areas. Initial parameters to run the algorithm are the same as earlier experiments. The coverage value is 55.52%. The outcome is presented in Figure 17. Adding CI as the weighted maps, expresses the ability of context-aware algorithm to accept different CI separately or together in different case studies according to the application requirements.

![Figure 17. Coverage map of deploying 12 sensors using the context-aware method, considering the street (Zone 1), and buildings (Zone 2) as the restricted area (the red border zones).](image)

In the following, we study to find the impact of increasing the number of sensors over the coverage value of the network, considering both Zones 1 and 2 as the restricted areas. It started with 12 sensors and increased the number of sensors up to 35. The initial positions in all cases have been placed on the triangular lattice configuration. Table 2 shows the results of the implementations. In order to calculate the maximum possible coverage over the study area, the maximum coverage should be specified. Considering the area of the restricted buildings, the remaining region is 92.53% of the entire study area. Since sensors may move close to the street during the optimization process and make it covered, its area was not in calculation of the percentage of the maximum feasible covered region. Compared to the street, buildings do not have this characteristic due to their height. Hence, moving sensors close to buildings does not make them covered. Based on results presented in Table 2, almost all regions of the study area have been covered using 35 sensors. Figure 18 depicts the improvement of coverage by increasing the number of sensors over the study area. Figure 19 shows the configuration of the deployed sensors in the network and the covered area. Many buildings exist at top-right and bottom region of study area, which cause presenting high density of sensors. This may be also interpreted according to the restricted areas, in which sensors cannot be deployed, and push forward to cover the regions that are more complex.
Table 2. Impact of increasing the number of sensors on the coverage using context-aware method in case of considering the restricted area (Zones 1 and 2).

<table>
<thead>
<tr>
<th>Num. of Sensors</th>
<th>12</th>
<th>16</th>
<th>20</th>
<th>24</th>
<th>28</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage (%)</td>
<td>55.52</td>
<td>58.15</td>
<td>59.51</td>
<td>66.14</td>
<td>73.08</td>
<td>87.56</td>
</tr>
<tr>
<td>Num. of Iteration</td>
<td>11</td>
<td>8</td>
<td>9</td>
<td>19</td>
<td>15</td>
<td>34</td>
</tr>
</tbody>
</table>

Figure 18. Impact of number of sensors on the coverage obtained by the context-aware method in case of considering the restricted area (Zones 1 and 2).

Figure 19. Coverage map of deploying 35 sensors using the context-aware method, considering the street (Zone 1), and buildings (Zone 2) as the restricted area (the red border zones).

6.3. Optimization Considering Desirability of Coverage in a Given Area as CI

Desirability of coverage is another type of thematic information that can be considered in the knowledgebase for the optimization process. Suppose that there are some places in the study area, where sensors cannot be set up, but there is a high interest in covering those regions. Then, the weighted map for this CI is defined as follows. Given an environment $\Xi$, let $C_i$ be the circular sensing region with the radius $r$ of sensor $s_i$ centered at the position $p_i$:

$$C_i = \{ p \in \Xi \mid \| p - p_i \| \leq r \}$$

(7)
Suppose that positions are corresponding to pixels, then to define the places with higher concern of coverage the \( w_{dc} \) is defined as the weight of desirability of the coverage in the environment \( \Xi \). Evidently, the places with higher desirability of coverage should get higher weight \( (w_{dc}) \) compared to the rest of the study area, e.g., the street in Figure 20. To consider this weight in the sensor move, each possible new sensor position \( p_i \) gets a score, which is the sum of weights within \( C_i \).

\[
\text{score}_{dc}(p_i) = \sum_{p_j \in C_i} w_{dc}(p_j)
\]

Figure 20. Sensor’s move representation in case of considering circular coverage and desirability coverage at the pink area (street), \( s_1 \) represents the initial sensor position, \( s'_1 \) represents the position with highest weight score on the line \( s_1v_4 \).

The new rule extracted by the reasoning engine is to move sensors toward the desired region to cover it as much as possible, while sensors should not enter the zone. As in previous experiments, each sensor moves on \( s_{i, \text{farthest}} \), but to respect the new rule, it stops at the position \( s'_i \) with the maximum \( \text{score}_{dc} \). In this case, the constraint presented in Section 6.2 needs to be already checked, and as a result the stop position should be out of the restricted area as well.

\[
s'_i = \arg \max_{p_i \in \Xi} (\text{score}_{dc}(p_i))
\]

Figure 21 shows how a simulated weight map has been created to consider the CI of desirability of coverage. It represents how the \( \text{score}_{dc} \) is calculated followed by the movement of a sensor in green cell toward a position with higher score (orange zone).

To evaluate the performance of the method when the desirability of coverage has been considered in a specific area, the optimization algorithm was run over 12 sensors with a triangular lattice initial position. Zone 1 was introduced as the area with high interest to be covered, while it is unauthorized for sensors to be installed. Figure 22 represents the final sensor positions and the covered area. Compared to the case of deploying 12 sensors without introducing any restricted area (Figure 12), and deploying 12 sensors considering Zone 1 as the unauthorized region, results show how six sensors among all, which were closer to Zone 1, have moved and stopped beside the street to make it covered (Blue dots on
Table 3.6: Simulation of the score_{dc} on the weight map, followed by finding a new sensor position regarding the CI of desirability of coverage.

Figure 22. Coverage map of deploying 12 sensors using the context-aware method, considering the street (Zone 1) as the desired region to be covered (the red border).
6.4. Optimization Considering the Environment Activities as CI

Sensor placement in an environment with a critical asset is the next thematic CI that is added to the knowledgebase of the context-aware algorithm. Assume a critical asset to be monitored for preventing any undesired access with a slight activity in its environment $\Xi$, which is located beside a street with a high level of activities. Thus, the sensor movement rules need to be modified regarding to the interest of monitoring any intrusions within the fenced area, while sensor should not be always activated due to the traffic or other activity on the street. In this case, two types of weight maps are defined: (1) $w_{activity}$, which is the weight corresponding to the degree of activities in the environment; and (2) $w_{dc}$, that is the desirability of coverage weight with respect to the area that should be monitored. Obviously, the area with high amount of activities takes higher $w_{activity}$, and the desirable area supposed to be covered gets a higher $w_{dc}$. Let $C_i$ be the circular coverage region of sensor $s_i$ centered at the position $p_i$, then the score value of all possible positions $p_i$ is:

$$
\text{score}_{acdc}(p_i) = \left( \sum_{j \in C_i} w_{dc}(p_j) \right) - \left( \sum_{j \in C_i} w_{activity}(p_j) \right)
$$

(10)

Similar to Section 6.3, the direction of sensor move is toward the farthest Voronoi vertex, and the stop point is at the position with the maximum $\text{score}_{acdc}$ (new movement rule).

$$
\text{s'} = \arg \max_{p_i \in \hat{I}_c} (\text{score}_{acdc}(p_i))
$$

(11)

The reasoning engine also checks all previous CI, such as object elevations (used to define obstacles and visibility) and restricted areas, which were provided in the form of different weighted maps, in addition to the new situation. It means for each pixel, there are different values related to previous extracted CI, plus the new value (score) related to the environment activity.

To evaluate this case study, Zone 3 was defined as a region with high desirability of coverage including low activity, which is located beside Zone 1, which is a street, containing high activity and
low interest of being covered (Figure 24). Both Zones 1 and 3 are unauthorized zones for installing sensors. The same as the previous case, the algorithm was run over 12 sensors with similar initial conditions. Figure 24 has the final sensor positions and the covered regions. Compared to the case of considering the street as the desirable area to be covered (Figure 22), in which six sensors were moved to cover the street, in this case three sensors were configured by the local context-aware optimization algorithm on the proper locations to cover Zone 3 (blue dots on Figure 24). Accordingly, the coverage over the street may be decreased while all surface of Zone 3 is covered. In this case study, the overall coverage is 55.72%, which is lower that other cases. It shows the importance of sensor configuration to cover a special place on the study area and of avoiding deploying sensors in an area with high activity but low interest of being covered.

Figure 24. Coverage map of deploying 12 sensors using the context-aware method, considering the activity in the network; Zone 3: the area with low activity, but high interested to be covered.

7. Discussions and Conclusions

A local context-aware optimization method for sensor network deployment has been proposed in this paper, which considers the local information from the environment and the relevant information on the network. The main objective of the paper was to propose a more realistic context-aware deployment algorithm for sensor networks in a given environment. As mentioned in Sections 1 and 2, integrating local information and relations of the network and surrounding environment helps to conduct an efficient sensor network deployment. Some instances of such information include adjacency relations, sensors configurations, obstacles that are blocking the line-of-sight, and the information about the physical environment elements. Accordingly, the concept of context was investigated and expanded for sensor network deployment. The CI then was categorized to three categories of spatial, temporal, and thematic to be clearly involved in sensor deployment. The mentioned investigations led authors to propose a flexible conceptual framework to handle sensor placement using Voronoi diagram and contextual information. Based on the proposed conceptual framework, a novel local context-aware optimization algorithm was developed. The proposed algorithm does not depend on the oversimplification of
assumptions as is usually observed in other existing optimization algorithms. The novelty of our algorithm lies in explicit consideration of the local CI, such as environmental information, spatial locations, sensor adjacencies in the network, thematic and legal information for sensor placement, and sensors temporal configuration. Despite the capacity of the proposed algorithm to consider complex CI, it is simple and easy to implement. In addition, it used a flexible methodology that can accommodate all relevant information that would influence sensor placement. Thus, the proposed approach can address different sensor configurations under different circumstances or different environmental CI and sensor parameters. Consequently, if there are any changes in sensor parameters or environment, the optimization algorithm can simply take in the new relevant CI and regenerate a new sensor placement design adapted to the new situation.

In order to validate the proposed algorithm we have conducted several experiments. First, the results of the local context-aware algorithm were compared with a well-known global optimization algorithm (CMA-ES) in one case. The comparison shows almost the same percentage of final coverage value over the study area for both methods, while the computation required by the proposed local approach is significantly less than the global method. The local context-aware approach uses the local CI and spatial relations to perform the optimization. It explicitly considers the physical reality of the environment, instead of using the probabilistic information, which is generally used in global non-context-aware methods.

The developed algorithm was evaluated over many relevant case studies for performance with different application needs. In order to avoid the impact of different initial positions on the final outputs, the same initial conditions were applied at the starting point of optimization. Elevation and viewshed information were the first level of CI used in the local approach. For the next case study, some restricted areas were introduced to the algorithm. Given this CI, the optimization algorithm analyzed sensor displacement in the network and appropriate actions were determined. Another investigation was made to find how many sensors would be enough to cover the whole study area. It was conducted by increasing the number of sensors and its positive impact on the coverage. To analyze the capacity of the context-aware method in more complex situations, the desirability of coverage was added as supplementary CI. Environmental activities such as monitoring an environment with a slight activity containing a critical asset for preventing any undesired access located beside a street with a high level of activities were considered as the last part of the investigation over various CI case studies. In that step, regions with high activity and low desire of coverage were introduced to the algorithm. The extended algorithm was adapted to cover the desired region without being affected by the attraction of high activities of the surrounding regions. These inquiries illustrate how the proposed local context-aware algorithm is efficient in performing a sensor deployment optimization considering environmental and network CI.

The presented approach is a context-aware automated sensor deployment optimization method based on environmental and network information. A specialized context-aware process was introduced to exploit complex environmental information. The algorithm maximizes the performance whereas the processing time is minimized based on an optimal number of sensor displacements in the network. In addition, the proposed method profited from a local refinement of deployment using a deterministic solution, which avoids applying the stochastic black box methods.
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