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Abstract: In this paper, we study the channel allocation in multi-ctedrwirelessad hoc
networks with directional antennas. In particular, we stigate the problem: given a set of
wireless nodes equipped with directional antennas, howyrolaannels are needed to ensure
collision-free communications? We derive the upper boumtshe number of channels,
which heavily depend on the node density and the interfereato {.e., the ratio of the
interference range to the transmission range). We consteueral scenarios to examine
the tightness of the derived bounds. We also take the sloesland back-lobes as well
as the signal path loss into our analysis. Our results cansbd to estimate the number
of channels required for a practical wireless network (eagreless sensor network) with
directional antennas.
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1. Introduction

With the proliferation of various wireless devices and \Wss communication services, the demand
for wireless spectrum is constantly increasing and thelaba wireless spectrum becomes scarce.
Therefore, the study on the effective and sufficient chaaletation schemes of the wireless spectrum
has received extensive attention from both academia angiryd However, most of the current studies
on the channel allocation schemes are focused on wir@édsoc networks withomni-directional
antennas (OMN)which radiate wireless signals in all directions and cquosatly lead to high
interference to other concurrent transmissions. As atiesubmni-directional antenna has low spectrum
reuse. We call such wirelessl hocnetworks with omni-directional antennas@MN networks. Most
of the current wireless sensor networkggN$ are OMN networks.

Compared with an omni-directional antennagigectional antenna (DIREan concentrate wireless
signals on the desired direction and lead to low interfezg¢nmther current transmissions. Potentially, a
directional antenna can improve the spectrum reuse anéguoastly improve the network performance.
Specifically, it is shown in1,2] that using directional antennas WISNscan significantly improve the
network capacity and reduce the end-to-end delay. We nactewsiieless networks with directional
antennas abBIR networks. In this paper, we study the channel allocatioDié&® networks. s In the
following, we first survey the related work and then sumneadar research contributions.

1.1. Related Work

Many recent studies focused on using multiple channe@MN networks to improve the network
performance. In particular, the experimental results3s8] show that using multiple channels can
significantly improve the network throughput. One possieleson is that using multiple channels can
separate multiple concurrent transmissions in frequemegain. On the other hand, the relationship
between the number of channels and the network capacitystedesd in P,10]. More specifically, it is
shown in P] that the capacity o©MN networks has different bounds, which only depend on the wdti
the number of interfaces to the number of channels. Refergi studied the problem by usinmear
programming More specifically, thenterference constrainandflow constraintwere defined in10].

In addition, the link scheduling and channel allocationpeon has been studied id]]. Specifically,
in [11], aconflict graphwas proposed to model the constraints, and the channehassig problem was
converted into a graph coloring problem. Furthermore, #eegal channel allocation problem@MN
networks was studied irLP]. Moreover, [L3] first applied stochastic optimization in channel allooati
in OMN networks.

However, most of the current studies on the channel allocatire focused ol ©®MN networks.
Recent studies such a$4F21] found that applyingdirectional antennasnstead of omni-directional
antennas in wireless networks can greatly improve the r&teapacity. For example, the analytical
results in L4] show that using directional antenna in arbitrary netwaakhieves a capacity gain of
27 /+/a when both transmission and reception are directional, &heand 3 are transmitter and
receiver antenna beamwidths, respectively. Under randemvanks, the capacity gain ist?/(a/3).
However, these studies only considered the single channBIR networks. There are few studies
on the multi-channel allocation dIR networks, which are shown to have higher performance than
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OMN networks [L4,20,22]. In particular, the channel allocation in IEEE 802.114dxhsnesh networks
with directional antennas was studied RB]. However, the allocation scheme of this study can only
apply for the specific network, in which a wireless stationgaode) can simultaneously transmit to a
number of other stations, or simultaneously receive froraralver of other stations, but a station cannot
simultaneously transmit and receivee( the half-duplexity is still in place).

1.2. Contributions

The primary research contributions of our paper can be suinetbas follows.

e We study the channel allocation in genef2lR networks. In particular, we try to answer
the question: how many channels are needed to ensure @olfie communications in a
DIR network.

e We formulate the channel allocation problem agraph coloringproblem. We derive the upper
bounds on the number of channels to ensure collision-fregmaanications in IR network. It
is shown that the upper bounds on the number of channelslyéaygiend on the node density and
the interference ratio.

e We compare our derived upper bounds with the results defieed OMN networks. We also
investigate the tightness of our derived upper bounds bgtaecting several scenarios.

¢ We also take the side-lobes and back-lobes of a directiort@haa as well as the physical channel
characteristics (e.g., the signal path loss) into accdsecifically, our results show that when the
beamwidth of a directional antenna is quite narrow, theceéité the side-lobes and back-lobes is
so small that they can often be ignored.

e Our results are also useful in practice. In particular, @sufts can be used to roughly estimate
the number of channels needed in the given configuration ofedess network (e.g., WSNwith
directional antennas). On the other hand, when the numbavaiable channels is limited, our
results can be used to suggest the proper network setting.

The remainder of the paper is organized as follows. In Se&jave describe the models and give
the problem formulation. Sectidhpresents the derived upper bounds on the number of chanmdds u
different values of the interference ratio. In Sectigrwe construct several communication scenarios
and examine the tightness of our derived bounds. Seéticompares our results with those derived
with omni-directional antennas and presents some usefiligations. Finally, we conclude our work in
Section?.

2. Models and Problem Formulation

In order to clarify our analysis, we firstly propose a direnll antenna model and an interference
model in Sectior?.1 Then Sectior2.2 gives the definitions for a link set, a valid assignment as asl
the node density, and presents the problem formation fanpiper bound on the number of channels. In
Section2.3, we define the conflict graph.
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2.1. Models
2.1.1. Antenna Model

The radiation pattern of a direction antenna is often dedi@s the gain values in each direction
in space. We can project the radiation pattern of an antemaa tazimuthal or elevation plane. The
projection of the pattern typically has a m&ate (beam) of the peak gain and side-lobes and back-lobes
of smaller gains.

Since modeling a real antenna with precise values for malrsate-/back-lobes is difficult, we use an
approximate antenna pattern b. In an azimuthal plane, the main lobe of antenna can be tbzpas
a sector with anglé,,, which is denoted as the beamwidth of the antenna. The slusland back-lobes
are aggregated to a circle, as shown in Figur&he narrower the main beamwidth of the antenna is,
the smaller the side-lobes and back-lobes are. Let us takaltbve antenna model as an example: the
gain of the main beam is more than 100 times of the gain of lsildes when the main beamwidth is less
than 40 [15]. Thus, we temporarily ignore the effects of the side-lobd hack-lobes of an antenna
in the follow sections. Specifically, we will extend our aygs with the side-lobes and back-lobes in
Section6.

Figure 1. The Antenna Model.

directional
antenna

side-lobes/
back-lobes

Our simplified model assumes that the directional antenmaigavithin the main beam. The gain
outside the main beam is assumed to be zero. At any time, tearsmbeam can only be pointed to a
certain direction, as shown in Figutein which the antenna is pointing to the right.

2.1.2. Interference Model

We propose an interference model, which extend$tiotocol Modelin [24] to directional antennas.
Our model only considers directional transmission andctimaal reception, which can maximize the
benefits of directional antennas.

Two nodesX; and X, can establish a bi-directionbhk denoted byi;; if and only if the following
conditions are satisfied.
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(1) X; is within thetransmission rangef X; and.X; is within thetransmission rangef X ;.

(2) X; is covered by the antenna beamgf Similarly, X, is also covered by the antenna beankof

(3) No other node within thmterference rangghe interference range is used to denote the maximum
distance within which a node can be interfered by an interfesignal) is simultaneously
transmitting over the same channel and in the same diretivoard X ;.

We call two nodes iwonflictwith each other if they are located within the interfererenege of each
other and their antenna beams are pointed toward each &tiregxample, in Figur@, node X, within
the interference range of nodé may conflict with.X;. Link /;; conflictswith link /;; if either node of
one link conflicts with either node of the other link.

Figure 2. The Interference Model.

2.2. Definitions and Problem Formulation

In this paper, we assume that there ar@odes in a plane and each node has only one antenna
(interface),.e., it can only transmit or receive with at most one neighborinde at one time.

We also assume that each node is equipped with an identieair@with the same beamwidify.
Each node also has the satransmission rangalenoted byz; and the sammterference rangedenoted
by R;. Typically, R; is no less thark;, i.e., R; > R;.

Basic definitions are stated as follows.

Definition 1 Link Set. A link set is defined as a set of links among which no two linkkighset share
common nodes. Such a link set is denoted &sA link set is used to describe a set of links that need to
act simultaneously.

Definition 2 Valid AssignmentA valid assignment to a link set is an assignment of channels that
no two conflicting links are assigned an identical channelink set is called e&Schedulable Link Set
and only if there exists a valid assignment for the link set.

Definition 3 Interference Ratio.The interference ratio is the ratio of the interference rang the
transmission range, i.er, = R;/R,. SinceR; > R, it is obvious that the interference ratio > 1.
The number of interfering nodes around a node heavily dependhe interference ratio.

Definition 4 Node DensityThere aren nodes randomly located in the plane. lSetlenote the (infinite)
set of sectors on the plane with radifts and angled,,. The number of nodes within sectois denoted
asN(s). The density of nodes is defined/as= max,cg N(s).
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In order to compare our derived results to those W@MN networks [L2], we re-state the
definition here.

Definition 5 [12] Node Density with Omni-directional Antennabhere aren nodes uniformly located
in the plane. Let” denote the (infinite) set of circles on the plane with raditis The number of nodes
within circle ¢ is denoted asV(c). The density of nodes is definedlag= max.cc N(c).

Then we give the definition of the upper bound on the numbeihahnels to ensure collision-free
communications ilDIR networks.

Definition 6 Upper Bound on the number of channel$ere exist possibly many valid link sets, which
represent different combination of communication pairsoagithe nodes. The problem is to find a
number, denoted &3, such that any link set.S derived fromn nodes is schedulable usiigchannels.

In other word,U is the upper bound of channels needed to ensure a collisganlihk assignment.

2.3. Conflict Graph

The link assignment problem can be converted twmiaflict graphproblem, which is first addressed
in [11]. A conflict graph is used to model the effects of interfenc

Definition 7 Conflict Graph We define a graph in which every link from a link §étcan be represented
by a vertex. Two vertices in the graph are connected by aniédgd only if the two links conflict. Such a
graph is called a conflict graph. The conflict graghconstructed from link setsS is denoted a&:/(LS).

3. Upper Bounds on the Number of Channels

In this section, we first convert the channel assignmentpnelbf DIR networks to the vertex coloring
problem in graph theory. We then derive the upper bounds@number of channels.

3.1. Background Results

By constructing the conflict graph for a link set, and repnéisg each channel by a different color,
we found that the requirement that no two conflicting linkarghthe same channel is equivalent to the
constraint that no two adjacent vertices share the same icofpaph coloring. Therefore, the problem
of channel assignment on a link set can be converted to tksicid vertex coloring problem (in graph
theory, the vertex coloring problem is a way of assigningpéla”—colors—to vertices of a graph such
that no two adjacent vertices share the same color) on thiéat@raph. The vertex coloring problem,
as one of the most fundamental problems in graph theory, asvikrto be NP-hard even in the very
restricted classes of planar grapBS$|[ A coloring is regarded as valid if no two adjacent verticsg
the same color.

The minimum number for a valid coloring of vertices in a gr&pis denoted by ahromaticnumber,
X(G). There are two well-known results on the upper bound @¥), which will be used to derive
our results.
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Lemmal [26] If A(G) denotes the largest degree amon@s vertices, i.e., A(G) =
max,cq Degree(v), then we have
X(G) <AG)+1

Lemma 2 [27] If G contains a subgrapli/ in which each node has a degree at ledst 0, we define
such degree a8 D(H ) = min,ey Degree(v). We have

X(G) < 5(G) +1

where the maximum degree among all fhe(H ) is denoted by (G) = maxycq LD(H).

3.2. Upper Bounds on the Number of Channels

We then derive several upper bounds under different netwettings in terms of the interference
ratior.

Theorem 1 If there aren nodes in a planar area with the densify and each node is equipped with
an antenna with the identical beamwidi}y, for any valid link setl.S derived from the: nodes, the
corresponding conflict grap&'(LS) can be colored by usingD — 1 colors.

Proof. Consider link;; that consists of nodeX; and X;, as shown in Figur8@. The interference
region is denoted as two sectors with radigisand angled,, (the gray area in Figur8). From the
definition of node density, each sector has at niostodes. Other than nodé§ and.X;, there are at
mostD — 1 nodes in either sector. After we combine the nodes in the egtoss, the gray area contains
no more thar2D — 2 nodes excluding node¥s; and.X;.

Suppose link,; is one of the links that conflicts with;. It is obvious that at least one node of that
link, e.g., X, should be inX;’s interference region, the gray sector centered atn Figure3. At the
same time, the antenna &f, should be pointed t&; if it can interfere withX ;. Thus,X}’s interference
region must also covek;. So,|X; — X;| < R;. Since the antenna beam of the other né@eshould
be turned towardX}, it must also fall in the interference region 4f;, as shown in Figur@. Hence,
X — X,| <R

It seems that any link that conflicts with lilk must fall in the gray area representing the interference
regions of nodesY; and X,;. However, consider the case th¥f and X form a link ;; in Figure3.

Xj is outside the gray region @f;, but X, can interfere withX; since its beam cover¥;. So, a link
conflicting with linkZ;; must contain at least one node falling in the gray area.

Figure 3. The Interference Region.
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Therefore, there are at mo3D — 2 links that conflict with/,;. Hence, the maximum degree of
the vertices ofG is A(G) < 2D — 2. From Lemmal, the conflict graph can be colored by using
2D — 1 colors. 0

Theoreml can be applied to any settings of the interference ratiWhenr is greater than 1, we can
get tighter upper bounds. Specifically, we have the resuétnwh= 2.

Theorem 2 Whenr = 2 andn nodes are distributed in a planar area with density and each node is
equipped with an antenna with the identical beamwigthfor any valid link set.S derived from those
n nodes, the corresponding conflict graptiLS) can be colored by usingD colors.

Proof. Without loss of generality, we assunig = 1 so R; = 2. Since the number of nodesis a finite
number, the number of links derived fromis also a finite number. Given a finite number of links on
the plane, we can always find a line, such that at least oneis@utethe line, and all the other nodes are
on the right hand side of the plane (as shown in FighreWe denote the node on the line &s, and
the other node on the corresponding lipkis X;. Then we will calculate the number of links that may
conflict with link Z;;.

Figure 4. The plane is divided into two parts.

)(7_ {

Let us consider link;; consisting of two nodeX; and.X; (as shown in Figur§). For any linki; that
interferes with nodeX;;, at least one node of that link must fall in the interferermege ofX;. Thus,
any interfering link must have an acute angle with lipk Therefore, we draw a line in parallel with
the line segmenk; X; and a line in parallel with the upper border of the interfeenegion ofX; to
bound those interfering nodes. Similarly, we draw other liwes in parallel withX,; X; and the lower
border of the interference region &f. Those lines and the arc of the interference regioX pform the
region ABC' D E F'G with the bold border, as shown in Figus€note that the length af' D is equal to
the length ofAG, which is equal to the length of . X;). Thus, those interfering nodes should all fall in
this region.

Then we illustrate that this region can be covered by threatidal sectors with radiug; = 2 and
angled,,. We place these three sectors as follows. First, we put arsewth one of its edge tightly
clinging to the thick line as shown in Figuke By calculating the coordinates of poidtand pointB,
we can prove thaR; is greater than segmedtB. Then we place the second sector next to the first one as
shown in Figures. Similarly, we can prove that points and D fall in the second sector by calculating
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the coordinates of' and D. Then we put the third sector next to the second one. Hoifalls in the
third sector. Pointg” andG also fall in the first sector. So, the regietBC D E F'G can be covered by
the three sectors.

Figure 5. The proof of Theorem 2.

Since the regiodl BC' D EF'G can be covered by three identical sectors with radiyand anglé),,,,
by definition of the node density, the number of nodes in regi&C D EFG is at mosBD. Those3D
nodes can form at mogtD links in this area. Other than link;, there are at mostD — 1 links that can
interfere with link;;. Therefore, every vertex in subgrafih(the gray area in Figur®) of G has a vertex
with degree at mos{D — 1. From Lemma2, the conflict graph can be colored by usig colors. 4

Note that the result of Theorer2 also holds for anyr > 2. More specifically, we have the
following result.

Theorem 3 If an upper bound’ is valid for the interference ratio = r1, r; > 2 andry > r, then the
upper bound is also valid forr = r,.

Proof. Without loss of generality, we have the assumption thatriberfierence range is fixed & = 1
in both following two cases.

Case l ¢ =r):

The transmission range in this caBg = %‘ = % andU is a valid upper bound.

Case ll ¢ = 19):

Thus, the transmission range in the second dase- f—g = i Sincery > r1, we haveR,; > R.
This means that the transmission rargein the first caser(= ) is larger than the transmission range
Ry in the second case ). That is to sayany valid link setLS in the second case is also valid in
the first case Since interference ranges are equal in the two cases, dink$will result in the same
conflict graph in the two cases. Recall the assumption thahwh= r,, U colors are enough to satisfy
G(LS). Therefore[J is also a valid upper bound when= 7. 0

As shown in Theoren3, the upper bound is monotonically non-increasing as iaterfce ratior
increases. Intuitively, the larger the interference rati®, the further reduced the upper bounadan be.
Whenr = 4, we have the following result.
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Theorem 4 Whenr = 4 andn nodes are distributed in a planar area with density and each node is
equipped with an antenna with beamwidth, for any valid link set..S derived from those nodes, the
corresponding conflict grapty(L.S) can be colored by using colors.

Proof. We take the similar proof techniques to prove Theodeithout loss of generality, we assume
thatR, = 1 andR; = 4.

From Lemma2, it is sufficient to prove thaé(G) < D — 1. This is equivalent to prove that every
vertex of every subgraph of has a degree at mobt— 1. In other words, we prove that for every subset
of link setLS, there exists link;; such that there are at mast— 1 links that interfere with linki;;.

Similar to the proof of Theorer, we also show that the nodes interfering lipkwill all fall in a
region that can be covered by two identical sectors withusi and angle),,,.

As shown in Figures, for any linkly, that interferes with nod&;, at least one node of that link must
fall in the interference range of;. The other node of such link; must fall into regionABCDEFG
with the bold border.

Figure 6. The proof of Theorem 4.

We illustrate that this region with the bold border can beeted by two identical sectors with radius
R; = 2 and anglg),,,. We place these two sectors as follows. First, we put a séciozontally. By
calculating the coordinates of poiAtand pointB3, we can prove that pointd and B are falling into the
first sector. Then we put the second sector contiguous torteséctor. By calculating the coordinates
of pointsC, D and E/, we can prove that points, D and E fall into the second sector. Similarly, we
can prove that pointg’ andG fall into the first sector. So, the regiohBC D E F'G can be covered by
the two sectors.

Since the regiod BC'D EFG can be covered by two identical sectors with raditysand angle,,,,
by definition of the node density, the number of nodes in regi&C D EFG is at mosD. Those2D
nodes can form at mog? links in this area. Other than link;, there are at mosb — 1 links that can
interfere with link;;. Therefore, every vertex in subgrafh(the gray area in Figur@) of G has a vertex
with degree at mosb — 1. From Lemma2, the conflict graph can be colored by usibPgcolors. 0
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4. Tightness of the Upper Bounds

In this section, we construct several scenarios to exarheéightness of the derived upper bounds.
In particular, we have the following results.

Theorem 5 Whenr = 1, the upper bound cannot be reduced to be lower than 1.

Proof. Whenr = 1, R; = R;. We construct a scenario, as shown in Figiwré'he densityD is 14 in
Figure7. We first draw a sector of radius; /2 and angle,,,. Then we placé — 1 (13) nodes equally
on the arc of the sector with radiug /2. For each node on the circle, we establish a link with length
R, = R; toward the center of the sector, as shown in Figure

Figure 7. The proof of Theorem 5.

k— Ri/2 —
f———— R ——

It is obvious that the node set we have just constructed ig$ity D since there ar® nodes within
the sector of radiu®; and angle),,,. For the link set from the constructed node set, the corredipg
conflict graph is d D — 1)-clique (.e., each link interferes with each other), which needs exagtly 1
colors to color. So the upper bound cannot be lower than 1. 0

When the interference ratiois increased, the upper bound can also be reduced. Mordispkyi
whenr > 2, we have the following result.

Theorem 6 Whenr > 2, the upper bound cannot be reduced to lower tﬂ@% - 2] + 1, where

B = 2arctan(FWCr D i (1)
. .(1"71) tan? eTer\/(Qrfl) tan? GTerrQ
interference ratio-.

), which only depends on the beamwidify and the

Proof. Whenr > 2, we construct a scenario shown in Fig@.e We first draw a sector with radius
d > R;/2 and putn nodes equally on the arc of the sector. For each node on ttle,cive establish a
link with length R, directed against the center of the sector, as shown in Fjure

For this example, the node density = 2n since we can put a sector with radifés and angle),,
to cover those: links (each link has two nodes). Then, we need to calculaetimber of links that a
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link can interfere with. We take link; as an example. All the nodes falling in the interferenceaeqgi
of nodesX; may interfere with nodeX;. In order to calculate the number of susceptible links, wedne

to calculate theoverage angledenoted ag. The details on the calculation of the coverage amgtan
be found in AppendiA. Thus, we have

tan % . (\/(R? — d?)tan? &= + R? — )
dtan? &= 4 \/(R? — d?) tan? &= + R?

SinceR; = r- R, andd = R; — R, = (r— 1) R;, we substitute the corresponding parts in Equation (
Then we have

f = 2arctan( (1)

tan%ﬂ-(\/(2r—1)tan297m+r2—(r—1))

f = 2arctan(
(r — 1)tan297m + \/(27’— 1)tan297m + r2

(2)

Figure 8. The proof of Theorem 6.

From Equation2), the coverage anglé is less than the beamwidth,. It only depends o#,, and
the interference ratio. This angle monotonously increases withwhen0 < 6,, < 7. Furthermore,
it monotonously decreases with the increased interfereatcer. There are nearlyg% - 2] + 1links
falling in the interference region of nod€;. Thus, in order to separate those links, we need at least
|- 2] + 1 colors. 0

It is shown in Theorent that the number of required channels can be reduced wisimcreased.

Theorem 7 The upper bound cannot be reduced to lower t%éh for anyr and anyd,,,.

Proof. Suppose that there afe nodes that are closely located. The distance between angftthem
IS €, wheree is a quite small number and> 0. Any link is constructed from any two of th® nodes.
When the distance is quite narrow, the collisions amongsliate quite high and any link can almost
conflict with other links. So, there a@ links that conflict with each other. Therefore, the number of

channels cannot be reducedg?2. 0
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5. Discussions and Implications

We summarize our results in Taklle We also compare our results with omni-directional ca3ép [
Note that we assumi; = 1 is fixed andR; is adjustable. The coverage angles given in EquationX),
which decreases with the increased interference ratWhenr = 2, the angle is denoted by. When
r = 4, the angle is denoted b3;. Thus, we haveéd, < f;.

Table 1. Comparisons o©OMN networks andIR networks.

OMN Networks [12] DIR Networks

=

Upper bounds Lower constraints Upper bounds Lower comggrali

1 2D,-3 D,—1 2D — 1 D-1
2 D, (D, - 1) :D 2] +1
4 D, LD, D [z 5] +1
% 1D, 1D, 1p 1

When interference ratio = 1, the upper bound for the network with directional antensadJ — 1
and the upper bound for the network with omni-directionaéanas i2 D, — 3. Different from the node
density D with directional antennad), is defined as the maximum number of nodes within a circle of
interference range. Generally, we haveZ D,.

Whenr = 2, the upper bound on the number of channel%lﬁsfor directional antennas an%jDo
for omni-directional antennas. Similarly, when= 4, the upper bound is reduced i»for directional
antennas and, for omni-directional antennas. From those results, we Hauad that the number
of channels needed for a collision-free transmission sclahearly with the node densityp, and is
non-increasing as the interference ratiocreases.

When the interference ratioapproximates the infinity, theR, approximates 0. This means all links
have length 0. So, any link will conflict with at mo§D — 1 links in the directional case an}Do -1
links in the omni-directional case.

From Tablel, we also observe that upper bounds derived from the omactiimal antennas have
almost the same coefficients as those derived from the diredtantennas except for the case when
r = 1 (although they have different node densities, D andD,). Both the upper bounds derived from
the omni-directional case and those derived from the doeat case heavily depend on the node density
and the interference ratio. An interesting question is Whiethe upper bounds are independent of the
actual radiation patterns of antennas.

Our derived theoretical results can be applied to solve npaagtical problems. For example, given
a wireless network with a number of wireless nodes, our ddrivounds can be used to estimate the
number of channels required to ensure a collision-free comecation. For another example, when the
number of channels is given (e.g., there are 14 channelsibutiree orthogonal channels available in
IEEE 802.11), our results can be used to offer suggestioriseonode density in the node deployment
or suggestions on the channel assignment for a given network
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6. Extension with Side-Lobes/Back-Lobes as Well as the Patloss Effect

In this section, we take side-lobes and back-lobes of atitires antenna as well as the signal path
loss effect into our analysis. We next derive the resultshenupper bounds of the number of channels
with consideration of the above factors.

6.1. Antenna Model with Side-Lobes and Back-Lobes

To measure thdirectivity of an antenna, we often consider the three-dimensionabspattribution
of antenna gainswhich is called theadiation patternof an antenna. Figur@shows the radiation pattern
of a realistic directional antenna in 3-D space, which tgtycconsists of thenain lobe(or bean) with
the largestadiation intensityand theside-lobesandback-lobesvith smaller radiation intensity.

Figure 9. Radiation pattern of a realistic directional antenna.

A
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i
Main lobe ——— :
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I
I
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I
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As shown in Figur®, we use vector to represent the direction of the radiation intensity in 3gace.
In particular, we usé to represent the angle between the vectand thez-axis ¢ € (0, 7)), and¢ to
represent the angle between thaxis and the projection of the vectointo thexy plane ¢ € (0, 2)).
We then define the gain of an antenna as

3)

wheren is the efficiency factor, which is usually set to be 1 sincetladl antennas in this paper are
assumed to be lossleds(d, ¢) is theradiation intensity which is defined as the power radiated from
an antenna per unit solid angle, afid denotes radiation intensity of asotropic antenna with the
same radiation poweP,,; as a directional antenna. Note that i@otropic antenna is a point that
radiates/collects radio power uniformly in all directioms3-D space. In this paper, we regard an
isotropic antenna as being equivalent to an omni-direatiantenna since both of them have the same
projectedradiation patterr—a circular area in a 2-D plane.

We next analyze the antenna gain of omni-directional arsermmd the antenna gain of directional
antennas, which will be used in the physical channel modgkiction6.2
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6.1.1. Omni-Directional Antenna

It is obvious that an omni-directional antenna has anterama @, = 1 since an omni-directional
antenna radiates the power uniformly in all directions, U(¢,¢) = U,. Note that we consider the
linear gain instead of logarithmic gain (dBi) for an anteimthis paper in order to maintain consistency
with the physical channel model (see SecioB).

6.1.2. Directional Antenna

As mentioned in Sectior2, we consider an approximated radiation pattern of direetio
antennas15|. In this model, the main lobe of a directional antenna isespnted as a cone with angle
0., and side-lobes and back-lobes are approximated as a sphierbeamwidth2z — 6,,. Figure10
shows the approximated radiation pattern of a directiontdrana.

Figure 10. Approximated radiation pattern of a directional antenna.

rd tan (6max/2)
.%,l'/

“_ main lobe

We then to calculate the antenna gain of the main lobe of &tibreal antenna and the antenna gain
of the side-lobes and back-lobes, which are denoted,aand g,, respectively. We first derive the
maximum beamwidtimax of the main beam. As shown in Figut@, we consider a sphere with radius
rq, Where the radiated power of the main beam is concentratidwvihe small surface with are& The
areaA can be approximated a6 = r,; tan fmax/2. We denoteS as the surface area of the sphere. By
Equation 8), we have

P Lo
N 7:4ad N 7r7‘c2l tan? rnQaX - 4 (4)
gm o P’rud o P’rud o t 2 emaX
S 4mr2 an )

We next derive the maximum approximated beamwiétiax for g.,,.

4
Omax = 2 arctan 4| g_ (5)

Usually, the main beamwidth,, < max. Similar to [L5], we simply choosé,, to be the largest
multiple of 10 that is less tha#imax. Givené,, andg,,, we now derive the antenna gain of side-lobes
and back-lobeg, as the following steps.
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By Equation 8), we have

Prad Prad
m . A 5" S _ A — . P’r‘a 6
I —5 + 95— ) =1 Prad (6)
Solving the equation, we have
n- S _ I
gs = ﬁA_ 1 (7)
A
Where% = ——— andn is usually set to be 1.

tan2 ‘max
We then calculate the main beam gain by Equation 4). We next chooséd,, to be the largest
multiple of 10 that is less thafimax. Finally, we calculate the side-lobe and back-lobe gains by
Equation 7). Table2 lists both the linear gains and logarithmic gains (dBi).

Table 2. Antenna gains (linear and logarithmic).

Main Beamwidth 6,, Main Beam Gaing,, Side-Lobe and Back-Lobe Gaing,

60° 10 (10 dBi) 0.18 (~7.4 dBi)
40° 25.12 (14 dBi) 0.17 (~7.6 dBi)
20° 100 (20 dBi) 0.22 (—6.5 dBi)
10° 398 (26 dBi) 0.398 (4.0 dBi)

As shown in Table2, when the main beamwidth of a directional antenna is deeckathe ratio
of g/gs is significantly increased. In particular, when the mainrbe&th is quite narrow (e.g.,
0., < 10°), we havey,, > g,.

6.2. Physical Channel Model

We denote the node whose transmission causes the interéaieeather nodes as ti@erferingnode.
The node whose reception is interfered by othé&rferingnodes is denoted asterferednode.

We assume that the interfering node transmits with pa®erThe received power at the interfered
node at a distancéfrom the interfering node is denoted B, which can be calculated by

1
P, = CGtGTPt_ (8)
TOt
where(C' is a constant(s; andG, denote the antenna gain of the interfering node and the aatgin of
the interfered node, respectively, amds the path loss factor usually ranging from 3 ta24][
When an interfering node interferes with an interfered nduereceived power at the interfered node
P, is required to be no less than a threshBjdi.e., P, > F,. Thus, to calculaté’,, we

1
Py =CGGPpg 9)

7

whereR; is defined as thaterfering rangein the physical channel model.
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Solving this equation, we have
CGiG By

0
We next analyze the interfering range according to the four different scenarios, which are
summarized in Tabl8.

R = ( ) (10)

Table 3. Four scenarios.

Scenarios Interfering Node Interfered Node Interference Ringe R;
I Main beam Main beam R;(MM)
I Main beam Side-lobes and back-lobes R;(MS)
1l Side-lobes and back-lobes Main beam R;(SM)

\% Side-lobes and back-lobes Side-lobes and back-lobes  R;(SS5)

In particular, in Scenario I, two nodes; and X, interfere with each other if and only if they fall
into the interference range of each other and their maimaatbeams are pointed toward each other, as
shown in Figurel1(a). In this case, the interference range denote@ )/ M/) can be calculated by

Cgmgmpt

) 1)

RZ(MM) = (
where we replace botfi; andG, in Equation (0) by g,,.

Figure 11. Four scenarios. a) Scenario (I); b) Scenario (ll); ¢) Scenario (lll);
(d) Scenario (1V).

In Scenario I, the main antenna beam of the interfering n&ges pointed to the interfered node
X;, which also falls into the interference rangef. However, the main beam of the interfered node
X; is not necessarily pointed to the interfering nadlg. Due to the existence of the side-lobes and
the back-lobes, the reception of node is interfered by nodeX}, as shown Figurd1(b). Thus, the
interference range denoted By()/ S) can be calculated by

Cgmgspt

B (12)

Ri(MS) = (

where we replacé/; andG, in Equation L0) by g,, andg,, respectively.
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Similar to Scenario Il, the interference range in Scendtioahich is denoted byR; (M S), can be

calculated by
Cgsgmpt

) )e
where we replacé/; andG, in Equation L0) by g, andg,,, respectively.
It is obvious thatR,(MS) = R;(SM). Thus, we regard?;(MS) as R;(SM) interchangeably
throughout the remaining paper.
In Scenario IV, the side-/back-lobes of the interfering@ad and the interfered nod&; cover each
other. Thus, we can calculate the interference range débgt&;(.S.S)

Ogsgspt
0

R;(SM) = ( (13)

Ri(SS) = ( ) (14)

where we replace botfi; andG, in Equation (0) by g,.
With regard toR;(SS), R;(MS) and R;(M M), we have the following result, which can be used to
compare the different interference ranges under the alm®reasos.

Lemma 3 When the main beamwidd, is narrow, we have?;(SS) < R;(MS) < R;(MM).

Proof. First, we have

Ri(SS) _ ()T gy (15)
Ri(MS) (C"’};Zspt)E gm
Similarly, we have
RZ<MS> gs 1
KA L 16
As shown in Table, when the beamwidth,, is narrow (e.g.f,, < 10°), gs < g,,. Since the path
loss factorw usually ranges from 2 to 4, it is obvious that(SS) < R;(MS) < R;(MM). O

We then follow the similar steps in Theorenand derive the upper bounds on the number of channels
with consideration of side-lobes and back-lobes.

Theorem 8 If there aren nodes in a planar area with the densityand each node is equipped with a
directional antenna with the beamwidiy, the main beam gain,, and the side-/back-lobes gajy, for
any valid link setZS derived from the: nodes, the corresponding conflict gragfi.S) can be colored
by using2D + 72 - (ﬁ)ﬁ — 1 colors.

Proof. Consider link/;; that consists of two node's; and.X;. The distance betweeX; and.X; is denoted
by d. To ensure thaX; can communicate witkk;, we required < R;, whereR, is the transmission
range ofX;. The area of the interference region (including the interiee region of the main beam as
well as the interference region of the side-/back-lobesgsgavith the different distancé However,d
cannot be too large, otherwisg and.X; cannot communicate with each other. It holds that &,. To
simply our analysis, we consider the following two cases.

Case 1 (wheld = Ry):

In this case, the interference region of side-/back-lobéstally covered by the interference region of
the main beam of a directional antenna as shown in Fig{@). This is because the interference range
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of side-/back-lobes denoted 8 (S5S) or R;(M.S) (note it depends on whether the interfering node is
pointing its main beam or its side-/back-lobes toward therfered node) is far less than the interference
range of the main beam denoted By M/ M) as proved in Lemma.

Following the proof of Theoreni, the interference region contains no more tl2dn — 2 nodes
excluding nodesX; and X ;. From Lemmal, the conflict graph can be colored By — 1 colors.

Case 2 (whel < Ry):

When the distancé is decreased, the interference region caused by the sad&-lbbes may not be
totally covered by the interference region of the main belaon.example, there is an extreme case (when
d — 0), as shown in Figuré&2(b), where the interference region consists of two sectbrsan lobes
and two circles of side-/back lobes, which cannot be totedlyered by the interference region of the
main lobes. In this case, the interference region has thémnuagix coverage area.

We then calculate the number of nodes in this interfereng®me The number of nodes in the two
circles is at mostm 2m(R;(MS))? = 2 (gg—;)%, which is obtained by Equatiorl€)
of Lemma3. Note that we choose?;(MS) instead of R;(SS) becauseR;(MS) > R;(SS).
Besides, the number of nodes in the two sectors is at mbst- 2. Thus, there are at most
2D—2+%~(ﬁ)§ nodes in the interference region. From Lemintne conflict graph can be colored by

21D s\ 2
2D + 3= - (2=)a — 1 colors. 0

Figure 12. Two cases for Theore® (a) Case 1;1§) Case 2.

) X;
K 5
\ = - side-lobes/
back-lobes

- ==y

(@)

As shown in Theorer8, the upper bound on the number of channel&ist % . (ﬁ)ﬁ — 1. When
the beamwidttd,,, of a directional antenna is narrow, the te%ﬁf : (ﬁ)i is so small that we can often

ignore the effect of the side-/back-lobes.

7. Conclusions

Many previous studies are focused on using multiple chanmel wireless networks with
omni-directional antennas, which have high interferenthere are few studies considering multiple
channels in wireless networks with directional antenndscivcan lead to low interference. In this paper,
we study the channel allocation problem in wireless netwavkh directional antennas. In particular,
we derive the upper bounds on the number of channels to ettsi@llision-free communication in
multi-channel wireless networks using directional angennWe found that the upper bounds heavily
depend on the node density and are also related to the maieck ratio. Our results can be used to
estimate the number of channels in practical wireless nésvo
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A. Appendix 1. Calculation of the Coverage Angles

To calculate the coverage anglewe need to obtain coordinates andy; of the intersection point
A first, as shown in Figur@l1. The circle is denoted by the equation

v? +y* = R; (17)

Figure Al. Calculate the coverage anglte

by

C ﬂ \/\Kj\ \9\’”

2
—_—— =
/
/

g {FR,%

The linel; is denoted by the equation

m

yztan;-(m—d) (18)

After joining Equations17) and (L8), we have the coordinataesandy of the pointA.

B d~tan2%m+\/(R§—d2)tan2%m+R?

. 1+ tan? 2= (19)
2
0, +(R?—d?) tan?% + R? —d
y1 = tan 5 \/( . ) . 26m (20)
+ tan® =
(% ~ P tan? T
On the other hand, we haven 2 = & — 22" (V/ (R ) tan? % + R} —d) Thus, we have
2 1 dtan? QTer\/(R?fdg)tanQ GTerR?
tan 2 - (\/(R? — d?) tan? %= + R?2 — d
[ = 2arctan( 2 <\/( ) 2 ) 1)
dtan? % + /(R? — d?) tan® % + R?
O
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