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Abstract: Wireless Sensor Networks (WSNs) are used in many industndlconsumer
applications that are increasingly gaining impact in ouy ttaday lives. Still great efforts
are needed towards the definition of methodologies for #féactive management. One big
issue is the monitoring of the network status, which reauine definition of the performance
indicators and methodologies and should be accurate anthtnosive at the same time.
In this paper, we present a new process for the monitoringephysical layer in WSNs
making use of a completely passive methodology. From datiezgry external nodes, we
first estimate the position of the nodes by applying the Weigh.east Squares (WLS) to
the method of indirect observations. The resulting nodétipos are then used to estimate
the status of the communication links using the most apmtgpropagation model. We
performed a significant number of measurements on the fielbih indoor and outdoor
environments. From the experiments, we were able to achiesecurate estimation of the
channel links status with an average error lower than 1 dBgwis around 5 dB lower than
the error introduced without the application of the progbsethod.

Keywords: Wireless Sensor Networks; passive monitoring; channdl fiarformance;
weighted least squares; ZigBee

1. Introduction

Recent advances in micro-electro-mechanical systemsaémy, wireless communications and
digital electronics have enabled the development of logt;dow-power, multifunctional sensor nodes
that are small in size and communicate untethered in shetdrtes. These tiny sensor nodes, which
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consist of sensing, data processing and communicatingaoemps, leverage the idea of sensor networks
based on collaborative effort of a large number of nodgs Hence, the wireless sensors networks
(WSNs) are used in many scenari@ &nd for a lot of applications, such as home automatigjn [
health care4], remote control $], industrial control §], environmental monitoring7], intelligent
transportation systems]| etc

WSNss also represent a key component of the Internet of THlog$, which is a novel paradigm that
is rapidly gaining ground in the scenario of modern wireketscommunications. The basic idea of this
concept is the pervasive presence around us of a varietyirgfslor objects, tags, sensors, actuators,
mobile phonesetc, which are able to interact with each other and cooperatie their neighbors to
reach common goal®]. Indeed, sensor networks will also play a crucial role ia tbT because they
can cooperate with RFID systems to better track the stattisings, i.e., their location, temperature,
movementsetc. As such, they can augment the awareness of a certain emerdrand thus act as a
further bridge between the physical and the digital worlBsday, most of commercial wireless sensor
network solutions are based on the IEEE 802.15.4 stand&idhwlefines the physical and MAC layers
for low-power, low bit rate communications in wireless fmeral area networks (WPANS]().

If WSNs are sufficiently mature to be used in several appboat as previously discussed, still
great efforts are needed towards the definition of methajeéoand the design of tools to support
their deployment and management. Indeed, deployment aless networks in realistic scenarios,
often represented by a combination of outdoor and indo@sarequires the analysis and the modeling
of the wireless channels to optimally place the nodes so asaxmize the network lifetime while
achieving the WSN application goals (e.g., sensing thaustaf the environment); it also requires
the identification of the best roles of each node (e.g., howmynrauting nodes to run and which
configuration to be set up). After deployment, network mamagnt requires methodologies and
tools to support the monitoring and troubleshooting dutimg whole network life. Key to all these
activities is the definition of the performance indicatondjich should be able to provide a general
view of the network status and to easily highlight the magsues, and the techniques to perform
the relevant measures, which should be accurate and nosiverat the same time. On the basis of
the availability of the information related to the netwoitkaaoinel links, it is possible to improve the
network throughput1l], lifetime [12], packet reception ratelB], fault tolerance 14]. Many are the
works focused on performance monitoring for WSN&{26]. In [15], the Rostet al. focus on the
in-band monitoring approach so that diagnosis packetsransritted on the same band used for the
WSN communications, whereas, i2(], Chenget al. propose an out-band monitoring framework so
that the diagnosis packets are sent in a separate band sfhateto one used by the WSN. 129,
Chenet al. focus on a passive analysis and propose a set of tools tgsantle packets captured by
a sniffer.

As it will be clear from the analysis of the state of the art @xnsection, one of the major problems
in the proposed methodologies is their intrusiveness. duis to the need for the nodes to measure
the received signal power and to generate and transmit {sackaveying the measurement results to
the network. In general, the intrusiveness brings to areesxe in both network traffic and signal/data
processing. This drawback is extremely undesirable sineenbdes are mostly battery-powered and
any additional energy consumption could compromise thevardt lifetime. On the basis of these



J. Sens. Actuator Net2012 1 274

considerations, in this paper we aim at evaluating thelsilitiaof a passive method for the estimation of
the physical layer performance in a wireless sensor netwadekein, by passive we mean that the nodes
of the WSN are not involved in the monitoring process, andhieasurements are performed by eternal
nodes that carry out a series of observations on the wirelgmsnels concerning the transmissions of
the network nodes. These observations are then used toagstine status of the wireless links in the
network. The major contributions of this paper are the feitgs:

e we designed a new process for the monitoring of the physaarlin WSNs making use of
a completely passive methodology. From data sniffed byreatenodes, we first estimate the
position of the nodes in the WSN by applying the Weighted L&agiares (WLS) to the method
of indirect observations. The resulting information on tlogles position is then used to estimate
the status of the communication links among the network siode

e we performed a significant number of measurements on thetbedgtaluate the accuracy of the
proposed approach in both indoor and outdoor environmeéntshe experiments, the proposed
method achieved an accurate estimation of the channel $itgitas so that we could acquire the
status of the channel links with an average error lower thdB,which is around 5 dB lower than
the error introduced without the application of the progbsethod.

The structure of the paper is the following. In Sectiwwe review past works related to performance
monitoring in WSNSs. In Sectio.1 we define the multilateration problem in estimating the posi
of the nodes in the network and describe the weighted leastreg algorithm applied to the method
of indirect observations. In Sectighwe present the proposed approach for the passive monitofing
the WSN physical layer and in Secti@we provide the analysis of the effectiveness of the proposed
approach through experiments in realistic scenarios.| Eoreclusions are drawn in Sectién

2. State of the Art

In the recent years, many researchers have considereddhkemr of performance monitoring in
WSNs under different requirements and objectives. The mpeoposed approaches can be classified
into the categories of active and passive categories, witltesothers that are in the middle.

To the first category belongs Mementth]. It makes use of an in-band monitoring approach since
it allows nodes to transmit additional diagnosis packeth@&same channel of the data packets. Three
broad classes of information are introduced: failure deiedo inform the user about failed nodes,
symptom alerts to proactively inform the user about symptahimpending failure or reporting on
performance, and ex-post facto inspection to inform the akéhe timeline of the events to help infer
why a failure or symptom occurred. According to this applpat is required that each node uses
its portion of memory and computing capacity to create the nenitoring messages. Apart from
consuming the bandwidth of the network with the new messidagemain problem of this approach is
the use of the nodes computing and memory capacities. 3Siyni&/mpathy 6] is an active in-band
monitoring tool that has defined some metrics to enableraidietection and an algorithm to find the
potential causes. However, due to limited processing p@wéine nodes and the limited bandwidth
of the network, it is very likely that the introduced diagisosverhead interferes with the operation of
the network itself. SNMS17] is another active in-band monitoring approach. Its intiovais that
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SNMS generates network traffic only in response to directdmmctions and not during the steady
state. With respect to the previous ones, it then limits thage of the network capacity and node
computational capacities; however, it still needs a carsible amount of nodes memory. Compared
with the predecessors in-band monitoring algorithms, D{i¥ performs some processing locally at
the nodes involved in the measurements so that they onlytrepitne sink if a node is potentially failed.
This greatly reduces the transmission overhead and energumption.

In the middle between the active and passive categoria® #ne some hybrid methods that make use
of the two types of approaches. In the active approach, astadroduced on all packets and a sniffer
is used to capture the traffic and analyze the tags. In theveagsproach, an out-of-band infrastructure
is used for the monitoring, where no additional packets areegated but the computing capacity of the
nodes is used for the analysis of the packets. RéFifs a Diagnosis Framework for WSN that introduces
packet tags. The purpose of the framework is to minimize tlogtespent on developing diagnosis tools
for variety of WSN, to speed up development of WSN, and to &fsndiagnosis and verification of
network deployment. It is a very effective method, but it &ywcomplex to be implemented for large
networks. In 9] the researchers propose DSN: a non-permanent, wirelbs regplacement. It makes
use of an out-band monitoring approach and does not didterbatget WSN more than the traditional
cable-based approach. The DSN nodes are attached to WS3 thgices via a programming and
debugging cable and form an autonomous network. DSN nodeggrtwo radios. The first radio (DSN
radio) is used to form a wireless network among the deploymgpport nodes, while the second radio
(WSN radio) is used to overhear the traffic of the sensor ndtwWaNIF [24] is a general framework for
passive inspection of multi-hop sensor networks to detetilpms related to individual nodes, wireless
links, paths and global problems. To overhear the traffic aftifmop networks, multiple radios are
needed, forming a distributed network sniffer. SNIF usesiraless network of DSN. This approach
works indeed very well in small size networks. However, asnsas the network size increases, this
approach has the problem of scalability.

Differently from the previously described algorithms, gi@e diagnosis plants sniffers around the
network to overhear the packets exchanged between nodesexthhanged packets are then merged
together to form an overview of the network operations. Hpigroach removes the above limitations of
active/hybrid inspection: no instrumentation of sensate®is required and sensor network resources
are not used. The family of passive monitoring can be spfitiwo subcategories: on-line and off-line.
The first performs a real time communication among passidessniffers) and diagnosis servers using
an out-of-band approach with either wired or wireless cotines. An eventlog is generated, which may
be retrieved in off-line mode for further diagnosis. The noels of the second subcategory are cheaper
and have higher scalability and flexibility, because theyndb need any infrastructure for real-time
communication among the passive nodes. JIGS2® is an on-line monitoring framework based on
a monitoring infrastructure that overlays a wireless nekwolrhe monitors in turn feed a centralized
system that uses this data to produce a precisely syncleaginbal picture of all physical, link-layer,
network-layer and transport-layer activity. This meth@oh de used for large networks, but it needs
wired links among the monitors, making it neither scalalwe fltexible. SNDS 23] is another on-line
distributed monitoring and protocol analysis system fanptex WSNSs. It is based on passive sniffers
co-deployed with the target WSN, which are inter-conneetadethernet cables. Sniffers are mainly
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used to monitor a particular channel and to transmit the ttathe service program. SNDS solves
the problem of intrusiveness using the sniffers, but th8#eninfrastructure is cabled (Ethernet) so for
large WSN this is a main problem. To the off-line subcatedmipng EMSTAR 1] and LiveNet R5].
EMSTAR generates an event log that can be evaluated oftdwards fault isolation, fault tolerance,
system visibility, in-field debugging, and resource shgienross multiple applications. LiveNe&d] is a
set of tools and analysis methods for reconstructing theptexrbehavior of a deployed sensor network
in passive mode. It is based on the use of multiple passiVieepaaiffers co-located with the network,
which collect packet traces that are merged to form a gloic&liie of the network operations.

Although a passive monitoring infrastructure can be expendue to the need for additional
components, we believe that in many cases it is the only wafféatively monitor the network. Our
approach is similar to that of LiveNet, since we also proppsempletely passive monitoring system
that relies on sniffers to capture the network packets aralfmwst-processing module to analyze off-line
the performance. Within this general approach, we proposeel mechanism that allows for estimating
the physical link status other than the network layer staftisout any collaboration of the WSN nodes.
This is an additional feature in this category of methods ith@roves their potentialities.

3. Estimation of Node Position Using Indirect Observations

In this section, we review the basic theory that is exploitedhe proposed algorithm described
in Section4. In the first subsection, we summarize the multilateratiosbjem, and in the second
subsection, we describe the Weighted Least Squares (WL@)edpto the method of indirect
observations.

3.1. Multilateration Problem

The lateration problem consists in determining the pasitba node i(e., the target nodé in the
space based on its distance from other nodes with knowniusif.e., theanchorg [27]. To address
the lateration problem in a plane, three anchors are neesieadlyi Using the anchor positions and the
distances, the target node position has to be at the intenseaxf three circles centered at the anchors.
A common issue is that distance measurements are oftenfespand the intersection of these circles
does not, in general, result in a single point. To overcomnesdhmperfections, distance measurements
from more than three anchors can be used (the higher the muhimeasurements the better), resulting
in a multilateration problem?8-31]. Figurel shows a representative scenario with four anchors, where
the distance measurements brought to the grey area repties@mersection of the circles as well as the
area within which the target node is expected to be located.
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Figure 1. Example of a multilateration problem. The grey area is oigtdias the intersection
of the three circles centered at the anchors and is whereatljettnode is expected to
be located.

@ ANCHORS
@ TARGET NODE

The multilateration problem can then be written as follow

(r1—2)* + (yn —y)? =i

(x2 — ) + (y2 — y)* =13

(1)
(Zn —2)* + (Yo —y)* =17,

wheren is the number of anchors, vector (x, y) is the position of the target node, vectays= (z;, y;)
are the position of ancheyandr; is the distance measured from anchtw the target node. This system
can be written with the following matrix equation

Ap=r (2)

The resulting system is not linear, but it is possible todimze it by subtracting theth equation from
all the othem — 1. The new system is the following

a—al =2 —x) e+ Yy -y =2 — Yy =17 —r

2
a5 — a2 — 2w —xn) 4+ y; —yr —2(Ys — Yn)y =75 — T

(3)

=T 2@ — ) ey Y =21 —Yn) Y =T — T

Then it is possible to finally write the following matrix egien

T
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This problem is over-determined so that to find the soluti@n@rdinary Least Squares (OLS) can be
used B2]. In the ideal case where all measures are perfect, alesidtersect at a single point, but in the
real case the measures are affected by error and the cimtdesect at more than one point. These points
identify an area of solution (grey area in Figue By the OLS, we obtain the solution that minimizes
the sum of the squared distance. The precision of this soligigiven by the residual

n L 2 R 2 g
res — Zz:l \/(xz xm)n+ (yz ym) r; (5)

wherep,, = (., y) IS the resulting estimated target node position.

3.2. WLS Applied to the Method of Indirect Observations

The WLS applied to the method of indirect observations isaligladopted in topography science
to correct the estimation of positions of nodes in the sp8884{l]. The scope is not to find a direct
solution in terms of coordinatés, i), but to estimate corrections:, Jy to compensate an initial estimate
(xm,ym) Of the target node position. The adopted approach is thatiminizing the probability to
obtain the resulting residual by moving the estimated pwsiof 6z, dy. The method can be iterated
until (6x, dy) are negligible, so that the method converges to a solutiaoh & minimization results in
the application of the WLS to indirect observations, représd by the measured distances between the
anchors and the target node. These are assumed to be indineet at every iteration, new distances
that represent the indirect observations at each appicat the WLS are computed$,36]. In the
WLS algorithm, the weighting matrix is used so that more ingace is given to the more reliable
observations. Additionally, these weights are updatedupin an iterative procedure to increase the
overall accuracy.

Typically the problem is oversized, because there are af lobservations available, and the matrix
Ain Equation @) is (n x s) with the number of equations (called observations) grehger the number
of unknown valuesi{ > s; in the planar case that we are considering; 2). There is the need to start
with an initial location estimation,,, v,,), which is obtained by making use of the OLS as explained in
the previous subsection. The major difference between th8 %hd the OLS methods is that the first
uses a weighting matrix to give much importance to the mdralie observations for the benefit of the
overall accuracy. On the contrary, the OLS method does reang weight and all the observations are
given with the same importance. Letrepresent the obtained solution anbe the residual vector (the
set of measures are affected by errors). We can write theAol matrix equation

Ap=r+7 (6)

Then the model has observations and + s unknown valuess for vectorp andn for residual vector
0. Hence, the system is oversized and the possible solutiensa

We now assume that the errors are uncorrelated with each aridewith the independent variables
and have equal variance. It means that we assume the indapeEndf observations, which is justified
by the use of the same device (or devices with the same ckasdicss to measure the distances from
anchors to the target node). We also assume that the ressdg@aerned by the following probability
density function
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1 o SLY (g2
ViyoooyUpy) = —exp 24&i=lie 7

We then change the approach in finding the solution to Equé2jcso that we aim at minimizing the
probability in EquationT), which results in minimizing the following

Zn: (&)2 = min (8)

i—1 \Oi

It is possible to insert a constasy

Zn: <Ui00>2 = min (9)

=1\ i
which brings to the application of the WLS where the weighis a

2
r=(2) (10)
a;
and where the final matrix system is
T Pt = min (11)

At this point, it is frequent to encounter the problem of eeures that are not linear, which is an issue
for the application of the WLS. This problem is also presarihe case studied by this article. To address
this problem, we linearize the functions in matrkp aroundp where it is derivable, and we substitute
the function by its linearization at this point. We now skipthe next mathematical passages and we
give the final solution. Letly represent the partial derivates4p in dx anddy computed ap = (z, 7).
After the linearization we obtain the bound problem

Agp+r =20 (12)

So, by Equations1(l) and (L2), we can build the system that, once resolved, represeatfirtal
solution

{Aap+r:v (13)

0T Po = min
The final solution obtained after the resolution of systerguation (3) is then the following

bp=— (AL PA,) " ALPr (14)

Essentially, with this method, it is possible to spread threreof the measures, to minimize the
residual generated by the solution, so that the method ggevda more accurate solution with respect
to the initial OLS estimationd7]. It is also possible to estimate the precision of the sotutiindeed,
for the law of variance propagation, the variance)pftan be easily computed from the square matrix
H = (AgPAa)fl: the values in the diagonal; correspond to the variance & multiplied by a factor
scales;.
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Note that at any iteration we need to estimate the new vagotresiduals;, which are obtained
from the vector of residuals of the previous iterations. Valeieo? at each step is instead computed by
the maximum likelihood criterion

v'Pv
n—s

The described method can be iterated until veégors lower than a given threshold (which is set
according to the desired target application).

ot =

(15)

4. Proposed Method for Physical Layer Performance Estimabn

As already mentioned in the introduction, in this paper we ai evaluating the suitability of a passive
method for the estimation of the physical layer performanca wireless sensor network. Herein, by
passive we mean that the nodes of a network that are alresi@jl@d and active in a given environment
are not involved in the monitoring process. Instead, thesmesments are performed by the sniffer
nodes that carry out a series of observation on the wireleaanels concerning the network nodes
transmissions. Then, from these measurements, estimadiorthe wireless links status among the
operating nodes are performed.

The rationale behind the proposed method is that the WSNshae mostly battery-powered and
any additional activity, such as receiving signal power sueaments needed in an active scenario,
could compromise the network performance and lifetime. seheodes would not only need to make
the measurements of the power but also perform some opesgtio compute the average values for
instance) and send the relevant data to a sink with addltemergy consumption. Furthermore, in
the current WSN market, the node prices are kept as low asyp@by limiting the computational and
memory capabilities, which prevents implementing moshefrhonitoring tasks in the nodes themselves
using the available hardware.

4.1. Reference Scenario

We consider the scenario of an operating WSN of which we aszésted in estimating the channel
status. We assume that we cannot perform any measuremdr@sat nodes and that the positions of
these nodes are unknown; for this reason these are daifetinodes. Such a set of nodes is defined
as the seB = {1,..., By, ..., By, }. The nodes are operating and are connected in a mesh séructur
according to the specific communication technologies adbptVe may or may not know the graph of
the connections among the nodes, but this is not an issueif@roblem.

Our objective is to estimate the power of the transmissignadiof nodeB; as seen by nod&;,
which we callT’;. To this we make use of anchor nodes with known position. Bhefsanchor nodes is
defined as the s&% = {1, ..., A;, ..., Ax, }. These are the sniffers used in our measurements. Indeed, we
may have only one sniffer that changes its position over aaim& makes several measurement sessions
or many sniffers that make measurements in parallel. Nateethch snifferd; performs measurements
of the signal coming from every blind node. The signal tralssion measurements performed by the
anchors are represented By . For everyi, we expect to have a measure for any blind nédevith
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k = 1,..., Ng; however, due to the distance and the presence of occludijegts, some of these
measures can be set to zero, meaning that the anchor hasemoaile to detect any signal from blind
nodek. The measuremerity is usually obtained as the average power measured for a peickéts
received during the sniffing time, and its accuracy cleadyahds on the length of the observation time
and the transmission frequency of blind nddeSpecifically, herein without loss of generality, we refer
to the RSSI (Received Signal Strength Indication) measures

A key part in the proposed approach is the estimation of teadces between the blind nodes and
between the blind nodes and the anchor nodes. In line withakegion used for the signal power, we
refer to these two entities d3; and D7}, respectively.

Figure 2 shows an exemplary scenario where the number of anchor amdl tiddes is 5 and 6,
respectively. In this figure, we represent the power ancdcs only for some couples of nodes for the
sake of clarity, and the same applies to all other figures.

Figure 2. Reference scenario with 5 anchors and 6 blind nodes.

4.2. Proposed Power Estimation Algorithm

The method we propose herein is straightforward and is basegstimating the position of blind
nodes from the measurements performed by the anchors amglthsise estimates to infer the channel
power for the entire network links. We use the passive detdcgtore the packets exchanged on the
network. We analyze the MAC layer to evaluate the RSSI fielictvis shown in Figur&. The RSSI
represents information about the power of the signal receby the end-device. Hence, knowing the
environment and the model that describes the propagatithre signal, we can easily extract information
about the geometric relationships among the blind nodedl@dnchors. We use this information to
resolve an OLS problem and obtain an initial estimation wfcbhode positions. This step is necessary to
have the input to apply the algorithm proposed in SecB@ Now we compute all the coefficients and
linearize the function, with the objective to write the bdyroblem, which is described in Equatidrgj.
Making use of the solution Equatioi4), we obtain the estimation of the corrections to be appleed t
the initial position of each blind node. We are now able tofqgren an iteration of the method using
the new position (the initial position obtained by algontl©LS with the computed corrections) as the
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new input. The criterion is iterated until the correctiorsmaller than a threshold selected a priori in
accordance to the desired accuracy. When the algorithmrtates for every blind node, we obtain all

the position estimations for the devices. Hence, we easgdluate the relative distance among the blind
nodes, and in accordance to the environment, we apply th®ppgie propagation model to estimate
the transmission power among all the blind nodes. For maaglgesee Figurd.

Figure 3. IEEE 802.15.4 packet.
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Figure 4. Flow diagram for the proposed algorithm.
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e Step 1 each anchoi measures and stores the received signal for the packessritéed during
a timeframeT and related ta5;;, packets per blind nodgé. From these measures the anchors
compute the received signal powEf.

e Step 2 on the basis of information about the ambient environmeath anchor makes use of a
channel model for each of the blind nodesiamelyF, to estimate the distancés; .

e Step 3foranyk, we setavector = D;, fork = 1, ..., Nz. We then write the system Equatic) (
and apply the OLS method described in Sec8dlto obtain the estimation of the position of each
blind node. These estimations are then referred tB/as

e Step 4 for any k, we also compute the estimated residual by applying Equgbp From this
step on, we enter an interactive WLS algorithm applied toitkgect observations described in
Section3.2

e Step 5 we compute the coefficients of matriy, which represents the partial derivates4f in
dz anddy. This is performed by a linearization of each function in flystemAp by a Taylor
expansion around the point estimate in Step 3. The geneuatieq for the linearization of a
multivariable functionf(X) at a pointQ is: f(X) = f(Q)+ VvV /f lo (X — Q)

e Step 6 we then apply Equationld) to obtain the estimation of the correction to be applied to
the initial position of each blind nodk at each iteratiors: 5P,f’5. We compute again the new
estimated positionP.””*.

e Step 7 for any blind node: we go back for another iteration 5fP,f’S < ¢, Wheree is a threshold
set as the stop criterion. Otherwise we go ahead with thestept

e Step 8 from the estimated position of the blinds nodes and maksgaf the most appropriate
channel modeF]% (thisis selected again on the basis of the ambient enviratptbe transmission
power of node: seen by the blind nodgis computed.

5. Experiments

In this section, we firstly illustrate the setup and preseetgelection of the propagation models,
which are key to the proposed method performance. We theeprand analyze the results.

5.1. Setup

The effectiveness of the proposed methodology has be&uteshree indoor scenarios: a conference
room, an office room and a small flat, with some details praviceTablel. The tools used for the
experiments are as follows:

e Development kit case provided by Telit Wireless Solutiohisis kit is made of five ZigBee radio
boards that are based on the Texas Instruments CC2530 Sgst€mp with the Embedded Telit
Z-One ZigBee-PRO Stack. The antennas are external dipbégacterized by an omnidirectional
pattern. Four modules are used to create the network undbrsamwhereas the fifth works as the
sniffer, for which a specific firmware has been developed toectly capture all the packets on air.

e The software used to inspect the packet content is Wiresh@nkanalyze the performance of
the network from the Wireshark output and to conduct netveliskovery and commissioning, a
specific tool has been developed by Telit Wireless Soluhamwllaboration with our lab and named
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SRManager Tool. In this experiment, this tool has been usedltect the RSSI values observed
from the different nodes in the network.

Table 1. Environment of the experiments scenarios.

Scenario Size Description Link type
Conference room 6.3 mx 5.4 m| The room includes 12 desks with around 4DOS
chairs. The room was empty when making the
measurements.
Office room 4.5mx 9.5m| Theroomincludes 5 desks, 5 personal compwOS
ers, and 4 people were working when making
the measurements.
Small flat around 8512 | The flat has 5 rooms (kitchen, living roomLOS/NLOS
corridor and 2 bedrooms) with typical furniture

During the experiments we used the standard ZigBee chamumeber 14 in the 2.4 GHz ISM
frequency band. For each scenario, the blind nodés & 4) have been placed randomly and then
switched on; then, the sniffer has been moved again randomign positions V4 = 10) to perform
the required sniffing session. The network nodes are ideatidy their network 16-bit address: 00-00,
95-4C, 1E-57, 28-1F. For each position, the sniffer castaine first 1,000 packets generated by each
active node and exchanged in the PAN network. We firstly peréal the campaign of RSSI measures by
the sniffer; secondly, we applied the model of indoor pratiem to estimate the distances; and thirdly,
we used the approach discussed in Sectitmestimate the physical link performance. Figusesshow
the locations of both the blind nodes and the sniffer for tiree scenarios. Note that in these figures,
the origin of the Euclidean space has been set to the firsbapdsition.

Through the serial port, the sniffer was connected to a faptmning Wireshark together with
the SRManager Tool. For each position, the sniffer captamedind 1000 packets from which we
extracted the RSSI values from the IEEE 802.15.4 packetss Vitlue is a measure of the power of
the received signal as measured by the receiving device.uldrs@enarios, the receiver is the sniffer
and the transmitters are the blind nodes building the PAM.egah packet with the same source node
address, we extracted the RSSI and computed the arithnvetiage of all the resulting values. Indeed,
these measurements are affected by the peaks caused bymathdding, since in the indoor scenario a
small variation of the environment can significantly affde signal strength. This process is replicated
for each anchor position. Finally, we obtained ten sets @keolations, each containing information
about the average RSSI value between the anchor node antinti@ddes. Tabl@ shows the average
RSSI values for the three scenarios.
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Figure 5. Position of the blind nodes and anchors for the conferenoe experiments.
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Figure 7. Position of the blind nodes and anchors for the flat.

Table 2. Average values of the RSSI measurements for the three sagnar

@ ANCHOR NODE
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4m .AG
o
A4 5m
95-4C
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3m
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4m
.Ag .A1 2m
®x,
3m
@A,
1m
2m
00-00
@ BLIND NODE

ANCHOR | 00-00| 28-1F | 95-4C | 1E-57

Conference room

Al 30.03
A2 23.99
A3 27.03
A4 27.92
A5 31.97
A6 24.95
A7 20.97
A8 25.68
A9 35.00
Al10 28.00

26.92
10.13
28.00
21.95
7.52

34.00
31.01
30.15
20.28
20.96

28.00
22.00
8.95

22.88
26.75
30.00
24.00
36.00
16.77
36.83

36.00
40.00
33.99
30.00
24.02
11.90
28.84
13.65
24.00
17.97

286
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Table 2. Cont

ANCHOR | 00-00 | 28-1F | 95-4C | 1E-57

Office room

Al 24.10 | 7.63 | 34.00 | 24.35
A2 25.62 | 42.00 | 12.50 | 33.36
A3 29.21 | 6.20 | 39.98 | 20.31
A4 29.27 | 14.54 | 38.00 | 25.21
A5 23.01 | 30.00 | 20.55 | 36.45
A6 13.60 | 30.00 | 10.85 | 43.07
A7 27.09 | 23.03 | 21.96 | 29.59
A8 41.96 | 15.30 | 19.63 | 21.87
A9 33.81 | 26.26 | 21.44 | 21.96
Al10 9.60 | 34.49 | 23.53 | 28.02
Flat
Al 13.17 | 5.01 | 23.00 | 20.28
A2 21.98 | —0.54| 18.00 | 25.00
A3 16.00 | 16.92 | 36.00 | 16.00
A4 28.10 | 12.00 | 4.73 9.29

A5 —8.481| 29.08 | 22.51 | 9.97

A6 491 |6.86 |22.00 | 35.02
A7 7.57 18.98 | —0.90| 27.50
A8 10.15 | 596 | 7.33 | 32.00
A9 —-1.17| 36.00 | 13.17 | 15.00
Al10 39.74 | —5.29| 13.90 | 16.33

5.2. Propagation Models

A key aspect in the proposed method is the selection of the ap®opriate propagation model.
It is used to estimate the distance from the measured powktaagain estimate the power from
the estimated distance. Specifically, in our experimenéspgbwer is measured in terms of RSSI
(Received Signal Strength Indication). The indoor-radiarmel differs from the outdoor channel
because the indoor channel has shorter distances to cagéertpath-loss variability, and greater
variance in the received signal power. Several models haga proposed in the literature to estimate
the path loss in the indoor environment. In our experimemgshave used the one-slope and multi-wall
models B8,39,46]. These are the most important and frequently employed losth models for the
estimation of the average received power levels in indoop@gation scenarios, since they provide a
good trade-off between simplicity and precision. For the-sltope model, the path loss in dB is given
by

Lip = Loap + 10nlog, () (16)
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where L, 45 is the path loss at distance of 1 m,is the attenuation coefficient andis the distance.
Ly 45 should be estimated in a free space and it is not affectedégriitironment. It only depends on
physical properties of link (distance and frequency) andlzaestimated priori by the following Friis
free-space equation (in dB)

Lfriis,dB =20 1Og10 (fMHZ) + 20 IOglo (T’) — 28 (17)

For the 2.4 GHz and for the distance of 1 m the Equatiof) fas a value 040.2dB.

As for the coefficient, it is environment dependent and in literature there arers¢studies that
provide an estimation of this value. In our experiments, @@ehselected the value of = 4.2
in accordance with the study iM(—42]. This model has been used for the conference and office
environment.

For the flat scenario, due to the presence of walls we havetuseahulti-wall model given by the
following expression

N
Lag = Loas + 10nlogyo (r) + Y kiLuy: (18)

i=1

where the integeN is the number of wall typeg;; denotes the number of wall of typeandL,,; the
signal loss for wall typg. There are different,; values in relationship to the material and thickness
of the walls, but in our work all walls have same charactexisgo the difference among the wall is
only their position in the path. In our experiments, in adesrce with the work in43], we used the
calibration method proposed id4] to estimate the.,,; values for our flat environment. Whether the
wall is the first or the second in the path changes the value af After the calibration, we obtained
these valuesL,,; = 8.21 andL,, = 7.12.

The described models are then used to extract the distameetfre collected RSSI measures, but
before this, a conversion is needed since these measures depnesent exactly the received power,
which is instead given by the following expression

PRX,dB = RSSI + OffSet (19)

For the used CC2530 chipsé@ffset= —73. Then, knowing the transmission powgrx 5 (for the
Telit ZE51 module, the transmission powerisx .5 = 4 dBm [45]), we can compute the distance from
the following expression

N

Prx ap—Prx,aB—Lo0,dB— Z ki Ly
i=1

r =10 Ton (20)

N
Obviously, if there are no walls in the path, in Equati@g)( the value of}" k;L,,; is zero.
i=1

5.3. Analysis of Results

After performing the sessions of measures and the posepsoty of the RSSI values, we obtain
a set of distances between the anchors and the PAN actives ffbliled nodes). These are then used
to compute the distances among the PAN nodes and estimaRSBkevalues of the network channel
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links. Table3 presents the actual values of these distances for eachriece®iace the relative distances
are now known, we can compute the link budget for these lirdisguthe relative equation with the
appropriate propagation model so that we obtain the pathffosn Equationsi6) and (8). The chip
producer provides an absolute non-calibrated accurageraqual tat+4 dB for the hardware CC2530
used in our experiments. On the basis of this accuracy, weaapute the range of RSSI values for each
link starting from the actual values. These actual RSSlearage shown in Tabk: The key results are
also presented through bar graphics in Fig@asd9. The first shows the percentage of distance error,
before and after the application of proposed method, f@adharios. The second shows the percentage
of RSSI error, again before and after the application of psepl method, for all scenarios.

Table 3. Actual distances among the nodes for the three scenarios.

Node tx Node rx Conference room Office Flat

00-00 28-1F 3.52m 3.14m 7.11m
00-00 95-4C 2.20m 208m 5.36m
00-00 1E-57 3.21m 285m 3.87m
95-4C 28-1F 2.52m 1.78m 3.38m
28-1F 1E-57 3.59m 1.11m 3.36m
95-4C 1E-57 4.46m 231m 3.78m

Table 4. Error on the distance and RSSI estimations obtained usirmgndfors.

Node Multilateration—Error Proposed method—Error
TX RX RSSI distance RSSI distance RSSI
[dB] |avm]| [%] |av[dB]| (%] |av[m]| [%] |av.[dB]|[%]
Conference room
00-00 | 28-1F | 10+-18| 0.25 | 7.6% 0 0% 0.33 | 10.3% 0 0%
00-00 | 95-4C| 18+-26| 0.96 | 77.4% 2 7.7%| 0.73 | 49.6% 0 0%
00-00 | 1E-57| 12+20| 0.98 | 43.9% 0 0% 0.96 | 42.7% 0 0%
95-4C| 28-1F | 16+-24| 0.06 | 0.7% 0 0% 0.62 | 19.7% 0 0%
28-1F | 1E-57| 9+17 | 0.04 | 1.1% 0 0% 0.33 | 10.1% 0 0%
95-4C| 1E-57| 6+14 | 1.33 | 42.5% 0 0% 0.89 | 24.9% 0 0%
mean 0.60 | 28.9%| 0.33 | 1.3%| 0.64 | 26.2% 0 0%
variance 0.55 | 30.9%| 0.56 | 0.1%| 0.27 | 16.6% 0 0%
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Table 4. Cont
Node Multilateration—Error Proposed method—Error
TX RX RSSI distance RSSI distance RSSI
[@B] |av[m]| (%] |av[dB]| [%] |av[m]| (%] |av[dB]| [%]
Office
00-00 | 28-1F 12+ 20 252 | 44.5% 7 35 % 0.01 0.3% 0 0%
00-00 | 95-4C 19+ 27 2.32 | 52.7% 10 37 % 0.25 | 13.7% 0 0%
00-00 | 1E-57 14+ 22 0.98 | 25.6% 1 4.5 % 0.57 25% 0 0%
95-4C| 28-1F 2230 251 | 58.5% 12 40 % 1.3 42.2% 6 20%
28-1F | 1E-57 31+ 39 1.10 | 49.8% 9 23 % 0.02 1.8% 0 0%
95-4C| 1E-57 18+ 26 0.10 4.1% 0 0% 0.02 0.9% 0 0%
mean 1.58 | 39.2% 6.5 68.2% 0.36 | 14.0% 1 3.3%
variance 1.01 | 20.5%| 24.3 59.7% 0.51 | 16.9% 6 0.5%
Flat
00-00 | 28-1F** | —-18+-10| 0.63 8.1% 2 20% 0.7 8.9% 0 0%
00-00 | 95-4C* | —-12+-4 0.51 8. 7% 1 25% 1.31 | 19.7% 0 0%
00-00 | 1E-57** —-6=+2 1.76 | 31.3% 8 400% 0.7 15.3% 0 0%
95-4C| 28-1F* 2+10 1.68 | 33.2% 7 70% 0.23 6.4% 0 0%
28-1F | 1E-57* 1+9 1.39 | 27.7% 9 100% 0.41 | 10.2% 0 0%
95-4C | 1E-57** -6+ 2 1.56 | 29.2% 10 50% 1.39 | 26.9% 2 100%
mean 1.25 | 23.0%| 6.17 170.5%| 0.79 | 14.6%| 0.33 16.7%
variance 055 | 11.5% | 14.16 418% 0.47 7.7% 0.67 13.2%

* Path with one wall ** Path with two walls

Figure 8. Distance estimation error in percentage using 10 anchors.
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As discussed in SectioB.l, we applied the multilateration algorithm using to ten amsh
measurements to achieve the first estimation of blind nodsgipns, from which we then computed
the relative distance among them. Then we computed the ldgdt from these relative distances by
applying the appropriate propagation models to the path M first analyze the results obtained with
the multilteration algorithm using only the OLS, which ate®n in the “multilateration”columns of



J. Sens. Actuator Neti2012 1 291

Table4. Other than the absolute values (referred to as “a.v.”){dbk presents the error in percentage.
It can be noted that the errors in the conference room arelentiahn in other scenarios. This result
is due to the presence of more obstacles in both the office tendldt. This is a cause of stronger
multipath fading that affects the measurements. It is abssible to note another problem when looking
at the path loss logarithmic progress in Figut®. For short distances, a small variation in the distance
value corresponds to small variations in the path loss, @dsethe same variation at greater distances
corresponds to larger variations in terms of path loss. Atiogly, the absolute value of the error
has to be considered together with the distance it is related his problem is more evident in large
environments than in smaller ones, as can be clearly seabied.

Figure 9. RSSI estimation error in percentage using 10 anchors.
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Figure 10. Path Loss progress.
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The estimation of physical layer performance is clearlyroved with the application of the indirect
observations (“proposed method”columns in Tad)le This method achieves significant improvements
also in the scenarios characterized by the problem of lamgeaments discussed before, allowing for
compensating multipath fading effects due to the presefogooe consecutive obstacles. As show in
Table4, it allows for reducing the RSSI estimation error from thsuiés obtained with the application
of the multilateration algorithm of 1.33 dB for the confecenroom scenario, 5.5 dB for the office
room scenario and 5.85 dB for the flat scenario. The more aamglthe scenario, the higher are
the benefits of applying the proposed algorithm. With respedhe distance estimation, the RSSI
evaluation presents lower errors. This is due to the fatthiegaRSSI and the node distance are linked by
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a logarithmic relationship, as discussed in Sectidh Accordingly, a big error in terms of distance does
not correspond to a big error in terms of RSSI if we analyze¢hationship where the curve of path loss
has a little slope.

We also performed some runs that vary the number of anchdiseimstimation of the distances.
The results are shown in Figur&4-13, where the vertical axis shows the CDF (Cumulative Density
Function) of the RSSI estimated error value and the hora@antis shows the number of anchors used
in the estimation process. At first, we have performed theeerpents by using the entire set of ten
anchors, and then we iteratively removed one anchor in seguestimating again each time the RSSI
value. These experiments are intended to analyze what isebeéed number of anchors to achieve a
given error. This is important to either limit the time spemperform the measurements when only one
real anchor is used at different positions or to reduce tmelyan of different anchors used in parallel. In
any case, the minimum number of anchor measurements i$ydllegge. Looking at the curves, we see at
first that the behavior is different for the three scenaringhe first scenario, which is the simplest one,
as soon as the minimum number of anchors has been exceedss) (the probability of the estimation
is not affected by error. Indeed, it increases linearlyluhtnchors are used, then the value is stable
until 9 anchors are used and then it increases rapidly withridhors. In contrast, in the other two
scenarios, the number of anchors is very important, anddtima&tion would benefit from using more
than only ten anchors. In any case, it is possible to notethigaprobability that the estimation process
is not affected by error increases according to logarithndenand the probability to have some errors
decreases after the application of indirect observationariy number of anchors. The improvement of
the proposed method is more visible when the number of asdgidow. In all scenarios, the proposed
method increases the probability that the RSSI estimasamot affected by error; indeed, in all the
considered cases, the CDF of the proposed method is shiftedrds with respect to the CDF of the
multilateration method. On average, thanks to the proposetthod, the probability to have a correct
RSSI estimation is improved by 15%.

Figure 11. Cumulative Distribution Function of the RSSI estimatioroeat varying number
of anchors for the office scenario.
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Figure 12. Cumulative Distribution Function of the RSSI estimatioroeat varying number
of anchors for the conference room scenario.
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Figure 13. Cumulative Distribution Function of the RSSI estimatioroeat varying number
of anchors for the flat scenario.
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When performing the proposed iterative method, we have mrafly observed that after three
iteration, the gagdz, dy) is very small and comparable with the variance of the resulTherefore,
in our experiments, we stopped the method after having pwadd just three iterations (the results
shown before refer to this setting). However, we wanted tthér investigate this phenomenon, and in
Figuresl4-16 we present the average error as the number of iterationg ipréposed method increases
at different number of anchors. These curves confirm that #firee iterations, the method does not
benefit from performing more steps for all the cases. Indeeh the number of anchors does not seem
to affect the number of iterations that are needed to aclaestable result. Accordingly, this number
appeared to be a good trade-off between computational aodtaccuracy.
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Figure 14. Decrease of error by method iteration in the conference room

»

oL

— 3 ANCHORS
— 6 ANCHORS

—— 10 ANCHORS

25

20

(&)

3 4
N° ITERATION

Figure 15. Decrease of error by method iteration in the office.
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Figure 16. Decrease of error by method iteration in the flat.
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6. Conclusions

In this work, we applied the method of indirect observatidnsestimate the physical layer
performance in the WSNs. The proposed criterion is comigletet invasive because it makes use
of external sniffers to capture the packet data. From shiffata, we first compute the information of
signal strength (RSSI), and using this information we estarthe position of the nodes in the WSN
by applying the WLS to the method of indirect observationg tlige resulting information, we estimate
the status of all links in the network using the appropriatgpgation model. We have conducted real
experiments in three different scenarios: an office roongrderence room, and a flat. By applying the
proposed method, we have been able to increase the accuartuy estimation of the RSSI in all the
scenarios with respect to the application of the OLS to théilateration problem. Such an increase
is on average 6 dB and reaches as high as 10 dB. The experiatemtshow that the proposed method
allows for estimating the channel link status with an eroover than 2 dB with respect to the calibration
accuracy in 75% of measurements and lower than 5 dB in 90% a$urements.
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