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Abstract: Most traditional object detection approaches have a deficiency of features, slow detection
speed, and high false-alarm rate. To solve these problems, we propose a multi-perspective
convolutional neural network (Multi-PerNet) to extract remote sensing imagery features. Regions
with CNN features (R-CNN) is a milestone in applying CNN method to object detection. With the help
of the great feature extraction and classification performance of CNN, the transformation of object
detection problem is realized by the Region Proposal method. Multi-PerNet trains a vehicle object
detection model in remote sensing imagery based on Faster R-CNN. During model training, sample
images and the labels are inputs, and the output is a detection model. First, Multi-PerNet extracts
the feature map. Meanwhile, the area distribution and object-area aspect ratio in the sample images
are obtained by k-means clustering. Then, the Faster R-CNN region proposal network generates
the candidate windows based on the k-means clustering results. Features of candidate windows
can be obtained by mapping candidate windows to the feature map. Finally, the candidate window
and its features are inputted to the classifier to be trained to obtain the detection model. Experiment
results show that the Multi-PerNet model detection accuracy is improved by 10.1% compared with
the model obtained by ZF-net and 1.6% compared with the model obtained by PVANet. Moreover,
the model size is reduced by 21.3%.

Keywords: multi-perspective convolutional neural network; object detection; remote sensing
imagery; Faster R-CNN

1. Introduction

Remote sensing object detection has been a widely pursued research topic in the field of remote
sensing. It is very important for disaster monitoring, military target identification, and resource
investigation and exploration [1]. As a remote-sensing-image object, the use of a vehicle is crucial
for vehicle monitoring, traffic flow analysis, and vehicle tracking. With the rapid development
of high-resolution satellites, research on high-resolution remote sensing images has advanced.
By extracting the effective features of vehicle targets from remote sensing images with complex
backgrounds, false-positives are decreased and the detection accuracy and recall rate are improved.

In optical remote-sensing image object detection, the common methods are basically divided
into four categories. The first is based on boosting, which combines several weak classifiers to form a
strong classifier for target detection. The second is based on the template method, which calculates the
similarity of the image to be detected and the given template to achieve target detection. The third
is based on statistical theory. To achieve target detection, it employs machine learning, the support
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vector machine (SVM), and other methods, such as random forest (RF) [2] and the backpropagation
(BP) neural network [3]. Firstly, this method is mainly to extract the feature of the target by RF,
backpropagation artificial neural network (BPANN), et al. Then, using the feature, the classification
model can be trained by SVM. The fourth is based on segmentation technology [4]. It mainly identifies
the background and target object by setting different thresholds for different objects, such as application
of the multi-threshold and Otsu threshold [5] in vehicle recognition. For the first two methods,
the design of elementary features requires manual work. To this end, HARRIS [6], Scale-Invariant
Feature Transform (SIFT) [7] and Histogram of Oriented Gradient (HOG) [8] are commonly used.
However, it is difficult to find the features that can effectively represent the target object because
features of the design can be too dependent on professional knowledge and the data themselves.
Moreover, the threshold segmentation method is easily affected by the background color, which makes
it difficult to obtain a set of standard thresholds. In this study, the statistical theory approach is used
for target detection.

With the development of deep learning, research on object detection using a deep neural network
has made advancements. By modifying Alexnet, Huang [9] designed a feature extraction network to
extract ship features and train the detection model, thereby improving the ship detection accuracy.
Yao [10] designed a convolution neural network with different convolution kernels to perform feature
extraction; they also combined the method with the characteristics of each network for classification
testing. Although this kind of method solves the problem of feature design, it does not improve the
detection efficiency. It extracts the candidate window using a sliding window, and it uses SVM to
classify the candidate window. Since the use of a sliding window results in a large number of redundant
candidate windows, each candidate window must be identified during the detection process. It is thus
time-intensive and prone to false alarms. Therefore, although such methods can improve the detection
accuracy, the detection speed is too slow, the test results in a high recall rate, and the false-alarm rate is
high. The key to solving this problem is to reduce the number of candidate windows.

In the field of computer vision, object detection technology has become increasingly more
sophisticated. The generation of candidate windows has developed from the selective search [11] in
R-CNN [12] and Fast R-CNN [13] to the region proposal network (RPN) in Faster R-CNN [14]. RPN
greatly reduces the number of candidate windows and the detection process, thereby reducing the
detection time. Classifiers have also evolved from SVM to softmax classifiers. In the feature extraction
of candidate windows, many feature extraction networks have emerged, such as ZF-net [15] and
VGG [16]. Object detection based on the Faster-RCNN framework usually maintains high accuracy,
high recall, and a short detection time.

To further improve the object detection accuracy, many scholars have focused on improvement of
the feature extraction network and feature extraction method. For instance, in selection of the activation
function in the feature extraction network, Rectified Linear Unit (ReLU) [17] and Concatenated Rectified
Linear Unit (CReLU) [18] successfully solve the problem of gradient dispersion and elimination of
parameter redundancy. To solve the problem of the disappearance of gradients in deep networks,
He et al. [19] proposed a deep residual network for feature extraction. Kong et al. [20] strived to
obtain more abundant image features by proposing the use of so-called hyper features to improve
the detection accuracy. Kim et al. [21] combined the residual network, and PVANet using CReLU
and hyper features. This approach achieved the best results on an ImageNet target detection mission.
In the feature extraction method, Dou et al. used back-propagation neural network (BPNN) [22] and
Genetic Algorithm(GA) [23,24] to detect the disasters, and achieved greatly result.

The above feature extraction networks are all single perspectives; that is, the fixed initial
perspective extracts the features of an image, and abundant features are obtained when using an
adequate number of samples. However, in the field of remote sensing imagery, it is difficult to
acquire a large number of training samples; thus an adequate number of features cannot be obtained.
By fulfilling the need for access to features, the detection accuracy can be notably improved.
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In the human visual system, objects are observed in different perspectives to distinguish the
characteristics of the objects. Accordingly, learning the same object in different perspectives can solve
the problem of insufficient access to features. With this consideration, and based on previous studies,
a multi-view convolutional network is herein proposed to extract image features and to thereby solve
the problem of feature acquisition. Meanwhile, the Faster R-CNN framework is introduced to replace
the traditional sliding window with RPN to extract the candidate windows. The lower number of
candidate windows solves the problem of a high false-alarm rate and slow detection speed.

2. Object Detection Based on Faster R-CNN

Faster R-CNN is a framework that uses features to perform target detection. Its basic processes
include feature extraction, candidate window generation, and candidate window recognition. Firstly,
the convolutional neural network is used to extract the input image features. Then, a candidate window
is generated by using the region-generated network according to the extracted features and the input
image. Finally, the candidate window and the feature corresponding to the candidate window are
used to train the detector. The whole process is shown in Figure 1.
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Figure 1. Detection flow chart of Faster-RCNN (Regions with CNN features, RCNN). The inputs are
images and labels. The output is a detection model containing a large number of neuron parameters.
The middle section will be explained later in the article.

2.1. Region Proposal Networks

The Region Proposal Networks (RPN) is the main point of the Faster R-CNN framework. The main
function of RPN is generating a candidate window according to the feature map and input image.
The whole process is divided into two steps. First, each feature point on the feature map is mapped
to the corresponding position of the input image. A rectangular area, called the region proposal,
is drawn with the position in the input image as the center. We can then obtain a sample of the
candidate window by calculating the Intersection-over-Union (IoU) between the region proposal
and ground truth. Then, the sample of the candidate window and the feature points are used for
supervised training. The regression layer is used to determine the location and size of the candidate
window. The classification layer is employed to determine the foreground and background scores of
the candidate window. The specific process is shown in Figures 2 and 3.
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Figure 2. Generation process of rois (region of interest, roi). The input is image. The output is
regional proposals. If IoU(Intersection-over-Union) > 0.7, the region proposals will be regarded
as positive samples, and if IoU < 0.3, the region proposals will be regarded as negative samples.
When 0.3 < IoU ≤ 0.7, the region proposals will be abandon.
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Figure 3. Process of supervised training. The input are images and labels, the output are scores and
coordinates of regional proposals. The regression layer is used to fine-tune the positions of regional
proposals. The regional proposal has an object score can be obtained by the classification layer. We can
obtain objects and the location of objects by regression layer and classification layer. We can get
candidate window by scores and coordinates of regional proposals.

2.2. Training of the Detector

The candidate window is obtained by using the method in Section 2.1. Meanwhile, the candidate
window feature can be obtained by using the correspondence between the candidate window and
the feature map. However, different candidate windows have different sizes, which may result in
inconsistent candidate window features. To solve this problem, spatial pyramid pooling (SPP) is used
to achieve the mapping between the candidate window and the feature map (Figure 4). According
to the mapping results, the corresponding features of the candidate window are obtained, and the
detector model is then trained, as shown in Figure 5.
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map of candidate window. The output is the detection model. The classification layer and regression
layer have the same role as RPN.

3. Multi-Perspective Convolutional Neural Network

Feature extraction is an important part of the target detection process using features. Feature
extraction from deep neural networks has been widely used. However, there are two key problems
in extracting features of high-resolution remote sensing images using deep neural networks. One is
that the targets in high-resolution remote sensing images are small and the target scale significantly
changes, making positioning difficult. The second is remote sensing image training sample production,
which is expensive and less training is available for it. For the first problem, we can combine the
features of different convolutional layers for multi-scale parts. For the localization problem, we use
k-means to cluster the target area in the sample for determining the value of K in the RPN network,
and we use the specific recommended area size to enhance the accuracy of the test location. For the
second problem, when considering the same object, the characteristics learned in different perspectives
are different. Under the smaller data sets, the characteristics of multiple perspectives are combined to
improve the obtained feature, and it will improve the accuracy of detection. So we consider the image
features extracted from convolutional networks with different initial receptive fields, and we reduce
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the influence of the number of samples on the detection accuracy by increasing the extracted image
features. Based on the above concepts, we propose a multi-perspective convolution neural network
(Multi-PerNet). For a remote sensing images (that are often orthorectified), each convolutional neural
network represents a perspective because of its initial convolution kernel. For example, when we scan
a 28 × 28 picture with a 3 × 3 convolutional kernel, we can get a 26 × 26 feature map, but when we
use 5 × 5 convolution kernel, we can get a 24 × 24 feature map. We can get different feature map
from 3 × 3 convolution kernel and 5 × 5 convolution kernel. The Multi-PerNet framework is shown
in Figure 6.ISPRS Int. J. Geo-Inf. 2018, 7, x FOR PEER REVIEW  6 of 15 
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The whole feature extraction network is divided into several branches. The sum of the branch
features is convoluted to obtain the final feature map as follows:

Feature map = f (∑
i

Feat_mapi)

where f (x) denotes a convolution operation on x, and Feat_mapi denotes the feature of each branch.
As distinguished from MS-CNN [25], Multi-PerNet is trained once for the classification layer and

regression layer. Thus, the loss function is defined as:

L = Lcls(p(x), y) + λ[y ≥ 1]Lreg(b, b̂)

Lcls(p(x), y) = −y log p(x)

Lreg(b, b̂) = (b − b̂)smoothL1

Here, p(x) is the predicted probability of the candidate window being an object, y is the
ground-truth label, b is a vector representing the four parameterized coordinates of the predicted
candidate window, and b̂ is a vector of the ground-truth box. The function of smoothL1 is defined in [13].

3.1. Feature Extraction Network

The basic structure for each feature extraction network is shown in Figure 7. On each network,
the second convolutional layer is downsampled and the results of the sampling are combined with the
features extracted by the last convolutional layer to obtain Feat_map, as follows:

Feat_mapi = down_conv2 + convj

Here, i is branch i, and j is convolutional layer j.
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Since down_conv2 is to be concatenated with convj, the sample size is constrained while
downsampling conv2. The constraint is:

widthdown_conv2 = widthconvj

heightdown_conv2= heightconvj

Here, the width is the width of the input image after the convolution operation, and the height is
that of the output image.

For Multi—PerNeti, i represents the number of the basic structure of the feature
extraction network.

3.2. Obtain Region Proposals

As mentioned in Section 2.1, the region network generates K region recommendations that are
set to nine based on human experience in the Faster R-CNN framework for K values. We set the
recommended area and aspect ratio for each region. However, the adaptability of these parameters
to remote sensing images is not very strong. Therefore, we introduce k-means to process the dataset
to obtain the distribution rule of the target in the dataset. In addition, we set the K value and the
corresponding area and aspect ratio.

First, the scale size of each object, which includes area and aspect ratio of object, is extracted and
normalized from the original data. Then, we use k-means to cluster the normalized scale. Finally,
the values of centroids are selected to represent the region recommendations. In the process of k-means
clustering, k = 6, k = 7, k = 8 and k = 9 are selected for the k value, respectively. The choice of K
determines the size, and the size of K will determine the number of candidate windows. If K is
too large, it will affect the detection efficiency. From the clustering result, when k = 8 and k = 9,
the clustering effect is better, which shows that when k > 7, it has minimal effect on the clustering
effect. It continues to increase the value of k, which is of minimal significance. Since k = 9 when the
division is slightly smaller, the result when k = 9 is selected as the K value. The clustering result is
shown in Figure 8.

For the clustering result, the clustered centroid is restored according to the normalized value,
and the restored value is used as the size of the candidate window scale. The centroid coordinates
are shown in Table 1. In the table, the normalized area represents that of the real frame area, and the
normalized aspect ratio is that of the real frame aspect ratio. The area represents the actual area of the
rectangular box represented by the centroid of clustering. The area size and aspect ratio represent the
actual aspect ratio of the rectangular box represented by the centroid of clustering. Based on these two
values, the unique rectangular box can be determined.

First, we use the bounding boxes obtained by k-means to get the regional proposals. Then,
candidate window can be obtained by using the IoU between the regional proposals and ground
truth. Since the size of the cars on each image is different, we acquired 9 fixed-size bounding boxes,
which can be used to obtained regional proposals, by k-means. Finally, in order to obtain detection
results, we can fine-tune the candidate window, mainly including translation and scaling of the
bounding box, by regression layer. The specific method is described in [11]. The process is shown
in Figure 9.



ISPRS Int. J. Geo-Inf. 2018, 7, 249 8 of 16

Table 1. Centroid table after area aspect ratio clustering.

Centroid 1 2 3 4 5 6 7 8 9

Normalized area 0.34 0.23 0.21 0.07 0.07 0.19 0.07 0.53 0.08
Normalized aspect ratio 0.30 0.45 0.21 0.30 0.51 0.30 0.15 0.30 0.67

Area 14,133 9692 8949 2941 2942 8009 2720 22,135 3190
Aspect ratio 1.0 1.5 0.7 1.0 1.7 1.0 0.5 1.0 2.3
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3.3. Performance Analysis of Multi-Perspective Convolutional Network

The multi-perspective convolution network mentioned in the previous section does not specify the
feature extraction from several perspectives. In this section, we determine the number of viewpoints
through experiments. Firstly, we design three kinds of network structures and input the result
obtained by k-means clustering into the area to generate the network. Then, we conduct three
experiments: Multi-PerNet1, Multi-PerNet2, and Multi-PerNet3. Multi-PerNet1 contains only one
convolutional neural network. Multi-PerNet2 contains two convolutional neural networks with
different initial convolution kernels. And Multi-PerNet3 contains three convolutional neural networks
with different initial convolution kernels. And Convolutional Neural Network Parameters will be
shown in Section 4.2. The experimental results are shown in Figure 10.

As shown in Figure 9, Multi-PerNet3 provides considerable performance improvement over
Multi-PerNet1; however, it shows only a small performance improvement over Multi-PerNet2,
indicating a significant decrease in the revenue from adding the viewing angle to the viewing angle.
In this study, we selected Multi-PerNet3 as the basic detection network in the test.
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Figure 10. Comparison of three networks.

4. Experiment and Verification

4.1. Experimental Dataset

The experimental data selected for this study were obtained from Google Earth remote sensing
data. They covered scenarios relating to vehicle forms. The image-specific information is shown
in Table 2. Figure 10 (left) shows part of the training sample. The sample image is formed into the
voc2007 dataset format. Part of the image information is saved in XML file format. These files mainly
contain the coordinate information and the label of the vehicle location in the image, as shown in
Figure 11 (right).
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Table 2. Introduction of experimental data.

Resolution Image Size Number of Images Number of Objects Number of Training Samples

0.6 m Max: 734 × 464
Min: 151 × 105 1000 4300 500

4.2. Evaluation of Test Results

We used Multi-PerNet3 to train the dataset to obtain the vehicle detection model. The basic
network parameters of Multi-PerNet3 are shown in Table 3.

Table 3. Basic parameters of Multi-PerNet3.

Convolutional Layer Conv1 Conv2 Conv3 Conv4 Conv5 Conv6

Convolution kernel size
9 × 9 7 × 7 5 × 5 3 × 3 null null
7 × 7 5 × 5 3 × 3 3 × 3 3 × 3 3 × 3
5 × 5 3 × 3 3 × 3 3 × 3 null null

Stride
2 2 2 1 null null
2 2 1 1 1 1
2 2 1 1 null null

pad
4 3 2 1 null null
3 2 1 1 1 1
2 1 1 1 null null

Number of convolution kernels
96 256 384 256 null null
96 256 384 256 256 256
96 256 384 256 null null

For the whole training process, judging whether the model training was successful depended
on whether the loss value converged. The relationship between the loss function and the number
of training iterations is shown in Figures 12 and 13. As shown in the figures, we choose the
precision-recall curve to describe the accuracy of the model. The area enclosed by the curve is
called the ap value. The larger is the value, the higher is the precision that can be guaranteed with
high recall. We additionally examined the relationship between the false-alarm rate and recall rate.
The concrete results are shown in Figures 14 and 15, and the comparison between the models is shown
in Table 4.
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Table 4. Comparison of model results.

Framework Network Structure Detection
Accuracy (AP)

Model
Size Time/Sheet Recall False-Alarmate

Yolo [26,27] tiny-yolo 0.646 63 M 0.01 s
Max: 0.757 0.797

0.757 0.797

Faster R-CNN
[15]

ZF-net 0.774 224 M 0.06 s
Max: 0.894 0.637

0.894 0.637

ZF-net (1, 5 joint) 0.772 240 M 0.08 s
Max: 0.886 0.387

0.886 0.387

ZF-net (1, 3, 5 joint) 0.777 244 M 0.08 s
Max: 0.892 0.407

0.892 0.407

PVANet 0.859 366 M 0.053 s
Max: 0.952 0.701

0.9 0.267

Multi-PerNet3 0.875 288 M 0.062 s
Max: 0.912 0.328

0.9 0.2

As shown in Figures 11 and 12, the loss function tends to converge during the RPN process.
Moreover, the loss value converges to approximately 0.15 in the model training process, which proves
the feasibility of the method. From Figures 13 and 14, we can observe that the detection model based
on Multi-PerNet3 provides notably superior detection performance. From the results in the table, it is
evident that the model trained in this study, while ensuring a high detection rate, greatly reduced the
false-alarm rate. Compared to the ZF-net model, it not only improved the detection rate, but it reduced
the false-alarm rate by 37%. Compared with the model obtained by PVANet, the false-alarm rate was
reduced by 6% when the detection rate is 0.9, and the model size was greatly reduced. The test results
are shown in Figure 16.

From the test comparison, both networks detect the specific objects in the occluded case (part A
in the figure), while Multi-PerNet3 showed better detection results in complex scenarios, that is, Parts
B and C. Meanwhile, ZF-net had obviously missed detection in complex scenes. In the comparison
between the third group, the fourth group and the fifth group, the detection results based on ZF-net
have an obvious misdetection, but the detection results of the proposed method were better.

In order to prove the method mentioned in this paper has a great performance, we show
the detection results of partial pictures based on Multi-PerNet3 in Figure 17. In addition, in the
high-resolution google earth, the weather has a much smaller impact on the target than the background.
Therefore, the impact on the test results is not significant, we show some detection results in a same
area at different times (19 June 2010, 25 August 2013, 28 September 2014, 7 June 2015, 11 May 2016,
15 April 2017) in Figure 18.
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5. Conclusions

In this paper, the Faster-R-CNN framework was introduced to solve the problem of candidate
window redundancy in remote sensing image detection. The framework addresses the issue of the
slow detection speed and high false-alarm rate caused by the large number of redundant candidate
windows in the sliding window. The multi-view convolution network (Multi-PerNet) was proposed
based on the research to solve the problem of low detection accuracy due to lack of feature acquisition.
The experimental results proved the feasibility of the proposed method. In this approach, although
the scale parameters were determined by k-means, there remained some subjectivity for the choice of
k values. In multi-perspective convolutional networks, owing to the combination of various feature
layers, there must be parameter redundancy.

The next step in this research is to resolve the above two shortcomings. Specifically, for the
determining the candidate window size, we will consider avoiding some subjectivity by clustering
the selected scale size and the actual proportion of the target box in the label. For the network
structure design, we will consider introducing a residual network and the CReLU activation function
to reduce the parameter redundancy and redefine a selection of the receptive field (SoRF), which can
automatically select the initial receptive field. Accordingly, only the first convolutional layer
has a multi-level network, while the parameters are simultaneously reduced and the test results
are improved.
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