Linking Neighborhood Characteristics and Drug-Related Police Interventions: A Bayesian Spatial Analysis
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Abstract: This paper aimed to analyze the spatial distribution of drug-related police interventions and the neighborhood characteristics influencing these spatial patterns. To this end, police officers ranked each census block group in Valencia, Spain (N = 552), providing an index of drug-related police interventions. Data from the City Statistics Office and observational variables were used to analyze neighborhood characteristics. Distance to the police station was used as the control variable. A Bayesian ecological analysis was performed with a spatial beta regression model. Results indicated that high physical decay, low socioeconomic status, and high immigrant concentration were associated with high levels of drug-related police interventions after adjustment for distance to the police station. Results illustrate the importance of a spatial approach to understanding crime.
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1. Introduction

The association between crime and place is one of the long-standing topics in the study of crime. From a social disorganization framework, neighborhoods characterized by poverty, ethnic heterogeneity, and residential instability are expected to have higher crime rates [1–3]. From this perspective, crime is not randomly distributed in the city; rather, people living in poor and deteriorated neighborhoods are more likely to be the victims of crime [2,4].

Studies based on the social disorganization perspective have largely shown the association of neighborhood concentrated disadvantage, immigration, and residential instability with crime and violence. Concentrated disadvantage reflects the negative socioeconomic features of a neighborhood, such as poverty, unemployment, low income, family disruption, or physical and social disorder [5–7]. Research has found that concentrated disadvantage is the factor most strongly associated with crime, even after controlling for individual characteristics [1,8]. Immigration has also been related to crime rates, and previous research has shown that higher levels of ethnic heterogeneity are related to higher levels of crime [1,9,10]. Residential instability is also a relevant factor in social disorganization theory. Studies have found that low residential stability would be related to crime, and neighborhoods with more stable populations should have lower crime rates than those characterized by transitory and changing neighbors [3,11].

It has been suggested that the link between neighborhood characteristics and crime may be mediated by underlying social processes. High levels of social disorganization and concentrated...
disadvantage in communities would be linked to low levels of social control and collective efficacy. Collective efficacy is defined as ‘the process of activating or converting social ties among neighborhood residents in order to achieve collective goals, such as public order or the control of crime’ [12] (p. 802). A lack of collective efficacy is associated with increased mistrust between neighbors, which creates a dangerous environment and impedes effective social control, thus leading to increased conflict and crime [1,2,5].

The relationship between crime and place has been studied for different types of crime. Most research has focused on residential burglary [13–15], juvenile delinquency [16,17], homicides [1,18,19], and robbery and assaults [18,19]. Interest is also growing in studying this relationship in other crimes that tend to occur ‘behind closed doors’ [20] such as intimate partner violence [9,10] or child maltreatment [21].

Drug-related crime has also been linked to neighborhood characteristics [22–24]. Drug-related crime is a major problem in our society; it has negative repercussions on health, creates personal and social conflicts, and can perpetuate community deterioration [24,25]. Moreover, some studies have found a relationship between drug dealing and consumption and other types of criminal acts [26]. However, the study of drug-related crime has focused mainly on drug markets [27], and other perspectives and research approaches have received little research attention.

In this study, we aimed to analyze the relationship between neighborhood characteristics and drug-related police interventions from a Bayesian spatial perspective. Clearly, understanding how drug-related police interventions are spatially distributed across a city’s neighborhoods and how they relate to neighborhood characteristics may contribute to preventing this type of crime and related negative outcomes in the community.

Recently, research linking crime and neighborhood characteristics has relied more heavily on spatial analysis [9,10,28,29]. The majority of these studies use the frequentist or classical paradigm [30]. However, recent research is showing the advantages of using spatial methods from a Bayesian perspective [9,10,29]. These types of models come from disease mapping [31] and are increasingly being incorporated into social studies [9,10,29]. The frequentist approach treats parameters as fixed unknown values, while the Bayesian approach uses probability distributions to represent the uncertainty of the parameters [32]. Researchers may base their interpretation of this probability on their knowledge about the parameters, and it allows random effects to be included. Including random effects reduces the biases of spatial autocorrelation and overdispersion common in spatial analysis [33]. In addition, Bayesian models provide risk estimations and analyze the effect of unobserved spatially structured influences [34,35]. The use of a Bayesian spatial random-effects modeling approach in this study (almost nonexistent in current research) may provide new knowledge and a new perspective to research on drug-related crime [36,37]. Most studies focusing on drug crime and place have been conducted in Anglo-Saxon cities (predominantly in the US, UK, or Australia). However, there are fewer studies from other European areas such as Southern European cities. Analyzing drug-related crimes in cities from different countries would add new valuable data to the existing literature.

2. Study Area and Data

In this study, we conduct a Bayesian ecological analysis to understand the influence of neighborhood characteristics on the spatial distribution of drug-related police interventions. Ecological studies are based on populations that are defined geographically. Following a social disorganization perspective, we analyze the influence of four neighborhood-level variables; two different measures of concentrated disadvantage (socioeconomic status and physical decay), immigrant concentration, and residential instability. We also consider that the proximity of the police station could also have a deterrent effect, and therefore we include the distance to the nearest police station as a control variable.
2.1. Study Area

This study was conducted in Valencia, the third largest city in Spain, which has a population of 736,580 inhabitants and covers an area of 134 km$^2$ approximately. Its fairly large size allows us to study the spatial distribution with adequate variability.

We used the census block group as a proxy for neighborhood. Census block groups were the smallest administrative units available, and they are defined as walkable areas with a low number of city blocks and are smaller than a census tract [9,10,38]. The sample had 552 census block groups with an average of 1334 residents (a maximum of 2845 and a minimum of 630).

2.2. Dependent Variable

To study drug-related crimes, we used the police perception of the level of drug interventions conducted in each census block group. Police records have been used extensively to study crime [9,10,30] but they were not available for this study. However, previous research suggests that police perception and police records are correlated for some types of crime [39]. In the present study, we use police perceptions of police interventions. With this measure, we can distinguish between areas where the police intervene more frequently from those with a low level of interventions. In this way, we capture all the police’s valuable experience and information [39,40]. Police perceptions could be especially useful to study under-reported crime, and they could help to plan law enforcement policies or urban planning strategies.

Senior police officers with a thorough knowledge of the area were selected to provide an index of policing activity, indicative of the level of drug-related crime in each census block group (i.e., they evaluated the level of police interventions where drugs are involved). This index was based on police officers’ perceptions and experience. Police officers placed each census block group on a 5-interval scale, in which the first interval represented a very low level of drug-related interventions and the fifth interval, a very high level of drug-related interventions.

2.3. Independent Variables

In this study we used data provided by the City Statistics Office and observation data gathered by trained raters; all data corresponded to 2013.

Socioeconomic Status (SES): We constructed an index using several socioeconomic indicators, as in previous research [10]. These indicators showed a high correlation, and a scale was created through factor analysis to avoid collinearity. The scale consisted of the following variables: (a) cadastral value, an administrative value of a property calculated by the city council and used as a reference for fiscal and other administrative purposes; (b) percentage of high-end cars; (c) percentage of financial businesses (percentage of financial institutions and insurance companies out of total activities); (d) percentage of commercial businesses (percentage of trade, hostelry, or repairs business out of total activities); and (e) education level, measured on a 4-point scale, where 1 = less than primary education, 2 = primary education, 3 = secondary education, and 4 = college education. We selected the first principal component of the factor analysis in which the five variables had a relevant factorial weight (i.e., each variable was properly represented in the scale).

Observed Physical Decay: Trained raters assessed the level of observable physical decay in each census block group. A 4-item scale was used including the following items: vacant houses; abandoned, vandalized and run-down buildings; deteriorated residential units; and deteriorated recreation places [38]. Each item was rated from 0 to 4, where 0 indicates no presence and 4 indicates high presence. Observations were made during business hours.

Immigrant Concentration: Percentage of immigrant population in each census block group.

Residential Instability: We used an index of residential mobility, measured as the proportion of the population who had moved into or out of each census block group during the previous year (rate per 1000 inhabitants).
Distance to Police Station: Euclidean distance to police stations was measured to control for the deterrent effect they may have on drug crime. Distance was measured as the kilometers between the centroid of each census block group and the nearest police station.

Table 1 summarizes the descriptive statistics for all the variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socioeconomic status</td>
<td>0.00</td>
<td>0.98</td>
<td>−1.69</td>
<td>4.22</td>
</tr>
<tr>
<td>Cadastral value</td>
<td>250.10</td>
<td>74.61</td>
<td>111.50</td>
<td>590.70</td>
</tr>
<tr>
<td>High-end cars (%)</td>
<td>5.75</td>
<td>3.62</td>
<td>1.30</td>
<td>24.80</td>
</tr>
<tr>
<td>Financial business (%)</td>
<td>18.15</td>
<td>7.77</td>
<td>0</td>
<td>43.20</td>
</tr>
<tr>
<td>Commercial business (%)</td>
<td>34.03</td>
<td>9.21</td>
<td>7.50</td>
<td>66.40</td>
</tr>
<tr>
<td>Education level</td>
<td>3.15</td>
<td>0.33</td>
<td>2.39</td>
<td>3.86</td>
</tr>
<tr>
<td>Immigrant concentration (%)</td>
<td>13.45</td>
<td>6.53</td>
<td>1.90</td>
<td>40.20</td>
</tr>
<tr>
<td>Physical decay (0–20)</td>
<td>5.83</td>
<td>3.61</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Residential instability (per 1000)</td>
<td>268</td>
<td>87.98</td>
<td>91.10</td>
<td>649.80</td>
</tr>
<tr>
<td>Distance to police station (km)</td>
<td>0.75</td>
<td>0.38</td>
<td>0</td>
<td>2.10</td>
</tr>
<tr>
<td>Drug-related police interventions (0–1)</td>
<td>0.34</td>
<td>0.32</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

3. Design and Analysis

We assumed the dependent variable (an index of the level of drug-related police interventions) as a proportion based on police perception between 0 and 1 on a continuum, where 0 was the minimum perceived level of drug-related police interventions and 1, the maximum perceived level. A value of 0.5 therefore would be the intermediate level of perceived police interventions. We considered that a beta distribution (a continuous positive distribution used with variables bounded between a minimum and a maximum) best reflects the nature of this variable, which is commonly used for modeling proportions [41,42]. Five intervals were established, and we took the average value of each interval. Specifically, if \( Y_i \) represents the level of interventions, we assumed that \( Y_i \sim \text{Be}(\mu_i, \phi) \), where \( \mu_i \) is the mean level of interventions in each of the \( i \) census block groups and \( \phi \) is a secondary parameter to regulate the variability of the distribution.

We performed regression modeling using Generalized Linear Models with a logit link function. The model assessed included the five explanatory variables: socioeconomic status, immigrant concentration, physical decay, residential instability, and distance to the police station.

A random effect to determine spatial autocorrelation was introduced to account for the spatial effect. Spatial autocorrelation occurs because nearby areas are more related to each other than more distant areas [43]. In social research, this effect may occur because the surrounding areas have similar social, economic, and cultural characteristics [44]. Detecting spatial dependence may be useful to provide information about the spatial structure of the data.

Moreover, an unstructured random effect was included to account for the heterogeneity, overdispersion, and the arbitrariness of spatial unit choice. This effect is related to the spatial differentiation of geographic units, (i.e., when the data are not homogeneous throughout the data set). In these cases, there may be greater variability than expected under the assumed distribution [45]. An unstructured random effect would correct and smooth the distribution [34].

Therefore, the complete model is as follows:

\[
\text{Logit}(\mu) = \alpha + X_i \beta + S_i + U_i
\]  

(1)

where \( \alpha \) is the total mean (intercept), \( \beta \) represents the vector of the regression coefficients, \( X_i \) is the matrix of covariates in the census block group \( i (i = 1, \ldots, n) \), and \( S_i \) and \( U_i \) are two random effects terms, which explore spatial autocorrelation and overdispersion respectively.
The component $S_i$ is the spatially correlated heterogeneity, and it was specified by a conditional spatial model (CAR) [45]:

$$S_i | S_{-i} \sim N\left( \frac{1}{n_i} \sum_{j \neq i} S_j, \sigma_S^2 \right)$$

We used contiguity as neighborhood criterion. Contiguity is one of the most common criteria for urban contexts where areas are connected. Thus, adjacent areas were considered neighbors.

The random unstructured heterogeneity ($U_i$) was specified as a normal distribution centered at zero with standard deviation $\sigma_u$. The standard deviations of $S$ and $U$ were defined as a prior uniform distribution $U(0, 1)$.

Generalized linear models may be analyzed following a frequentist methodology. However, Bayesian methods introduce random effects and are more flexible. Taking a Bayesian approach, the parameters are treated as random variables, and we need to incorporate prior distributions to assess prior knowledge [45]. In our study, we used vague Gaussian distributions $N(0, 100000)$ for the fixed effects $\beta$ and an improper uniform distribution for $\alpha$. Finally, we used a Gamma distribution $Ga(0.1, 0.1)$ to define the prior distribution of $\phi$. A sensitivity analysis on these prior distributions was performed to select the most suitable possible prior distributions, repeating the study with different prior distributions values. Specially, we focus on the prior distribution of the variability parameters ($\sigma_s$, $\sigma_u$, and $\phi$). The results did not change using different prior distributions. Figure 1 shows the complete model and the hierarchical structure.

To perform estimations, we generated simulations of the parameters with Markov Chain Monte Carlo (MCMC) using the software R and WinBUGS (see Appendix A for the WinBUGS code for the model). A total of 1,000,000 iterations were carried out (the first 10,000 were discarded as burn-in).

Convergence of the simulated samples was measured using the convergence diagnostic $\hat{R}$ [46], which was close to 1.0 for all parameters. The posterior distributions showed consistent results. To select the final model, we ranked the deviance information criterion (DIC), and the model with the lowest DIC was chosen because it shows a better fit.

Figure 1. Illustration of the model.
4. Results

A Bayesian beta regression model was conducted with the five explanatory variables (socioeconomic status, immigrant concentration, residential instability, physical decay, and distance to the police station) and two random variables were introduced (unstructured U and structured spatial S effect). The DIC of this model was −1431.8. We ran a second model without these two random variables, and the model fit was clearly the worst (DIC = −190.7). The complete model represented the best fit and was therefore selected as the final model. Table 2 summarizes the results of the final regression model.

Table 2. Beta Regression Model with Dependent Variable: drug-related police interventions.

<table>
<thead>
<tr>
<th>Explanatory Variables</th>
<th>Mean</th>
<th>Std. Error</th>
<th>95% CrI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−1.285</td>
<td>0.217</td>
<td>−1.712, −0.893</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td>−0.127 *</td>
<td>0.074</td>
<td>−0.279, 0.020</td>
</tr>
<tr>
<td>Physical decay</td>
<td>0.038 *</td>
<td>0.018</td>
<td>0.005, 0.072</td>
</tr>
<tr>
<td>Immigrant concentration</td>
<td>0.015 *</td>
<td>0.013</td>
<td>−0.012, 0.043</td>
</tr>
<tr>
<td>Residential instability</td>
<td>0.000</td>
<td>0.001</td>
<td>−0.002, 0.002</td>
</tr>
<tr>
<td>Distance to police stations</td>
<td>0.403 *</td>
<td>0.178</td>
<td>0.059, 0.730</td>
</tr>
</tbody>
</table>

* Posterior probability of positive or negative association higher than 80%; CrI: Credible Interval; σ, Standard deviation spatially structured term; σu, Standard deviation unstructured term.

The posterior distribution of fixed effects (Figure 2) shows the probability of having a negative or positive association between independent variables and the outcome variable, and it allows us to assess the relevance of the variables in the model. Variables with a posterior probability of being different from zero above 80% were considered relevant to the outcome variable. Specifically, socioeconomic status has a 96% probability of having a negative association, and immigrant concentration, physical decay and distance to the police stations have a high probability of having a positive association (87.3%, 98.8% and 99.4% respectively). Residential instability did not have a clear association with drug-related police interventions (only a 53.6% probability of having a positive association). Thus, areas with lower socioeconomic status, high levels of immigrant concentration, and high physical decay and that are further from police stations showed higher mean levels of drug-related police interventions.

![Figure 2. Posterior distribution of fixed effects in the model.](image)

Beyond the effect of the variables, the results showed the influence of spatial dependency and unstructured heterogeneity. A Bayesian approach reveals the spatial effect through illustrative maps. Figure 3 shows the posterior mean value for the spatial component. There is a clear geographic pattern: northern areas of the city have higher mean values than southern areas. This indicates the existence of a significant underlying spatial process that is not explained by the variables we have explored.
Figure 3. Posterior mean values for the spatial component (census block group) of the estimated prevalence of drug-related police interventions.

Figure 4 shows the mean level of drug-related police interventions in each census block group once we incorporated explanatory variables and random effects (heterogeneity and spatial autocorrelation). Some areas have high levels of interventions, and others have very low levels. Specifically, there is a higher probability of drug-related interventions in the northern and eastern zones; some areas have a level of intervention higher than 80%. This map shows the areas with higher mean levels of drug-related police interventions, which is useful when planning and implementing prevention and intervention strategies. Also, to map the uncertainty associated with the posterior means, Figure 5 represents the map of the first and the third quartile for the posterior mean level of drug-related police interventions.

Figure 4. Posterior mean level of drug-related police interventions in each census block group.
5. Discussion

In this study, we conducted a spatial analysis of drug-related police interventions exploring the influence of neighborhood characteristics. A Bayesian spatial modeling approach was used, which is common in health and epidemiology studies [34] and is especially appropriate to study small-area variations [47]. We used census block groups (the smallest unit available), and, drawing from social disorganization theory, we explored the influence of four neighborhood characteristics; socioeconomic status, physical decay, immigrant concentration, and residential instability. We incorporated distance to the police station in each census block group as a control variable to avoid the confounding effect that it could have on drug-related crime.

Our results showed a significant spatial distribution, according to which the areas with lower levels of socioeconomic status and higher levels of physical decay, higher immigrant concentration, and greater distance to a police station were those which had higher levels of drug-related police interventions. Residential instability, however, was not clearly associated with the distribution of drug-related interventions.

These results are in line with previous research. Social disorganization theory suggests that areas with higher concentrated disadvantage, higher ethnic heterogeneity, and higher residential mobility should show higher levels of disorder and crime [1,3,17]. In order to measure concentrated disadvantage, two indicators were used, both leading to the same results. On the one hand, we measured socioeconomic status, and we observed a negative relationship with drug-related police interventions, as expected from previous literature [48]. The second indicator used was physical decay, which measured the level of structural disorder in the neighborhood. Our results showed that physical decay was positively related to drug-related police interventions, also in line with previous research [26].

With respect to immigrant concentration, we found a positive association with drug-related police interventions. Some studies have shown similar results with other types of crime [1,9,10,49]. However, other studies showed a negative or null association between immigrant concentration and crime when socioeconomic characteristics are controlled for [50,51]. As regards drug-related crime, our results are similar to those found in other studies [52]. It is important to note, however, that most of these studies come from the US, and most of them focus on black residents and the black sub-culture of drugs and violence [11,53]. In Spain, most immigrants are from South American (34.3%) and European (34%) countries. These differences should be taken into account to properly analyze the effect of immigration on drug-related interventions.

Residential instability, however, did not have a significant influence on the spatial distribution of drug-related police interventions. The research is inconclusive on this question; some studies found a positive association between residential instability and crime [8,11], while others found no correlation [9,10,54]. Our study aligns with the second group.
Finally, because we considered that distance to the police station could also have a deterrent effect, we included it as a control variable. We found evidence to support our hypothesis that the places closest to a police station are less likely to be the scene of drug-related crimes. The introduction of this control variable increases the model fit, and without it there could be a confounding effect that is unaccounted for. The distance method available for the study was Euclidean distances. Due to the street distribution of Valencia (a round city, with no important architectural or natural barriers), this type of distance was considered appropriate. However, future research would benefit from taking into account distance-based relationships, which could be a more accurate measure for distances in the context of a city.

Taking these explanatory variables together and analyzing the distribution of the mean level of drug-related police interventions, we can appreciate some important differences among census block groups. Specifically, some areas in the north and the east of the city present higher drug-related police interventions, indicating that police officers perceived that more drug-related police interventions are needed in such areas. These results suggest that police strategy should point to those city areas that show higher perceived drug-related police interventions.

Bayesian statistics have the advantage of incorporating a random effect beyond those explained by the variables considered in the study to explore the underlying spatial distribution in the variable of interest [10,34]. In our study, we found a spatial distribution unexplained by the specific covariates. The drug-related police interventions showed a clear spatial distribution, wherein the estimated prevalence was higher in the north of the city and lower in the south. Future research should consider other variables when attempting to explain this gradient. One possible explanation is that these neighborhoods placed in the north and east of the city may carry the burden of stigma (i.e., deprived neighborhoods historically related to crime and disorder) [55]. The police perceptions on drug-related crime could be influenced by such stigmatization. This hypothesis could be further explored in future studies comparing police calls or police reports data with police perceptions.

This study had both strengths and limitations. One of the strengths is that few studies focus on crime from an epidemiological perspective using Bayesian regression analysis, and there has been little research on drug-related crime [36]. Thus, this study contributes by adding a new approach to the existing literature. Furthermore, Bayesian models allow controlling for biases such as overdispersion and spatial autocorrelation and allow underlying spatial patterns to be analyzed [10,34,35]. Finally, explanatory variables were collected from two different sources, census data and systematic observations, which make the study more complete and provide more information about the neighborhood characteristics.

Among the limitations, the use of a subjective measure of the police perceptions on drug-related crime is a potential shortcoming since there is no numerical value of police interventions on drug-related crimes in small areas. This could be a handicap due to the nature of subjective data. However, previous research suggests that police perception correlates to census data [39,40], and using a subjective police measure could provide additional information to objective data when detecting risk areas [28,39]. Police perceptions, moreover, could be especially adequate to study under-reported crime, and some authors highlight the importance of social perceptions for law enforcement policies or urban planning [55].

Furthermore, some variables that may be relevant to the study of crime [18] were not used in this study. For example, data on collective efficacy and neighborhood processes were not available, as well as variables related to routine activities or crime pattern theory [56,57], which would help to better understand the spatial distribution of drug-related crime. Future research could be enriched by the addition of these variables. Moreover, ecological studies present some biases due to the aggregation of data (e.g., ecological fallacy or the modifiable areal unit problem) [10]. However, this study was conducted with high spatial resolution (census block groups), reducing the ecological biases from aggregation effects.
Lastly, it should be taken into account that this study was conducted in a European city with specific characteristics and its own culture. As noted, most studies are conducted in US cities [58] and there are fewer studies from Europe [30,59]. The differences in the culture and structure of European cities may lead to different results than those from studies conducted in US cities [10,60,61]. However, since our study was conducted in a European city, our results offer a valuable addition to the existing literature, bearing in mind that an understanding of these cultural variables is important to reliably analyze the results.

6. Conclusions

The results of this study illustrate the importance of a spatial and contextual approach to understanding drug-related crimes. A spatial perspective provides a new approach in the study of crime in neighborhoods and could help to improve and design new crime prevention policies at more localized level (e.g., allocating more human and economic resources to those high risk areas, or conducting studies over time to assess the effectiveness of new policies in reducing crime).
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Appendix A. WinBUGS Code

```r
model{
  for(i in 1:n) {
    y[i] ~ dbeta(a[i], b[i])
    a[i] <- mu[i] * phi
    b[i] <- (1-mu[i]) * phi
    U[i] ~ dnorm(0, prec.u)
  }
  phi ~ dgamma(.1,.1)
  S[1:n] ~ car.normal(adj[], weights[], num[], prec.s)
  prec.s ~ dunif(0,1)
  prec.u <- pow(sigma.s,-2)
  sigma.s ~ dunif(0,1)
  prec.u <- pow(sigma.u,-2)
  sigma.u ~ dunif(0,1)
  alpha ~ dflat()
  for(i in 1:5){
    beta[i] ~ dnorm(0, 0.00001)
  }
}
```
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