Evaluation of Multiple Classifier Systems for Landslide Identification in LANDSAT Thematic Mapper (TM) Images
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Abstract: Landslide scar location is fundamental for the risk management process, e.g., it allows mitigation of these areas, decreasing the associated hazards for the population. Remote sensing data usage is an essential tool for landslide identification, mapping, and monitoring. Despite its potential use for landslide risk management, remote sensing usage does have a few drawbacks. The aforementioned events commonly occur at high steep slope regions, frequently associated with shadow occurrence in satellite images, which impairs the identification process and results in low accuracy classifications. In this sense, this paper aims to evaluate the accuracy of different ensembles of multiple classifier systems (MCSs) for landslide scar identification. A severe landslide event on a steep slope with a high rainfall rate area in the southeast region of Brazil was chosen. Ten supervised classifiers were used to identify this severe event and other possible features for the LANDSAT thematic mapper (TM) from June of 2000. The results were evaluated, and nine MCSs were constructed based on the accuracy of the classifiers. Voting was applied through the ensemble method, coupled with contextual analysis and random selection tie-breaker methods. Accuracy was evaluated for each classification ensemble, and a progressive enhancement in the ensemble accuracy was noted as the least accurate classifiers were removed. The best accuracy for landslide identification emerged from the ensemble of the three most accurate classification results. In summary, MCS application generally improved the classification quality and led to fewer omission errors, coupled with a better classification percentage for the ‘landslide’ class. However, the MCS ensemble algorithm selection must be customized to the purpose of the classification. It is crucial to assess single accuracy indicators of each algorithm to ascertain those with the most consistent performance regarding the final results.
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1. Introduction

Several regions in the world are affected by high rainfall rates over short periods of time, which are conducive to natural disasters [1]. In mountainous regions, these events favor the occurrence of landslides [2,3] and present risks to the population that lives in or travels through these regions. As a result of construction and changes to the soil structure, road edges favor this type of event [4,5]. A previous study [6] analyzed the frequency and distribution of landslides in three hydrographic...
basins and found that road construction is the most common cause of landslides. Monitoring and identifying locations that are prone to landslides is extremely complicated because the teams that are responsible for monitoring natural disasters are usually small, whereas the areas that need to be monitored are large [7]. Despite these difficulties, mapping and mitigating the damage caused by landslides is important for ensuring the population’s safety [8].

The use of remote sensing data offers great potential for monitoring and managing landslides. Remote sensing is a good alternative to the mapping of landslide scars because it can cover large regions and it allows for rapid analyses [9]. However, landslides usually occur in mountainous regions, where the effects of topography, combined with the shadows of the relief and the vegetation, can hide landslide scars [10]. Therefore, remote sensing techniques should be developed to address these problems.

Several resources can be used to obtain satellite image information. Enhancement techniques can facilitate object identification [11], whereas classification algorithms use statistical information of the images to separate classes of interest [12]. However, the criteria must be well defined and appropriate for the class/object of interest, to minimize the possibility of inaccurate results [13]. In addition, all algorithms require parameter adjustments based on the main purpose of the classification to achieve the best performance [14]. However, despite all preventative measures, the divergence between the results of different algorithms may be extremely high.

For this reason, there has been a search for alternatives that combine classifications to achieve a realistic final result, that has been discussed in the literature [15–21]. Known in the literature as multiple classifier systems (MCSs) [22] or classifier ensembles [23], combined classifications can be employed using several approaches. There are at least three categories of classification ensembles: algorithms that are based on the manipulation of training samples [24], concatenation combinations [25], and parallel combinations [26].

In a literature review of the use of MCSs, it was shown [27] that the efficiency of classification ensembles is based on continually improving the accuracy of the results. The authors emphasize that selecting the most appropriate ensemble strategy for the classification purpose is fundamental for the use of MCSs. According to [28], the ensemble of algorithms must be developed cautiously. The most important step for obtaining good results is the selection of the most appropriate algorithms to solve the problem.

Previous evaluations of the classifiers to be used are crucial for understanding their performance while obtaining the desired result. According to [29,30], an integrated analysis of various accuracy indicators is important in order to better understand the results of a classification.

This study is aimed at identifying the best classifier ensembles for mapping landslide scars in mountainous regions in medium spatial resolution satellite images (30 m). In addition, this paper evaluates the contribution of diversity measures of classifications to the final result of the combination accuracy of the algorithms.

To meet the proposed objective, this paper presents an introduction into MCSs and landslide identification; in the material and methods section, the study area characteristics are presented, followed by the procedures that were used. The results section presents the classification results for each algorithm and their accuracy assessment, as well as the best MCS classification and the accuracy analysis for each MCS. The results are followed by a discussion and then conclusions.

2. Material and Methods

2.1. Study Area

The study area is located in the Serra do Mar mountain range in the state of São Paulo, Brazil. A square of 144 km² was defined to include a severe landslide that occurred in December 1999 at the hydrographic basin of the Pilões River. The landslide occurred after four days of heavy rain with 230 mm of total precipitation. The landslide displacement affected 700 m of the Anchieta Highway
at approximately kilometer 42 of the highway [31]. Figure 1 presents the study area location (Black Square) and the Pilões River landslide location. The selected square encompasses two important roads that connect the city of Sao Paulo to the largest port in Latin America. The region was also chosen because of the difficulty for landslide scar mapping, as it presents a complex landscape with many shadows.

![Figure 1. Location of the study area (Black Square) and a picture of the landslide scar at the Pilões watershed. Source: Landslide picture from [32].](image)

The region has an annual precipitation of more than 3000 mm. The most intense rainfall occurs between November and March. The rainiest months have experienced total rainfalls of more than 1000 mm [33]. Therefore, this event was used as a sample to assess the capability of the methodology and identify other landslide scars in the study area.

### 2.2. Procedures

Figure 2 summarizes the methodology that was used in this study in a flowchart that lists the steps for the digital image processing.

First, the study area square was extracted from the LANDSAT TM 5 scene taken on 25 June 2000, and was pre-processed to improve its characteristics. The image was corrected to reflectance, registered to the Digital Elevation Model, and was orthorectified using the Rational Polynomial Coefficients algorithm. To facilitate the visual identification of landslide scars, which increased the quality of the training areas, enhancement techniques were used to highlight the landslide area. Color conversion from red, green, and blue (RGB) to hue, saturation, and value (HSV) was adopted, and bands 3 (red), 4 (near infrared), and 5 (mid-infrared) were used. According to [34], the ensemble selection increases the differences between the soil and vegetation. The conversion to the HSV color space was used to soften the shadow effects of the topography [35]. Figure 3 shows the sample scene in the HSV color space and highlights the landslide area.
To proceed with the classification, training areas were defined based on the user’s previous knowledge about the area, especially of the area of the known landslide at the Pilões watershed, using radiometric correction to reflectance (Apparent Reflectance at the Top of Atmosphere), geometric correction, registration to Digital Elevation Model, orthorectification, and enhancement for visual analysis (Color transformation).

**Figure 2.** Flowchart of the methodology used in this study.

**Figure 3.** Sample of the LANDSAT 219-077 scene (25 June 2000) displayed in the RGB and HSV color space.
To proceed with the classification, training areas were defined based on the user’s previous knowledge about the area, especially of the area of the known landslide at the Pilões watershed, using the HSV color image. The study area was classified by 10 different classification algorithms. The six bands of the LANDSAT TM 5 satellite were used to prevent excluding any available information.

This study used 10 commonly used supervised classification algorithms in the literature [21,36–40] to classify the LANDSAT scenes. In addition, a large number of algorithms were applied to achieve diverse classification results. According to the theoretical background of classifier systems, diversity measures play an important role in the final result [27,41].

All algorithms required parameter adjustments to achieve maximum performance [42]; therefore, the best adjustments were considered to separate the classes of landslide scars. These parameters were defined based on the characteristics of each algorithm as well as the characteristics of the class to be identified. The ‘landslide’ class has extremely specific characteristics; however, it is mistaken for other classes in some of the LANDSAT 5 bands. Thus, the parameters of this class were highly restrictive; i.e., they allowed for the minimum variation within the class.

The parameters of the supervised classification algorithms were adjusted based on their responses to the classification of the landslide area along the Pilões River. The decision tree algorithm was applied based on the rules that were established by the J48 classifier in the WEKA 3.6 data mining software. J48 is a powerful classifier that is used in remote sensing [43–45]. The algorithms that were used are described below:

- **Supervised**
  - Support Vector Machine (SVM)—Kernel Type = Radius Bias Function, Gamma in Kernel Function = 0.167, Penalty Parameter = 500, Classification Probability Threshold = 0
  - Neural Network (NN)—Activation = Logistic, Training Threshold Contribution = 0.9, Training Rate = 0.5, Training Momentum = 0, Training RMS Exit Criteria = 0.1
  - Binary Encoding (BE)—Minimum Encoding Threshold for Landslide class = 3
  - Spectral Information Divergence (SID)—Maximum Divergence Threshold for Landslide class = 0.005
  - Spectral Angle Mapper (SAM)—Maximum Angle for Landslide class = 0.047
  - Maximum Likelihood Classification (MLC)—Probability Threshold for Landslide class = 0.05
  - Mahalanobis Distance (MHD)—Maximum Distance Error = 1.5
  - Minimum Distance (MD)—Maximum Standard Deviation from Mean for Landslide class = 1.1, Maximum Distance Error = 10
  - Parallelepiped (PAR)—Maximum Standard Deviation from Mean for Landslide Class = 0.72

- **Decision Tree (DT)**
  - J-48 Data Mining

The classification results for each algorithm were evaluated based on their accuracy, and 9 ensembles from the 10 classifiers were defined using fewer algorithms with greater accuracy. The classification ensembles were created using the majority voting principle. In the case of a tie, the pixel-based context analysis or the random selection method was used. The accuracy of each of the ensembles was evaluated, and an analysis of the accuracy evolution was performed.

The performances of all of the classification results were evaluated based on ground truth areas defined by visual interpretation. The following accuracy indicators were used: the kappa index, overall accuracy, probability of correct classification for the ‘landslide’ class, and commission errors and omission errors for the “landslide” class [46,47].

Based on the evaluation of the accuracy of the classification results, it was possible to define the classifiers with the best performance as well as to progressively define the algorithm ensembles, which
eliminated the worst results from the ensemble. Nine classifier ensembles were defined: one consisted of 10 algorithms, and the others progressively excluded the algorithms with the worst performances based on the accuracy indicators. Table 1 shows the algorithms that were used in each of the ensembles.

<table>
<thead>
<tr>
<th>Number of Classifiers</th>
<th>Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>BE, DT, MHD, MD, MLC, NN, PAR, SAM, SID and SVM</td>
</tr>
<tr>
<td>9</td>
<td>DT, MHD, MD, MLC, NN, PAR, SAM, SID and SVM</td>
</tr>
<tr>
<td>8</td>
<td>MHD, MLC, NN, PAR, SAM, SID and SVM</td>
</tr>
<tr>
<td>7</td>
<td>MHD, MLC, NN, PAR, SAM and SVM</td>
</tr>
<tr>
<td>6</td>
<td>MHD, MLC, NN, SAM and SVM</td>
</tr>
<tr>
<td>5</td>
<td>MD, MLC, NN, and SVM</td>
</tr>
<tr>
<td>4</td>
<td>MLC, SVM and NN</td>
</tr>
<tr>
<td>2</td>
<td>SVM and NN</td>
</tr>
</tbody>
</table>

The ensembles were selected based on the best accuracy levels of the classifiers. According to [28], the algorithm selection is crucial for improving the accuracy in a multi-classifier system. Therefore, the ensemble does not use the greatest error sources and has greater potential for improving the final results.

To design these ensembles, all of the classifications were exported to a table format, and the matrices were converted into a single column of 159,201 rows with one row for each pixel. A voting analysis was performed to compute the classification of each algorithm $i$, and the most recurring class $k$ was attributed to pixel $j$ [19,25]. If a tie occurred between two or more classes $k$, two strategies were adopted: the random selection method [48] and the nearest neighbor analysis [49]. Therefore, the value $F_{ij}$ was calculated as the final result for each of the tie breaking strategies.

The accuracy of the classifier ensembles and of the classification algorithms was evaluated. Finally, the results of the accuracy indicators for the isolated classifiers and for the 18 ensembles that were developed (9 using the random selection method and 9 using the context analysis method for tie breaking) were compared.

3. Results

Figure 4 shows the results of the classifications for each of the 10 algorithms. The classification results vary widely, especially those for the ‘landslide’ class. The results of some of the classifiers were mixed for the other classes because of the priority that was given to the ‘landslide’ class in the adjustment of the algorithm parameters.

Table 2 briefly shows the evaluation of the classifier accuracy. The commission and omission errors, as well as the probability of correct classification, are presented only for the ‘landslide’ class. The SVM, NN, and MLC classifiers outperformed the others.

The results obtained by the MLC, NN, and SVM algorithms are important for evaluating the kappa coefficient and the overall accuracy. An evaluation of the commission and omission errors shows that the commission errors were always high (greater than 0.6) and that the lowest omission errors were achieved by the MLC and NN algorithms. These results are due to the high spectral similarity between the ‘landslide’ class and the ‘vegetation’ and ‘water’ classes (especially due to the shadows of the topography). The best probability of correct classification combined with the lowest commission errors in the ‘landslide’ class were obtained by the NN, SVM, and MLC algorithms. Other algorithms, such as Binary Encoding, achieved good probabilities of correct classification for the ‘landslide’ class; however, large commission errors were observed. Algorithms such as SAM had low kappa coefficients, but the probability of correct classification and the commission errors for the ‘landslide’ class were better.
Figure 4. Classification maps for each algorithm. (A) Binary Encoding; (B) Decision Tree; (C) Mahalanobis Distance; (D) Minimum Distance; (E) Maximum Likelihood Classification; (F) Neural Networks; (G) Parallelepiped; (H) SAM; (I) SID; (J) SVM.

Table 2. Accuracy evaluation for each of the 10 classifiers.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Kappa</th>
<th>Overall Accuracy %</th>
<th>Landslide Class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Commission Errors %</td>
</tr>
<tr>
<td>Binary Encoding</td>
<td>0.3424</td>
<td>48.5433</td>
<td>93.81</td>
</tr>
<tr>
<td>Decision Tree (J48)</td>
<td>0.8081</td>
<td>89.4852</td>
<td>82.22</td>
</tr>
<tr>
<td>Mahalanobis Distance</td>
<td>0.7527</td>
<td>85.6517</td>
<td>94.14</td>
</tr>
<tr>
<td>Minimum Distance</td>
<td>0.5561</td>
<td>71.7515</td>
<td>80.85</td>
</tr>
<tr>
<td>Maximum Likelihood</td>
<td>0.9359</td>
<td>96.6484</td>
<td>59.3</td>
</tr>
<tr>
<td>Classification</td>
<td>0.9441</td>
<td>97.0865</td>
<td>59.09</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.638</td>
<td>79.759</td>
<td>82.81</td>
</tr>
<tr>
<td>Parallelepiped</td>
<td>0.3002</td>
<td>37.678</td>
<td>60.00</td>
</tr>
<tr>
<td>Spectral Angle Mapper</td>
<td>0.4673</td>
<td>62.322</td>
<td>70.11</td>
</tr>
<tr>
<td>Spectral Information</td>
<td>0.9325</td>
<td>96.4513</td>
<td>66.49</td>
</tr>
</tbody>
</table>

Table 3 shows the evaluation of the results of different classifier combinations. Figures 5–9 show the evolution of the accuracy indicators for the classifier ensembles and the comparison with the results of the best classifier (kappa coefficient, overall accuracy, commission errors, omission errors, and probability of correct classification for the ‘landslide’ class, respectively).
The best results for the “landslide” class were achieved by the ensemble of three classifiers (SVM, NN, and MLC). However, for the overall classification, the best results were achieved by the ensemble of five classifiers. In addition, for all of the ensembles, the contextual analysis method provided better results than the random selection method for tie breaking.

The best results for the “landslide” class were achieved by the ensemble of three classifiers (SVM, NN, and MLC). However, for the overall classification, the best results were achieved by the ensemble of five classifiers. In addition, for all of the ensembles, the contextual analysis method provided better results than the random selection method for tie breaking.

<table>
<thead>
<tr>
<th>Tie Breaking</th>
<th>Classifiers Number</th>
<th>Kappa</th>
<th>Overall Accuracy %</th>
<th>Landslide Class</th>
<th>Commission Errors %</th>
<th>Omission Errors %</th>
<th>% Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Selection Method</td>
<td>10</td>
<td>0.9147</td>
<td>95.8539</td>
<td>57.14</td>
<td>29.41</td>
<td>70.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.9558</td>
<td>97.8998</td>
<td>59.26</td>
<td>26.67</td>
<td>73.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.9659</td>
<td>98.3966</td>
<td>50</td>
<td>24</td>
<td>76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.9622</td>
<td>98.2097</td>
<td>53.49</td>
<td>21.47</td>
<td>78.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.9622</td>
<td>98.2097</td>
<td>53.49</td>
<td>21.57</td>
<td>78.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.9719</td>
<td>98.6405</td>
<td>48.15</td>
<td>17.65</td>
<td>82.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.9709</td>
<td>98.6337</td>
<td>48.75</td>
<td>19.61</td>
<td>80.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.9704</td>
<td>98.6101</td>
<td>50.6</td>
<td>11.11</td>
<td>88.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.9664</td>
<td>98.4217</td>
<td>50.6</td>
<td>21.57</td>
<td>78.43</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Classifier ensembles accuracy evaluation.

Figure 5. Evolution of the kappa coefficient for the results of the classifier ensembles.

Figure 6. Evolution of the overall accuracy for the classifier ensembles.
Figure 5, which shows the evolution of the kappa coefficient in relation to the classifier ensembles, indicates that the performance of the ensemble improves significantly as the first three algorithms were eliminated, reaches its maximum performance with the ensemble of five algorithms, and decreases slightly for the ensemble of two algorithms. Furthermore, the results of the ensembles are only higher than the highest kappa coefficient of the isolated classifiers (in this case, NN) after the ensemble of nine classifiers. The same evolution is observed for the overall accuracy in Figure 6.

An analysis of the commission errors for the “landslide” class (Figure 7) indicates that the best result is achieved through the contextual analysis approach that consists of five algorithms. A reduction in the commission errors is observed until the five best algorithms are used, and the values then increase (four, three, and two algorithms). A comparison of the best results of the algorithms in isolation indicated that SVM outperformed the others; however, only the classifications that consisted of ten and two algorithms in the random selection approach had worse results.

![Figure 7. Evolution of the commission errors for the classifier ensembles.](image1)

In the analysis of the omission errors for the “landslide” class (Figure 8), the SVM algorithm outperformed the others and was only surpassed by the ensembles with three algorithms. However, the ensemble of 10 algorithms did not provide the worst results; when the random selection approach was used for tie breaking, the result of this ensemble was only surpassed after seven algorithms were used. This may be due to the use of the Binary Encoding algorithm, which resulted in high commission errors but low omission errors. This result is only compensated for when some of the classifiers are eliminated. Although these classifiers give lower commission errors, the omission errors are higher; therefore, other classes are associated with those that are related to landslide areas.

![Figure 8. Evolution of the omission errors for the classifier ensembles.](image2)
The analysis of the probability of correct classification for the “landslide” class reveals a clear tendency towards improved accuracy as the poorly performing algorithms are eliminated. The ensemble of three algorithms yields the best result when the contextual analysis approach is used for tie breaking. Moreover, the ensembles of three algorithms (SVM, NN, and MLC) are the only ones that produce better results than those obtained by the SVM algorithm in isolation.

Table 4 shows the confusion matrix that was designed with the 10 classifiers, and the final voting analysis approach for tie breaking. Considerable confusion between the “landslide”, “water”, and “vegetation” classes is observed.

Table 4. Ensemble of 10 classifiers confusion matrix. Evaluation of the misclassification among the different classifiers used in this analysis.

<table>
<thead>
<tr>
<th>From/To</th>
<th>Unclassified</th>
<th>Landslides</th>
<th>Urban</th>
<th>Water</th>
<th>Vegetation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unclassified</td>
<td>0.4123</td>
<td>0.1727</td>
<td>0.2705</td>
<td>0.0663</td>
<td>0.2779</td>
</tr>
<tr>
<td>Landslide</td>
<td>0.0141</td>
<td>0.4408</td>
<td>0.0033</td>
<td>0.014</td>
<td>0.0082</td>
</tr>
<tr>
<td>Urban</td>
<td>0.2466</td>
<td>0.029</td>
<td>0.6</td>
<td>0.0037</td>
<td>0.0948</td>
</tr>
<tr>
<td>Water</td>
<td>0.015</td>
<td>0.1811</td>
<td>0.0033</td>
<td>0.9076</td>
<td>0.0094</td>
</tr>
<tr>
<td>Vegetation</td>
<td>0.3121</td>
<td>0.1764</td>
<td>0.1229</td>
<td>0.0083</td>
<td>0.6097</td>
</tr>
</tbody>
</table>

Figure 9. Evolution of the probability of correct classification for the classifier ensembles.

Figure 10. Final classification consisting of three algorithms (SVM, NN, and MLC) and the contextual analysis approach for tie breaking.
Therefore, the ensemble with three classifiers (SVM, NN, and MLC) that used the contextual analysis approach for tie breaking provided the best accuracy indicators. Figure 10 shows the map with the final classification and clearly shows the areas that are classified as landslides.

In addition to the known landslide scar, other relevant features and scars were identified by the methodology: a landslide scar associated with a road (A), another big landslide scar occurred close to an urban area (B) and a steep slope of exposed soil near an oil refinery (C) are presented in Figure 11. In addition to the events above, other landslide features were also identified, such as isolated scars in the mountain and severe erosion areas associated with rivers and reservoir borders and with an oil pipeline along the mountain.

Figure 11. Additional landslide features identified in the study area. (A) landslide events occurred close to a road segment; (B) a landslide detected nearby an urban area; (C) a steep slope of exposed soil near an oil refinery.

4. Discussion

The use of classifier combination techniques efficiently yielded higher quality results by jointly evaluating the overall accuracy, kappa coefficient, omission and commission errors, and the probability of correct classification for the ‘landslide’ class. High accuracy classification in areas of uneven topography is an important issue in optical remote sensing [50], especially when the target of interest may be located in the shadows from the relief. Alternatives such as the use of enhancement techniques with color conversion or the use of vegetation indices [51] facilitate the visual identification of these areas; however, they may not yield satisfactory results for the entire scene. The use of classifier combinations provided better accuracy indicators, introduced fewer omission and commission errors, and showed greater potential for identifying other scars in the studied scene when compared to the results of [52].
The evaluation of the isolated classification results of each of the algorithms demonstrated that some performed well in addressing the problem of landslide identification. Other algorithms had very low accuracies and proved to be inefficient for landslide identification. The DT, SVM, NN, and MLC algorithms produced kappa coefficients greater than 0.8 for the overall results of the classifications. The other classifiers had intermediate or low kappa coefficients and overall accuracies, although these results are reasonable for the “landslide” class, such as in the cases of the SAM and MDC algorithms.

The confusion matrix for the 10 classifications (Table 4) shows the confusion between the classifiers for each of the classes. The “landslide” class is especially confused with the “unclassified”, “water”, and “vegetation” classes. The confusion between the classifiers indicates that the “landslide” class has characteristics that overlap with these other classes, which requires more elaborate classification strategies. According to the literature [27,53], the use of a greater diversity measure between the classifiers improves the ensemble performance; however, some algorithms contribute negatively by increasing the error sources for the final classification.

The evaluation of the results from the combinations indicates that they become more efficient when the algorithm with the worst performance is eliminated. These results are similar to those of previous reports [54,55], which stated that the most important step in the use of combined classifications is the algorithm selection. The omission error for the “landslide” class was the only accuracy indicator in which all of the combinations outperformed the isolated classifier with the best performance, which was the SVM algorithm. This result is related to the high inclusion of pixels in the “landslide” class by various algorithms and leads to high commission errors. In addition, the probability of correct classification in the “landslide” class for the combination of 10 classifiers is lower than the isolated performance of the SVM algorithm.

In general, the use of some classification algorithms negatively affected the results, especially for the “landslide” class. For the overall classification of the LANDSAT sample scene, the best results were achieved by the combinations of five, four, and three algorithms. Although the selection of the algorithm focused on improving the performance of the “landslide” class, the accuracy of the entire classification increases with the elimination of some algorithms.

According to previous studies [27,41], the diversity of the classifiers is important to the classification result, and the combination of similar classifications does not improve the results. However, this result was not observed in this study for the accuracy indicators, especially for the “landslide” class. The use of some algorithms introduces errors into the classification combinations and reduces the accuracy for the class in question [56]. In this case, it is important to evaluate the individual performance of each classifier for the class of interest because the purpose is to increase the accuracy of the specific class. For the purposes of this study, the SVM, NN, and MLC classifiers performed adequately and had lower commission and omission errors and high classification percentages for the “landslide” class. Based on the results of these three algorithms, it was possible to develop a classifier combination to achieve accurate results for landslide mapping.

However, for the combination of two algorithms, all of the accuracy indicators produced results that were inferior to the combination of three algorithms. This result is crucial because it clearly shows that selecting classifiers and adding diversity measures is important for improving the final classification results. However, the information that is used for the classification must have an appropriate accuracy in order to not negatively influence the final result of the combination.

Therefore, the classification must be evaluated based on several accuracy indicators and not only on the kappa coefficient or the overall accuracy [57]. This is especially true for this study, which focused on achieving the best performance for a specific class. For this study, the analysis of the commission and omission errors is extremely important because the purpose is to accurately identify the landslide areas and to not overestimate the mapping of these areas. The results of these accuracy indicators for the classification ensembles were the best of all of the classifiers, especially for the MCS that consists of the three best algorithms (SVM, NN, and MLC).
The use of the random selection method as a decision mechanism in the case of a tie is appropriate; however, statistical tools are not more efficient than complementary spatial information for tie breaking. The use of the geographic-contextual analysis method resulted in more accurate classifications, including appropriate classifications to solve the problem of interest. This result was expected because the use of spatial information influences the decision and avoids randomness.

A comparison of the results that were obtained by combining three algorithms with those reported previously [52] reveals large differences, especially in the omission error and the probability of correct classification for the “landslide” class. The combined use of three algorithms with good accuracy indicators resulted in good performance for the classification of the “landslide” class. Unlike results that have been reported in the literature [58–62], the inclusion of diversity measures negatively affected the classification results, including both the whole scene classification and the classification for the “landslide” class. According to [63], each classifier has better performance for specific cases; therefore, the combination of the three best classifiers for the “landslide” class yielded a better result for this class.

As has been mentioned by several authors [64–66], the use of an MCS generally improved the quality of the classification and resulted in fewer omission errors as well as in a better classification percentage for the ‘landslide’ class. However, the strategy of using algorithms for the MCS ensemble must be analyzed and adapted to the purpose of the classification. It is important to individually evaluate the accuracy indicators of each algorithm to identify those with the performance that is consistent with the final results.

5. Conclusions

In summary, this article presents an evaluation of MCSs focused on the classification accuracy of one single class. In this sense, the applied methodology demonstrates that the inclusion of diversity measures in the classifier ensemble is important for improving the classification. However, the classifiers that are used must be evaluated in order to avoid the introduction of sources of error into the combination.

The study area presents a known severe landslide scar, and the application of the methodology identified other features of interest, considering erosive and landslide perspectives, which were not all identified by the isolated results of the algorithms. This result indicates that the MCS enhanced the result of the classification and improved the identification of landslides through LANDSAT data.

Furthermore, the usage of contextual analysis as a tie-breaker resulted in better accuracy classification, demonstrating that spatial analysis adds more knowledge than statistical approaches.

The presented methodology was applied to a specific region and some characteristics must be considered before its direct replication. The study area presents a dynamic that facilitate the occurrence of severe landslide events, which allows for the usage of Landsat imagery. Other satellites can provide better results, depending on the study area specification. However, the correct usage of MCS enhances the classification result and facilitates the identification of landslide scars.
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Abbreviations

The following abbreviations are used in this manuscript:

- TM: Thematic Mapper
- MCS: Multiple Classifier System
- SVM: Support Vector Machine
- SAM: Spectral Angle Mapper
- NN: Neural Net
- BE: Binary Encoding
- SID: Spectral Information Divergence
- MLC: Maximum Likelihood Classification
- MD: Minimum Distance
- MHD: Mahalanobis Distance
- PAR: Parallelepiped
- DT: Decision Tree
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