Exploring the Influence of Neighborhood Characteristics on Burglary Risks: A Bayesian Random Effects Modeling Approach
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Abstract: A Bayesian random effects modeling approach was used to examine the influence of neighborhood characteristics on burglary risks in Jianghan District, Wuhan, China. This random effects model is essentially spatial; a spatially structured random effects term and an unstructured random effects term are added to the traditional non-spatial Poisson regression model. Based on social disorganization and routine activity theories, five covariates extracted from the available data at the neighborhood level were used in the modeling. Three regression models were fitted and compared by the deviance information criterion to identify which model best fit our data. A comparison of the results from the three models indicates that the Bayesian random effects model is superior to the non-spatial models in fitting the data and estimating regression coefficients. Our results also show that neighborhoods with above average bar density and department store density have higher burglary risks. Neighborhood-specific burglary risks and posterior probabilities of neighborhoods having a burglary risk greater than 1.0 were mapped, indicating the neighborhoods that should warrant more attention and be prioritized for crime intervention and reduction. Implications and limitations of the study are discussed in our concluding section.
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1. Introduction

Researchers have long been interested in the relationship between crime and place [1]. Traditional criminological interest in place is mainly focused on macro levels of geography such as countries [2,3], states [4], counties [5] and cities [6,7]. Recently, there has been a growing interest in crime at small-area scales, which include blocks [8], neighborhoods [9], street segments [10], face blocks [11] and other defined small-area units of analysis. Studies of crime at small scales have great practical benefits and are of tremendous value to law enforcement. In addition to providing relatively precise and easier targets than big units of analysis for police department to oversee, they also provide a more detailed and robust understanding of the complex relationship between crime and place, contributing to scientific crime prevention and control.

Traditional non-spatial regression approaches assume that crime counts or crime rates are independent and identically distributed. This hypothesis ignores spatial dependence between crime counts and crime rates, especially at small-area scales. In addition, some covariates, for example income and unemployment rate, are also likely to be spatially auto-correlated. In ecological studies of crime, if spatial dependence is present but neglected, standard errors of regression coefficients may
be underestimated, inducing biased and inefficient inferences [12]. For example, covariates may be incorrectly identified as significant. Thus, non-spatial models are inappropriate for crime analysis at small-area levels.

To overcome the shortcomings of non-spatial models in criminological studies, most researchers adopt a spatial lag model, spatial error model or some other frequentist statistical models from a spatial perspective [13–16]. The spatial lag model and spatial error model [17] are unsuitable for modeling discrete variables because they both require the dependent variable to be continuous and follow a normal distribution. If the discrete crime count is the response variable, these models would be inappropriate. Additionally, complex spatial models, for example the spatial logistic model and the spatial probit model that account for spatial autocorrelation, are difficult to fit under frequency-based methods.

Bayesian statistics, as the other school of thought of statistics, has also been applied to spatial analysis. In contrast to frequentist statistics, Bayesian statistics treats all unknown parameters as random variables with probability distributions. It is based on the principle that prior knowledge and data are combined together to derive posterior estimates for parameters of interest. Bayesian approaches to modeling spatial data have received growing attention since the 1990s. This owes much to improvements of Markov chain Monte Carlo (MCMC) methods that make it possible to fit most Bayesian models, the availability of software such as WinBUGS to implement MCMC [18,19] and the rapid evolution of powerful computers. Bayesian approaches combined with MCMC are appropriate for exploration of complex (spatial) models that would otherwise be difficult to fit with frequentist statistics. Although Bayesian statistics have been found to be fashionable in science and widely used in epidemiology and environmental health problems, especially disease mapping and modeling [20–23], their application to crime analysis is still rare. However, researchers are increasingly aware of the advantages of Bayesian spatial modeling in small-area crime analysis. The past few years have seen a small but growing body of literature applying Bayesian spatial approaches in crime researches [24–35]. For example, the relationship between alcohol outlets and domestic violence (intimate partner violence and child abuse) has been illustrated in a couple of ecological studies [25,29]. Other neighborhood-level characteristics have also been linked to domestic violence [32,35]. Several recent papers have also examined contextual influences on juvenile offenders and property crime using a Bayesian Spatial modeling approach [30,31,33]. Bayesian spatial models could be used not only to analyze continuous variables such as crime rates, but also to model discrete variables such as raw crime counts.

The primary goal of our research is to explore the influence of neighborhood characteristics on burglary risks by adopting a Bayesian random effects modeling approach. This modeling approach is seldom applied to the study of burglary risks. The Bayesian random effects models extend generalized linear models by including one or more random effects terms. These random effects contribute to stabilizing risk estimates for small areas by borrowing strength from adjacent areas, thus overcoming unstable estimates due to the small number problem [21,36]. This method allows more flexibility when specifying the spatial autocorrelation that often exists in crime data, especially at small-area scales. In addition, random effects modeling is also appropriate when, due to data limitations, some covariates that themselves have a spatial structure are missing or unobserved. A spatial random effects term can act as a proxy for these covariates in a Bayesian model. Furthermore, random effects modeling can also cope with the overdispersion problem, which is often encountered when fitting a Poisson model to small-area count data [37,38]. Poisson models assume that mean and variance are equal, however, overdispersion often exists in small-area data in practice due to intra-area heterogeneity, resulting in variance exceeding mean. In this paper, we aim to test whether a group of neighborhood characteristics, controlling for overdispersion and spatial autocorrelation, are indicators of burglary risks. This could be helpful in crime prevention and control programs. The paper is a contribution to the existing criminological research, as the Bayesian random effects modeling approach is still seldom used in crime analysis.
The remainder of this manuscript is organized as follows: first, the study region and data used will be described. Second, the Bayesian random effects modeling method, including modeling strategy, prior specification of parameters and method implementation, will be detailed. Third, the results of the analysis will be shown, followed by a discussion of the analysis and limitations of the study in the final part.

2. Study Region and Data

2.1. Study Region

This study was conducted in Jianghan District, Wuhan, China. Wuhan is one of the largest and most populous cities in Central China, comprised of seven urban districts and six suburban and rural districts. Jianghan is the most overpopulated urban district of Wuhan. The district had a land area of approximately 33.43 square kilometers and a resident population of about 0.71 million in 2013 [39]. Jianghan district contains 116 neighborhoods. The unit of analysis in this paper is the neighborhood, a direct sublevel of a sub-district which is one of the smallest political divisions in China. The neighborhoods of Jianghan District all have defined boundaries. Two neighborhoods are excluded from the study as data for these neighborhoods are missing.

2.2. Data

Data on burglary incidents were sourced from Wuhan city’s 110-reporting system, managed by Wuhan Public Security Bureau. The 110 reporting system is the main source of official crime information, as the 110 call is the public hotline for crime and emergency reports in China. Each record in the system contains information about crime, such as the unique identifier, the category, the date and the location (XY coordinates, using World Geodetic System 1984) of any event. Two years of burglary data for the period between 2013 and 2014 were used in the study. This reduces the fluctuations in crime over years and helps to obtain more stable estimates of the effects of covariates and burglary risks. Incident points were aggregated to the neighborhood polygons with a spatial join in ArcMap 10.0. An incident was assigned to the neighborhood that it fell inside of, and all burglary incidents in each neighborhood were summed, resulting in a total number of burglaries for each neighborhood. During the study period, 4115 burglary incidents occurred in the study region. Incidents were unevenly distributed among neighborhoods, ranging from zero to 756 with a mean of 36.10 and a standard deviation of 76.80, which indicates that overdispersion exists if the burglary data are assumed to follow a Poisson distribution. Among the 114 neighborhoods, three neighborhoods have zero burglaries and 30.7% of neighborhoods [35] have fewer than 10 burglary cases.

Covariates used in modeling were drawn according to social disorganization theory [40] and routine activity theory [41]. Social disorganization theory claims that socio-economic stress undermines social control and decreases social organization, which will lead to occurrence of crime [42,43]. Routine activity theory argues that crimes are correlated with characteristics of the social environment and three elements are necessary for a crime to occur: motivated offenders, suitable targets, and the absence of capable guardians [44,45]. Based on these two theories, we identified five variables at the neighborhood level as potential risk factors from the available data. The variables were population density, unemployment rate, bar density, department stores density and policing.

Population density is defined as the number of residents per square kilometer in each neighborhood. Higher population density increases street monitoring by residents [46]. Some researchers, however, argue that the greater the population density, the higher the crime rate [47,48].

Unemployment rate is calculated as the number of unemployed residents between the ages 18 and 60 divided by all the residents in the same age range. The unemployment rate is a potential indicator of neighborhood socioeconomic status. The spatial patterns of crime are often correlated
with socioeconomic status. According to social disorganization theory, a low socioeconomic condition is often positively associated with crime.

Bar density and department store density refer to the number of bars and department stores per 10,000 people in a neighborhood, respectively. These two variables are used to capture the effects of land use. Land use variables have been long of particular interest to researchers in crime analysis [49–51]. We include these two types of land use in the analysis to test if they are indicators of burglary risks.

Policing is the total number of community policing and monitoring rooms per 10,000 people in each neighborhood. Community policing rooms are set up in a neighborhood by local police stations to guarantee the security of the neighborhood, and are staffed usually by one or two police officers. Policing can prevent and reduce crime but, on the other hand, a larger policing presence may possibly be a reaction to high crime areas.

Of the five variables described above, one pertains to demographic (population density), one acts as a proxy for socioeconomic status (unemployment rate), two are measures of land use (bar density and department store density) and the last one concerns policing. We used these five variables as covariates in our analysis to see if they have a clear association with burglary risks. Table 1 shows the correlation matrix of the five covariates. These results show that the covariate pair of unemployment rate and population density has the largest absolute coefficient (0.420). According to Evans [52], the correlation between them is moderate while those of others are weak or very weak. We use three measures to diagnose the multicollinearity degree of the five covariates. First, all pairwise correlations do not exceed 0.5–0.7 (if pairwise correlations exceed the commonly suggested threshold, 0.5–0.7, collinearity is high; a rule of thumb is not to use variables correlated at |r| > 0.7) [53]; second, the determinant of the correlation matrix is 0.62, far away from 0, indicating collinearity is not high [53]; third, the condition number (CN) (ratio between the largest and smallest eigenvalue of the correlation matrix) [54] is 3.85, much smaller than 100 (If CN < 100, multicollinearity is usually considered weak [55]; Dormann et al. [53] also suggest the threshold to be 30). All the three measures suggest that multicollinearity is not an issue. Thus, we do not consider it in the current analysis.

### Table 1. Correlation matrix of the covariates.

<table>
<thead>
<tr>
<th>Population density</th>
<th>Unemployment Rate</th>
<th>Bar Density</th>
<th>Department Store Density</th>
<th>Policing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population density</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.420 ***</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bar density</td>
<td>−0.261 ***</td>
<td>0.181</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Department store density</td>
<td>−0.194 **</td>
<td>−0.218 **</td>
<td>−0.031</td>
<td>1.000</td>
</tr>
<tr>
<td>Policing</td>
<td>−0.048</td>
<td>−0.052</td>
<td>−0.098</td>
<td>−0.080</td>
</tr>
</tbody>
</table>

***, **: statistically significant at 1% and 5% level, respectively.

### 3. Methods

#### 3.1. Modeling Strategy

The dependent variable was raw burglary counts and was assumed to follow a Poisson distribution. The notation used for this assumption is:

\[
O(i) \sim \text{Poisson} \left( E(i) \times r(i) \right)
\]

where \(E(i) \times r(i)\) is the expected value of the Poisson distribution, \(E(i)\) is the number of burglary cases in neighborhood \(i\) that could be expected if events are randomly distributed across the study region such that the expected number in any neighborhood is directly proportional to its population size, and \(r(i)\) is the corresponding area-specific burglary risk. The traditional Poisson regression model is:

\[
\log \left[ E(i) \times r(i) \right] = \log \left[ E(i) \right] + \log \left[ r(i) \right]
\]
where \( \log [E (i)] \) is an offset term with the regression coefficient being one, \( \beta_0 \) is the intercept, \( X_1, \ldots, X_k \) are the observations of the covariates, \( \beta_1, \ldots, \beta_k \) are the corresponding regression coefficients, and \( k \) is the number of covariates, five in this study. This model assumes that all relevant covariates have been correctly specified. In addition, it is non-spatial and does not account for overdispersion or any spatial structure between neighborhoods. To tackle these problems, a Bayesian random effects modeling approach was used. The Bayesian random effects model is specified as:

\[
\log [E (i) \mid r (i)] = \log [E (i)] + \beta_0 + \beta_1 X_1 (i) + \cdots + \beta_k X_k (i) + U (i) + S (i)
\]

(4)

where \( U (i) \) is an unstructured random effects term to account for overdispersion, and \( S (i) \) is a spatial random effects term to account for spatial autocorrelation. Specifically, the spatial random effects term \( S (i) \) acts as a proxy for missing or unmeasured covariates that are spatially auto-correlated, otherwise it captures the spatial structure in the residuals. This random effects model is actually an extension of the non-spatial model, transforming it into a spatial Poisson model by including the spatial random effects term. If the missing or unmeasured covariates are not spatially auto-correlated, the inclusion of the unstructured random effects term \( U (i) \) might be sufficient and the spatial random effects term \( S (i) \) can be dropped from Equation (4). Therefore, we also ran another model in the analysis:

\[
\log [E (i) \mid r (i)] = \log [E (i)] + \beta_0 + \beta_1 X_1 (i) + \cdots + \beta_k X_k (i) + U (i)
\]

(5)

Depending on the results of the three models (Equations (3)–(5)), we selected the model that best fit our data and did our analysis based on this model.

3.2. Prior Specification

In a Bayesian approach, prior knowledge and data are combined to deduce posterior estimates. Priors must be specified for unknown parameters. \( \beta_0 \), the intercept term, is assigned a uniform prior \( dflat() \) on the whole line due to a sum-to-zero constraint on the random effects [56]. Without genuine prior expectations about direction and magnitude of the effects of covariates, a vague prior of a normal variance parameter, \( \sigma^2 \), resulting in inferences will be sensitive to \( \epsilon \). Specifically, for area \( i \), the conditional mean of \( S (i) \) is given by the average of its neighboring \( S (j) \)'s, and the variance of \( S (i) \) is inversely proportional to the number of its neighbors. It is defined as follows:

\[
S (i) \mid S (j)_{j \neq i} \sim \text{Normal} \left( \sum_{j \neq i} \omega_{i,j} S (j) / n_i, \sigma^2 / n_i \right)
\]

(6)

where \( \omega_{i,j} = 1 \) if \( i \) and \( j \) are adjacent and \( \omega_{i,j} = 0 \) otherwise (with \( \omega_{i,i} \) also set to 0) and \( n_i \) is the number of neighborhoods adjacent to neighborhood \( i \). Neighborhoods that share a common boundary are defined as neighbors. As recommended by Gelman [59], we used a non-informative uniform prior distribution \( dunif(0, 100) \) for the standard deviation parameters, instead of the commonly used Gamma \((\epsilon, \epsilon)\) family of non-informative distribution where \( \epsilon \) is set to a low value for the precision parameters of \( U (i) \) and \( S (i) \); if the standard deviation parameter is estimated to be near zero, the resulting inferences will be sensitive to \( \epsilon \).
In our analysis, we also monitored the posterior distribution of $\psi$, which is defined as:

$$
\psi = \frac{sd(S)}{sd(U) + sd(S)}
$$

(7)

where $sd(S)$ and $sd(U)$ are the empirical marginal standard deviations of $S$ and $U$, respectively [60]. $\psi$ is used to measure the variability in the random effects due to spatial dependence. Large values of $\psi$ (i.e., close to 1) indicate a dominating spatially correlated variance component, while small values (i.e., close to zero) indicate a negligible component.

3.3. Implementation

We used the MCMC simulation approach in WinBUGS 1.4.3 to fit the three models (Equations (3)–(5)). Models were assessed by the deviance information criterion (DIC) [61,62]. DIC is a generalization of the Akaike Information Criterion [63] and takes both model fit and model complexity into account when comparing models. Smaller DIC values indicate a better-fitting model.

Three parallel chains with widely differing initial values were run for the models. The convergence was monitored by checking the history plot of the samples (values within a parallel zone without strong periodicity indicate convergence of the chain), the autocorrelation graph (low autocorrelation values indicate a quick convergence), the Gelman-Rubin convergence statistic [64] and Monte Carlo (MC) errors (MC error should be lower than 5% of the corresponding posterior standard deviation) [31]. The convergence was detected at 10,000 iterations and these iterations were discarded as “burn-in”. Each chain was run for a further 100,000 iterations, generating 300,000 samples. These samples were used to generate the posterior distributions.

For sensitivity analysis, we also ran the models with other priors of $N(0, 10)$ and $N(0, 1000)$ for the regression coefficients, and a uniform distribution $\text{dunif}(0, 50)$ and a $\text{dgamma}(0.5, 0.0005)$ for the standard deviation parameters of the random effects terms. We used the informative prior $N(0,10)$ to examine if the regression coefficients vary substantially based on prior specifications, as one focus of our study is to examine if the covariates have a clear association with burglary risks. No estimated regression coefficients changed their signs and the differences were less than 0.05. DICs also had a difference less than 3.0. Thus, the regression coefficients were robust with regard to the selected priors.

4. Results

To improve convergence and allow for algorithmic speeding up, all covariates in the models were standardized (centered around mean and then divided by standard deviation) [22].

Figure 1 from top to bottom and left to right shows the history plot, posterior density plot, Gelman Rubin statistic plot, autocorrelation plot and the MC error statistics of $\beta_3$, the regression coefficient for bar density, illustrating convergence.

Table 2 presents the results of the three models fitted in WinBUGS. Model 1 is the non-spatial Poisson model without accounting for overdispersion and spatial structure (Equation (3)). Model 2 is the non-spatial Poisson model with only an unstructured random effects term $U(i)$ to account for overdispersion (Equation (5)). Model 3 is the spatial random effects model with an unstructured random effects term $U(i)$ and a structured random effects term $S(i)$ to account for overdispersion and spatial structure, respectively (Equation (4)). DICs for Model 2 and Model 3 are 742.030 and 736.462, as compared to 4982.890 for Model 1. Although Model 2 and Model 3 have about 105 additional effective parameters ($p_d$) for the random effects terms than Model 1, it is worth it in the sense that their DICs are far smaller. The much smaller DICs for Model 2 and Model 3 illustrate the necessity of accounting for overdispersion by random effects. In addition, Model 3 has a smaller DIC than Model 2 by 5.568, and can be considered more parsimonious than Model 2 because it has fewer $p_d$. Thus, Model 3 is better supported by our data than Model 2. The posterior mean of $\psi$ obtained from Model 3 is 0.5493. This demonstrates that about 55% of excess variability not explained by the covariates is due to spatially structured random variation. At the same time, unstructured random noise accounts for 45% of excess
variability. Neither structured random variation nor unstructured random noise is dominating over other. This suggests that it is necessary to include both the structured and unstructured random effects in our model. In summary, a comparison of DICs for Model 1, Model 2 and Model 3 indicates that Model 3 best fit the data. Moreover, the posterior mean of $\psi$ further indicates that Model 3 is the best model among the three models as it considers both structured random variation and unstructured random noise, unlike the other two models.

![Figure 1.](image)

**Figure 1.** (a) History Plot; (b) Posterior density plot; (c) Gelman Rubin statistic plot; (d) Autocorrelation plot; (e) Monte Carlo (MC) error statistics for the regression parameter $\beta_3$.

**Table 2.** Results of the three models implemented using the WinBUGS software. CI: credible interval; DIC: deviance information criterion.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1 (Equation 3)</th>
<th>Model 2 (Equation 5)</th>
<th>Model 3 (Equation 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (95% CI)</td>
<td>Mean (95% CI)</td>
<td>Mean (95% CI)</td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.2075 (−0.2531, −0.1628)</td>
<td>−0.4777 (−0.6677, −0.2960)</td>
<td>−0.5025 (−0.6402, −0.3676)</td>
</tr>
<tr>
<td>Population density</td>
<td>−0.7205 (−0.7740, −0.6672)</td>
<td>−0.4204 (−0.6423, −0.2018)</td>
<td>−0.3020 (−0.5677, −0.0380)</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.0440 (0.0020, 0.0857)</td>
<td>0.0551 (−0.1613, 0.2745)</td>
<td>0.0268 (−0.2258, 0.2751)</td>
</tr>
<tr>
<td>Bar density</td>
<td>−0.0184 (−0.1310, 0.0860)</td>
<td>0.3094 (0.1020, 0.5181)</td>
<td>0.3831 (0.1688, 0.6003)</td>
</tr>
<tr>
<td>Department store density</td>
<td>−0.0625 (−0.1593, 0.0234)</td>
<td>0.1928 (0.0027, 0.3797)</td>
<td>0.2119 (0.0338, 0.3878)</td>
</tr>
<tr>
<td>Policing</td>
<td>−0.1618 (−0.2489, −0.0794)</td>
<td>−0.0138 (−0.2151, 0.1833)</td>
<td>−0.0264 (−0.1896, 0.2386)</td>
</tr>
<tr>
<td>$\psi$</td>
<td>NA</td>
<td>NA</td>
<td>0.5493 (0.2784, 0.8108)</td>
</tr>
<tr>
<td>DIC</td>
<td>4,982.890</td>
<td>742.030</td>
<td>736.462</td>
</tr>
<tr>
<td>$p_d$</td>
<td>5.963</td>
<td>102.164</td>
<td>101.470</td>
</tr>
</tbody>
</table>

In Model 1, three covariates are significant at the 95% credible interval (CI). They are population density, unemployment rate and policing. After accounting for overdispersion by the random effects term in Model 2 and Model 3, the unemployment rate and policing are no longer significant, while
bar density and department store density become significant. This indicates that Model 1 incorrectly identifies the significance of some covariates. In addition, regression coefficients for bar density and department store density changed their signs in Model 2 and Model 3. Although Model 2 and Model 3 identify the same set of significant covariates, the precisions of regression coefficients for all the covariates other than department store density from Model 2 are overestimated compared to those from Model 3. These results provide further support for the claim that the spatial random effects model (Model 3) is superior to the non-spatial models (Model 1 and Model 2). Thus, if overdispersion and spatial autocorrelation exist but are not properly accounted for in the regression model, biased and even incorrect inferences can be derived. Our remaining analyses, therefore, are based solely on the spatial Poisson model (Model 3).

The results of the spatial Poisson model show that the unemployment rate and policing do not have a clear association with burglary risks. Population density is negatively correlated with burglary risks, while bar density and department store density are positively correlated with burglary risks. Neighborhoods show a 26.07% decrease in burglary risks with an increase of one standard deviation in population density (Equation (8)). At the same time, neighborhoods experience a 46.68% increase and a 23.60% increase in burglary risks with an increase of one standard deviation in bar density and department store density, respectively (Equations (9) and (10)). In all instances, all other covariates are held constant:

\[
\begin{align*}
    \exp(-0.3020) - 1 &= -0.2607 \\
    \exp(0.3831) - 1 &= 0.4668 \\
    \exp(0.2034) - 1 &= 0.2360
\end{align*}
\]

Figure 2 presents the distribution map of standardized burglary ratios (SBRs) at the neighborhood level. SBR is the crude ratio of the observed number of burglaries to the expected number. It is a measure of burglary risks. A neighborhood whose SBR is larger than 1.0 has more burglary incidents than expected. Three neighborhoods had a SBR of 0.0 as their observed burglary counts were all zero. About 33.3% (38 out of 114) of all the neighborhoods had a SBR higher than 1.0. Three of these neighborhoods had a SBR value larger than 9.0, indicating they had observed burglary counts more than nine times the expected.

![Figure 2. Map of standardized burglary ratios.](image-url)
Figure 3 illustrates the distribution map of burglary risks (posterior means of area-specific burglary risk $r(i)$) estimated by the spatial Poisson model (Model 3). Unlike SBR, the calculation of this measure of burglary risks takes account of the effects of covariates, structured random variation and unstructured random variation. This map clearly demonstrates the spatial smoothing effect from the Bayesian random effects modeling. Specifically, no neighborhood shows a risk of 0.0. This is more representative of true risks as burglary risk is unlikely to be zero in any of the neighborhoods. In addition, one of the neighborhoods in the bottom right corner of Figure 2 that in Figure 2 has a SBR larger than 1.0 now has a value lower than 1.0. This spatial smoothing helps to stabilize risk estimates. It is implemented through the spatial random effects term in the Bayesian spatial random effects model that enables neighborhoods to borrow information from their neighbors.

Figure 3. Map of burglary risks estimated by the spatial Poisson model.

Figure 4 maps the posterior probabilities of neighborhoods having a burglary risk larger than 1.0. Unlike burglary risks mapped in Figure 3 that do not account for variance, posterior probabilities account for the variance of area-specific burglary risks. They measure the strength that the neighborhood-specific burglary risk is higher 1.0. For each neighborhood, this probability is equal to the proportion of simulations that assign it a risk greater than 1.0. Figure 4 indicates there are 31 neighborhoods having a posterior probability value higher than 0.80 (24 neighborhoods higher than 0.95). In disease mapping, Richardson et al. propose a decision rule to detect true raised-risk areas, i.e., using a value of around 0.7–0.8 as the threshold on the posterior probability [65]. Posterior means of burglary risks for these 31 neighborhoods are all larger than 1.0, as can been from Figure 3. These neighborhoods should be given adequate attention and further investigated by law enforcement departments and researchers.
5. Discussion

In our research, we used a Bayesian random effects modeling approach to explore the influence of neighborhood characteristics on burglary risks in Jianghan District, Wuhan, China. Overdispersion was present in the burglary data, as variance (5950.74) was more than 164 times the mean (36.10). Five covariates, i.e., population density, unemployment rate, bar density, department store density, and policing, were assumed potential risk factors. Three models were used to fit the data. Model 1 (Equation (3)), without accounting for overdispersion, has a DIC of 4983. Model 2 (Equation (5)) and Model 3 (Equation (4)), which incorporate random effects to account for overdispersion, have a DIC of 742 and 736, respectively. Much of the differences in DICs result primarily from overdispersion. The larger reduction of DIC in Model 2 and Model 3 illustrates the necessity and importance of accounting for overdispersion when fitting models to small-area count data. Considering covariates, Model 1 identifies population density, the unemployment rate, and policing to be significant at the 95% credible interval. However, when overdispersion was accounted by the random effects in Model 2 and Model 3, the unemployment rate and policing were no longer significant, while bar density and department store density became significant. Model 1 incorrectly identified the significance of some covariates. This further confirms that overdispersion needs to be dealt with properly in small-area crime analysis. Model 2 and Model 3 identified the same set of significant covariates, but a relatively more accurate estimate of regression coefficients and a smaller DIC were obtained from Model 3 as shown in Table 2. This indicates that Model 3, accounting for spatial autocorrelation by including a spatially random effects term, is superior to Model 2, which does not account for spatial autocorrelation. In all, Model 3, incorporating both the unstructured and the structured random effects to account for overdispersion and spatial auto-correlation, is the best model. The posterior mean of $\psi$ (0.5493) shows that neither structured random variation nor unstructured random noise is dominating the other, further illustrating the necessity of incorporating both random effects terms. All these demonstrate that the spatial random effects model (Model 3) is superior to the non-spatial models (Model 1 and Model 2). Bayesian random effects modeling method provides a new way to understand the risk factors correlated with crime at a small-area scale, contributing to determining appropriate crime prevention.
and intervention strategies. Our study provides a contribution to the criminological literature as the Bayesian random effects modeling approach is still seldom used in crime analysis.

The results of this study suggest that burglary risks in Jianghan District, Wuhan, are significantly correlated with population density, bar density and department store density at the 95% credible interval. Population density has a negative association with burglary risks. It can lower burglary risks, possibly because large population density makes it easier to monitor residential buildings. Burglary risks are higher in neighborhoods that have a bar density above the average. This finding is consistent with prior studies showing that places with bars have more crime than places without bars [66]. Higher department store density is related to increased burglary risks in the Jianghan District. The unemployment rate is also positively correlated with burglary risks. This is in accordance with social disorganization theory claiming that low socioeconomic status is usually positively correlated with crime, although the unemployment rate in our analysis is not significant. The reason why it is not significant may be that unemployment rate acts as a proxy for socioeconomic status in our paper. However, socioeconomic status is complex and cannot be fully represented solely by the unemployment rate. Policing is also insignificant in our analysis. The reason may be that it can prevent crime but, on the other hand, it may also be a reaction to high-crime areas. Results also indicate that about 55% of excess variability in burglary risks is due to spatially structured random variation. The remaining 45% is resulting from unstructured random noise.

We mapped burglary risks estimated by the random effects model and demonstrated the spatial smoothing effect acquired by borrowing strength from neighboring areas, which stabilized risk estimates (Figure 3). Posterior probabilities of neighborhoods having a burglary risk greater than 1.0 were also mapped (Figure 4). Depending on specific situations or research questions, this value can be altered in our Bayesian random effects model. For example, posterior probabilities of neighborhoods having a burglary risk greater than 9.0 can also be estimated. Figures 3 and 4 can be used together in practice to provide reference for crime prevention and control. In sum, the Bayesian random effects modeling approach is appropriate to model small-area discrete count data that may exhibit a small amount, overdispersion and spatial autocorrelation.

6. Conclusions

This paper adds to our understanding of the relationship between burglary risks and neighborhood characteristics. The results of our study have direct and practical implications on police resource allocation and the evaluation of crime prevention and control programs. Police focusing on burglary incidents in Jianghan District should target operations toward neighborhoods that have a high density of bars and department stores. Neighborhoods whose burglary risks are greater than 1.0 (shown in Figure 3) and where posterior probabilities of burglary risks greater than 1.0 (shown in Figure 4) are high should be prioritized robustly for intervention and given adequate attention for further investigation.

This study also has some limitations. First, the study region was treated as a closed system and we did not consider influences from outside areas. Second, the findings of this study are limited to Jianghan District and may not be applicable elsewhere. Third, the burglary data were obtained from the 110 reporting system. They may not accurately reflect all the burglary occurrences due to non-reporting or under-reporting of crimes and data entry errors [67,68]. As for the covariates, we have assumed their effects are homogeneous over the study region. In reality, however, spatial impacts are not necessarily homogeneous. In addition, the unemployment rate may not be powerful enough to represent socioeconomic status. Also, some potential variables related to social disorganization theory and routine activity theory, such as ethnic heterogeneity, family disruption, residential mobility and built environment, were not included in this study as they were not available. Future work could extend the current analysis to study the temporal dynamics of burglary risks through a spatio-temporal modeling approach.
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