
Citation: Oluoch, I. Crossing

Boundaries: The Ethics of AI and

Geographic Information Technologies.

ISPRS Int. J. Geo-Inf. 2024, 13, 87.

https://doi.org/10.3390/ijgi13030087

Academic Editors: Wolfgang Kainz,

Maria Antonia Brovelli, Songnian Li

and Ivana Ivánová

Received: 20 December 2023

Revised: 28 February 2024

Accepted: 29 February 2024

Published: 9 March 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

 International Journal of

Geo-Information

Review

Crossing Boundaries: The Ethics of AI and Geographic
Information Technologies
Isaac Oluoch

Department of Philosophy, Faculty of Behavioural, Management of Social Sciences, University of Twente,
7522 NB Enschede, The Netherlands; i.o.oluoch@utwente.nl

Abstract: Over the past two decades, there has been increasing research on the use of artificial
intelligence (AI) and geographic information technologies for monitoring and mapping varying
phenomena on the Earth’s surface. At the same time, there has been growing attention given to the
ethical challenges that these technologies present (both individually and collectively in fields such
as critical cartography, ethics of AI and GeoAI). This attention has produced a growing number of
critical commentaries and articles as well as guidelines (by academic, governmental, and private
institutions) that have been drafted to raise these ethical challenges and suggest potential solutions.
This paper presents a review of 16 ethical guidelines of AI and 8 guidelines of geographic information
technologies, analysing how these guidelines define and employ a number of ethical values and
principles (e.g., autonomy, bias, privacy, and consent). One of the key findings from this review is the
asymmetrical mentioning of certain values and principles within the guidelines. The AI guidelines
make very clear the potential of AI to negatively impact social and environmental justice, autonomy,
fairness and dignity, while far less attention is given to these impacts in the geographic information
guidelines. This points to a need for the geo-information guidelines to be more attentive to the role
geographic information can play in disempowering individuals and groups.

Keywords: slums; ethics of AI; ethics of geographic information; humanitarian mapping; deprived
urban areas

1. Introduction

Artificial intelligence (AI) and geographic information technologies (e.g., satellites,
drones and GPS devices) have become increasingly relied on in various fields ranging from
commercial use, military planning and epidemiological research to public administration.
Artificial intelligence refers to a range of computer systems that can (a) perform specific
tasks (e.g., facial recognition systems or chatbots), (b) exhibit behaviour or processes
of human level intelligence (referred to as artificial general intelligence), or (c) exhibit
behaviour or processes that may be beyond human level intelligence (referred to as artificial
super intelligence) [1]. Geographic information, according to Bishop and Grubesic [2] and
Goodchild and Longley [3], refers to facts and data that relate to events, activities and
phenomena that are located on the Earth’s surface. This information pertains to human
as well as non-human activities, which can be both real-time (e.g., weather forecasting) as
well historical (e.g., mapping the Chinese administrative units from 222 BCE and 1911 CE
using the database of the China Historical Geographic Information System).

While there are many positive opportunities that both AI and geographic information
technologies create, there has also been increasing attention directed towards the social,
political and ethical dangers that can arise from these technologies. This attention has led to
critical research drawing attention to these dangers, along with ethical guidelines written
by political organisations, technology companies and research institutions. This paper will
assess 16 ethical guidelines concerning the use of AI and 8 ethical guidelines concerning
the use of geographic information (geo-information hereon) technologies. This assessment
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will take the form of a review of these guidelines to highlight the central ethical values and
principles identified as important to consider when looking at the development and use of
these technologies.

Section 2 will begin with a case example of the combination of AI and geo-information
technologies to highlight some of the ethical challenges these technologies present. This
example will be the humanitarian mapping of ‘slums’ and informal settlements. Using
the classification drawn from UN Habitat [4], a ‘slum’ is usually characterised by five
key indicators: lack of security of tenure, lack of water and sanitation, overcrowding and
inadequate structural quality of housing [4]. Whereas, informal settlements are defined
by inhabitants having no security of tenure (or ranging between squatting and informal
rental properties), lack of formal basic services and housing not being compliant with
building regulations or situated close to hazardous areas [4]. But Thomson et al. [5], Kuffer
et al. [6] and Abascal et al. [7] highlight the need for looking at the scale of deprivation in
the surroundings of these areas. This means looking at the exposure of communities to
social, economic, environmental and ecological risks faced by those living in these areas.
For this reason, ‘slums’ and informal settlements will be referred to as deprived urban
areas (DUAs) hereafter. The mapping of these DUAs stems from the rapid growth of
populations in these areas being met with a lack of adequate resources and consistent data
on their living conditions. More so, AI has been relied on to support the mapping of these
areas due to technical opportunities (e.g., increased spatial data processing speed, accuracy
of classification and scalability that aims to map entire regions and not just individual
neighbourhoods). While there are opportunities in the use of AI-assisted mapping of these
areas, there are also ethical, social and political risks that arise in these mapping efforts.
This section presents a number of these challenges and emphasise the critical attention
warranted by the integration of AI and geo-information technologies.

Section 3 presents the methodology for the review of the AI and geo-information
guidelines. This review will take the form of a literature analysis of the guidelines. This
analysis is based upon a keyword search of 19 terms (e.g., accountability, bias, consent
and explainability) framed as ethical values and principles that need to be respected and
embedded in the development and deployment of AI and geo-information technologies.
Section 4 illustrates the results of this analysis, showing the distribution of these terms
across the 24 combined guidelines. Section 5 discusses how these guidelines either overlap
or show important differences in how the chosen ethical values and principles are presented.
This section will explore how the guidelines shed insight on the role of researchers, data
controllers and private companies as well as governmental bodies in the ethical assessment
of these technologies and their impacts. As well as pointing out how certain values are
given more attention in one set of guidelines and not the other. For instance, values such
as explainability, fairness, autonomy, dignity and justice are given more attention in the
AI guidelines than in the geo-information guidelines. This points towards a need for the
geo-information guidelines to be more attentive and/or borrow the ethical language more
commonly used for analysing AI technologies to broaden the assessment of the potential
negative impact of geo-information technologies.

2. AI-Assisted Humanitarian Mapping of Vulnerable Communities

Over the past two decades, there has been increasing development and deployment
of both AI and geo-information technologies in the domain of humanitarian intervention.
One example of such a domain using these technologies is for producing maps of urban
morphology and monitoring the living conditions of communities living in DUAs. As
Mahabir et al. [8] contend, the growing prevalence of DUAs has “regional and global impli-
cations, impacting areas such as education, health and child mortality, and political and
social exclusion”. Geo-information technologies are relied on to “accurately and routinely
monitor and map the dynamic development of these urban settlements at high spatial
and temporal resolutions” [9]. The mapping of DUAs is vital for better understanding the
sociodemographic characteristics [10,11] as well as capacity building potential in the face
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of human and environmental crises [12]. These maps are instrumental in initiatives such as
its4land (which works on creating geo-information tools to improve land tenure security in
East Africa) and multinational organisations such as Slum Dwellers International.

The data used to produce maps and statistics on the growth of DUAs are gathered
from censuses and national household surveys at the municipal level as well as from
non-governmental organisations, such as the WHO and UNICEF Joint Monitoring Pro-
gramme on Water Supply and Sanitation (JMP) [13]. These mapping initiatives have been
supplemented by deploying AI, specifically machine learning (ML) based methods such as
random forests, support vector machines and deep learning [14–17]. These ML methods
transform spatial data “into different layers of abstraction” that can become useful for
making predictions as well as data representations [18]. For instance, using convolutional
neural networks (CNNs) enables researchers to analyse satellite imagery at the level of
pixels based on semantic classes (e.g., the classes of ‘vegetation’, ‘urban’ or ‘slum’).

But the accuracy of these classifications is affected by the level of bias and uncertainty
within the data during the training of algorithms and models [19]. Elmes et al. [20]
extensively elaborate on this, revealing the sources of training data errors in ML-based
map design and construction. Among the sources of training data errors, the authors list
the following: map reference data (observations used to assess map accuracy), design-
related errors (e.g., temporal or spatial mismatch between outdated image sources and
field-collected data), and collection-related errors (e.g., levels of agreement or disagreement
between image interpreters) [20]. These sources of error can negatively bias the mapping
result, and it is important to consider how the training data in mapping DUAs is collected
as well as what validation processes are involved to ensure biases borne from training data
errors are minimised. For instance, errors in training data can lead to overfitting and class
imbalance (e.g., showing a greater number of ‘slum’ classes where there should not be),
while collection related errors can negatively impact map quality [20].

Beyond being a technical challenge, the classification of these areas also has societal
effects. Communities living in DUAs are often statistically underrepresented due to out-
dated census data as they grow faster than municipalities can keep track of them. But they
are also democratically underrepresented because in many cases, they are not considered
as full members of the cities they are found in [11], partly as a product of the negative
connotation that surrounds those living within these areas. For instance, areas being inac-
curately classified and represented as DUAs can contribute to the greater stigmatisation
of the communities within them [21]. Geo-information that can be used to represent these
communities can therefore be a positive means of improving their visibility in contexts
where municipal authorities may fail to acknowledge them. But this increased visibility
can also be potentially negative if in the hands of malicious actors who may use the spatial
data and representations to further discriminate against these communities. As these tech-
nologies have impacts on the lives of the communities being mapped, there is a growing
need to give critical attention to more than the technical concerns of mapping these areas.

Some work has already been conducted on presenting the unique ethical challenges
that geo-information technologies present in humanitarian mapping. Cinnamon [22] pro-
vides a list of ethical principles that are important in the design and use of geo-information
technologies including autonomy (the right of individuals or groups to demonstrate
agency), confidentiality (e.g., protection of personal privacy), beneficence (the require-
ment to do good), nonmaleficence (the requirement to do no harm) and justice (treating all
persons and groups fairly and equitably). Micheli et al. [23] present the importance of in-
cluding AI ethics and data governance in the use of digital earth applications. Gevaert [24]
provides a review of explainable machine learning and AI methods, assessing the societal
and regulatory opportunities and challenges arising from applying these methods in earth
observation and remote sensing applications. Kochupillai et al. [25] present scientists
engaged in AI for earth observation (AI4EO) research with a toolkit to better identify ethical
challenges in their work. Similarly, Gevaert et al. [26] contend that researchers working
in the FAccT (fairness, accountability and transparency) community need to be more eth-
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ically mindful, specifically when using AI in the domain of disaster risk management.
The authors go on to mention that there “is an underrepresentation of ethical research by
LMICs [Low-Middle-Income Countries] in the development of international frameworks
and guidelines for ethical AI” [26].

This review builds on these works, analysing how the chosen guidelines frame ethical
values and principles in the development and deployment of AI and geo-information
technologies to assess the extent to which these two sets of guidelines overlap or have
potential differences as well as showing how the guidelines pay particular attention to
the data that is gathered, stored and represented along with the technologies and actors
involved (i.e., researchers, organisations and the public).

3. Methodology

The first step of the review was selecting a list of ethical values and principles to
focus on. An initial literature search was performed on ScienceDirect with the terms
“critical cartography ethics” (698 results), “data ethics” (814, 191 results), and “ethics of
AI” (27, 130 results). These three fields of study were chosen due to the insights they shed
respectively on how geographic information, data (from individuals and groups), and AI
are embedded in social and political relations and consequently carry ethical implications.
Refining the search to just studies based on social sciences and open access publications
that are either review articles or research articles then returned 59 results, 11,380 results and
644 results, respectively. The choice to focus on social sciences was to find research on the
societal impact of these technologies rather than purely technical publications. Following
this, ethical values and principles from the first 25 results for each search term in reference
to the use of geo-information and/or AI were selected. Table 1 below lists the 19 ethical
values and principles (and a generalised description of what they refer to) along with the
publications they were pooled from after the literature search.

Table 1. Values and the author/publication they are derived from.

Values Author/Publication

Access to data, algorithms and
geo-information technologies

Benson et al. [27], Maciej [28], Sheikh et al. [29], Stahl & Eke [30],
Farhi et al. [31] Memarian & Doleck [32] Carlsson & Ronnblom [33],
Malmio [34], Delacroix and Wagner [35], Aitken et al. [36], Raab [37],

Bingley et al. [38], Francisco & Linner [39], Robinson [40],
Kannelonning [41], and Vetter et al. [42]

Accountability for decisions and impacts of AI and
geo-information technologies

Maciej [28], Saastamoinen et al. [43], Stahl & Eke [30], Farhi et al. [31]
Awad et al. [44], Memarian & Doleck [32] Carlsson & Ronnblom [33],
Malmio [34], Delacroix and Wagner [35], Aitken et al. [36], Raab [37],

Bingley et al. [38], Robinson [40], and Vetter et al. [42]

Autonomy of individuals and groups to make decisions
for themselves should not be taken away by AI and

geo-information technologies

Benson et al. [27], Saastamoinen et al. [43], Stahl & Eke [30],
Awad et al. [44], Memarian & Doleck [32] Malmio [34], Delacroix and

Wagner [35], Bingley et al. [38], and Robinson [40]

Beneficence or improving the wellbeing of individuals
and groups by using AI and geo-information

Stahl & Eke [30], Memarian & Doleck [32] Raab [37], and
Bingley et al. [38]

Bias within data, algorithms and decision-making of AI
and geo-information technologies

Maciej [28], Saastamoinen et al. [43], Stahl & Eke [30], Farhi et al. [31]
Awad et al. [44], Memarian & Doleck [32] Carlsson & Ronnblom [33],
Malmio [34], Delacroix and Wagner [35], Aitken et al. [36], Raab [37],

Bingley et al. [38], Francisco & Linner [39], Robinson [40],
Kannelonning [41], and Vetter et al. [42]

Consent given (or revoked) by individuals or groups
during data collection, retention and distribution

Benson et al. [27], Stahl & Eke [30], Memarian & Doleck [32] Raab [37],
Francisco & Linner [39], Robinson [40], and Vetter et al. [42]

Dignity of individuals and groups should be respected
and not reduced by AI and geo-information technologies Stahl & Eke [30], Delacroix and Wagner [35], and Raab [37]
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Table 1. Cont.

Values Author/Publication

Discrimination against individuals and groups (e.g.,
based on race, location, or gender) being worsened by

AI or geo-information technologies

Alderman et al. [45], Stahl & Eke [30], Farhi et al. [31], Awad et al. [44],
Memarian & Doleck [32] Carlsson & Ronnblom [33], Raab [37],

Francisco & Linner [39], and Robinson [40]

Explainability/Interpretability of data and algorithms
when decisions are made (e.g., what variables are given

greater importance in the training of a model)

Maciej [28], Memarian & Doleck [32] Raab [37], Bingley et al. [38],
Francisco & Linner [39], Robinson [40], and Kannelonning [41]

Fairness in access to AI and
geo-information technologies

Alderman et al. [45], Mortaheb and Jankowski [46] Stahl & Eke [30],
Awad et al. [44], Memarian & Doleck [32] Carlsson & Ronnblom [33],

Delacroix and Wagner [35], Aitken et al. [36], Raab [37],
Bingley et al. [38], Francisco & Linner [39], Robinson [40], and

Vetter et al. [42]

Justice in the distribution of benefits and opportunities
from AI and geo-information technologies

Memarian & Doleck [32] Carlsson & Ronnblom [33], Aitken et al. [36],
Raab [37], Bingley et al. [38], Francisco & Linner [39], and

Vetter et al. [42]

Harm/Non-maleficence suffered by individuals and
groups from decisions made using AI and

geo-information technologies

Sheikh et al. [30], Stahl & Eke [30], Awad et al. [44],
Memarian & Doleck [32] Carlsson & Ronnblom [33], Malmio [35],
Delacroix and Wagner [35], Aitken et al. [36], Bingley et al. [38],

Kannelonning [41], and Vetter et al. [42]

Inclusion of marginalised individuals and groups in the
design, development and use of AI and

geo-information technologies

Alderman et al. [45], Saastamoinen et al. [43], Sheikh et al. [29],
Stahl & Eke [30], Memarian & Doleck [32] Delacroix and Wagner [35],

Bingley et al. [38], Francisco & Linner [39], and Robinson [40]

Privacy of individuals and groups being endangered by
a greater level of detail captured from data (e.g.,

behaviour analytics or locations of marginalised groups)

Maciej [28], Mortaheb and Jankowski [46] Stahl & Eke [30],
Memarian & Doleck [32] Carlsson & Ronnblom [33], Delacroix and
Wagner [35], Raab [37], Bingley et al. [38], Francisco & Linner [39],

Robinson [40], and Vetter et al. [42]

Responsibility of those collecting, storing and making
use of data in AI and geo-information technologies

(related to accountability)

Alderman et al. [45], Maciej [28], Sheikh et al. [29], Stahl & Eke [30],
Farhi et al. [31] Memarian & Doleck [32] Carlsson & Ronnblom [33],
Malmio [35], Delacroix and Wagner [35], Aitken et al. [36], Raab [37],

Bingley et al. [38], Francisco & Linner [39], Robinson [40],
Kannelonning [41], and Vetter et al. [42]

Rights of individuals and groups needing to be protected
(e.g., right to privacy or right to withdraw consent)

Alderman et al. [45], Benson et al. [27], Mortaheb and Jankowski [46]
Sheikh et al. [29], Stahl & Eke [30], Awad et al. [44],

Memarian & Doleck [32] Carlsson & Ronnblom [33], Delacroix and
Wagner [35], Raab [37], Francisco & Linner [39], and Robinson [40]

Risks that could arise from data used in AI and
geo-information systems (e.g., exposure of certain
groups to greater discriminatory actions or data

protection weaknesses)

Alderman et al. [45], Benson et al. [27], Saastamoinen et al. [43],
Mortaheb and Jankowski [46] Sheikh et al. [29], Stahl & Eke [30],

Farhi et al. [31] Memarian & Doleck [32] Carlsson & Ronnblom [33],
Aitken et al. [36], Raab [37], Bingley et al. [38], Francisco & Linner [39],

Robinson [40], and Vetter et al. [42]

Transparency of data used in AI and
geo-information technologies

Maciej [28], Saastamoinen et al. [43], Mortaheb and Jankowski [46]
Sheikh et al. [30], Stahl & Eke [30], Farhi et al. [31] Awad et al. [44],
Memarian & Doleck [32] Carlsson & Ronnblom [33], Malmio [35],

Delacroix and Wagner [35], Raab [37], Bingley et al. [38],
Francisco & Linner [39], and Robinson [40]

Trust in the sharing, decisions and representations of
data used in AI and geo-information technologies

Maciej [28], Stahl & Eke [30], Awad et al. [44], Memarian & Doleck [32]
Carlsson & Ronnblom [33], Malmio [35], Delacroix and Wagner [35],

Aitken et al. [36], Raab [37], Bingley et al. [38], Francisco & Linner [39],
Robinson [40], Kannelonning [41], and Vetter et al. [42]

Some values such as explainability/interpretability and harm/non-maleficence were
referred to interchangeably and that is why I have included them together. Some of the
publications refer to these ethical concerns as principles, but in other cases, they refer to
them as values. For example, Raab [37] mentions that “it is not easy to apply principles
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that mandate, for example, consent, transparency, beneficence, respect for human dignity
or autonomy, and other important ‘headline’ values”. This review will therefore be using
both ways of referring to these ethical concerns as either values or principles depending on
how they are framed throughout the rest of this review.

Following this, a secondary literature search was performed to find appropriate
guidelines that presented ethical values and principles for AI and geo-information tech-
nologies. An initial search of the terms “AI guidelines”, “AI ethics guidelines”, “ethics of AI
guidelines”, “geographic information guidelines”, “ethics of geographic information” and
“ethical guidelines of geographic information” was performed in Google Scholar, Scopus
and Web of Science. But the results only returned either review articles or articles that
highlighted ethical concerns raised by these technologies. Instead, a Google search using
the same terms produced much better results, and Table 2 lists 16 AI guidelines and Table 3
lists 8 geo-information guidelines.

Table 2. List of AI guidelines.

Author/Institution Citation Region Year of
Publication

African Union Development
Agency (AUDA-NEPAD)

AUDA-NEPAD. (2021). African Union High Level Panel on Emerging
Technologies (APET) Technology Report on Artificial Intelligence for

Africa: Harnessing Artificial Intelligence for Africa’s Socio-economic [47].
Africa 2021

Kak, A. and Myers, S. (AI
Now Institute)

Kak. A and Myers. S. W., “AI Now 2023 Landscape: Confronting Tech
Power”, AI Now Institute, 11 April 2023 [48]. USA 2023

Association for Computing
Machinery (ACM)

Association for Computing Machinery. (2018). ACM Code of Ethics and
Professional Conduct: Affirming our Obligation to use our Skills to

Benefit Society [49].
International 2018

Gaffley et al. (Human Sciences
Research Council and Meta)

Gaffley M, Adams R & Shyllon O “Artificial Intelligence. African Insight.
A Research Summary of the Ethical and Human Rights Implications of AI

in Africa” (2022) HSRC & Meta AI and Ethics Human Rights Research
Project for Africa—Synthesis Report [50].

Africa 2022

European Commission (EC)

European Commission (2021). Annexes to the Communication from the
Commission to the European Parliament, the European Council, the
Council, the European Economic and the Social Committee and the

Committee of the Regions: Fostering a European Approach to Artificial
Intelligence [51].

EU 2021

European Commission for the
Efficiency of Justice (CEPEJ)

European Commission for the Efficiency of Justice (CEPJ). (2018).
European Ethical Charter on the use of Artificial Intelligence in Judicial

Systems and their Environment [52].
EU 2018

AI High-Level Expert Group
(AI HLEG)

European Commission. (2019). Ethical Guidelines for Trustworthy AI.
High-Level Expert Group on AI (AI HLEG) [53]. EU 2019

Google Google. (2022). 2022 AI Principles Progress Update [54]. USA 2022

Select Committee on
Artificial Intelligence

House of Lords Select Committee on Artificial Intelligence. (2020). AI in
the UK: Ready, Willing and Able? Report of Session 2017–19 [55]. UK 2018

IBM IBM. (2022). Everyday Ethics for Artificial Intelligence [56]. International 2022

Cabinet Secretariat Japan Cabinet Secretariat, Japan. 2019. Social Principles of Human-Centric AI.
Tokyo [57]. Japan 2019

Microsoft Microsoft. (2023). Governing AI: A Blueprint for the Future [58]. International 2023

Organisation for Economic
Co-Operation and

Development (OECD)

OECD. (2023). Recommendations of the Council on Artificial Intelligence,
OECD/LEGAL/0449 [59]. International 2023

Leslie, D. (The Alan
Turing Institute)

Leslie, D. (2019). Understanding Artificial Intelligence Ethics and Safety:
A Guide for the Responsible Design and Implementation of AI systems in

the Public Sector. The Alan Turing Institute [60].
UK 2019

World Health
Organisation (WHO)

WHO. (2021). Ethics and Governance of Artificial Intelligence for Health:
WHO Guidance [61]. International 2021

United Nations Educational,
Scientific and Cultural

Organization (UNESCO)

UNESCO. (2022). Recommendation on the Ethics of Artificial
Intelligence [62]. International 2022
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Table 3. List of Geo-information guidelines.

Author/Institution Citation Region Year of Publication

Association for the
Advancement of Science

(AAAS)

AAAS Scientific Responsibility, Human Rights and
Law Program. (2019). Location-Based Data in Crisis

Situations: Principles and Guidelines” (Report
prepared by Jessica Wyndham, Ellen Platts and

Jonathan Drake) [63].

International 2019

EthicalGEO & Benchmark Benchmark & EthicalGeo. (2021). Locus Charter [64]. International 2021

Goodchild et al. (AAG)
Goodchild et al. (2022). A White Paper on Locational

Information and the Public Interest. American
Association of Geographers [65].

USA 2023

Geospatial Commission
Geospatial Commission. (2022). Building Public
Confidence in Location Data: The ABC of Ethical

Use [66].
UK 2022

Ordnance Survey Ordnance Survey. (2022). Practical GeoAI Ethics.
Workshop Output Report 2022 [67]. UK/International 2022

United Kingdom Statistics
Authority (UKSA)

UK Statistics Authority. (2021). Ethical Considerations
in the use of Geospatial Data for Research and

Statistics [68].
UK 2021

Berman, G., Rosa, S., and
Accone, T. (UNICEF)

Berman, G., Rosa, S., and Accone, T. (2021). Ethical
Considerations When Using Geospatial Technologies

for Evidence Generation. UNICEF Official
Research—Innocenti Discussion Paper.

DP-2018-02 [69].

International 2021

World Wide Web
Consortium (W3C)

World Wide Web Consortium (W3C).
(11 September 2023). The Responsible Use of Spatial

Data [70].
International 2023

This review includes guidelines that have been published within the past five years in
order to get the most up-to-date publications. The guidelines chosen are from private as
well as governmental organisations that represent national as well as international parties
(e.g., Google, the European Commission and UNICEF). This was important in order for the
guidelines to be representative of the views and interests of a wide range of actors, along
with showing the ambition of these guidelines to be used by an international audience.

However, there are a number of limitations in the selection. Firstly, while the guide-
lines chosen cover the regions of USA, UK, Africa, EU and some international organisa-
tions/companies, there are not many guidelines that are representative of Latin America,
the Middle East or Asia (besides the guidelines from Japan). Secondly, all the guidelines
chosen are in English, and so any potentially insightful guidelines that may be in other
languages are not considered here. Thirdly, there may appear to be a lack of depth in the
choices of guidelines (e.g., this review does not include guidelines for AI used in robotics
or autonomous vehicles/weapons). Following the work of Hagendorf [71], the selection
was based not on depth “but the discernible intention of a comprehensive mapping and
categorization of normative claims” in the fields of AI and geo-information. Specifically,
this review aims to assess how the two sets of guidelines frame the ethical values and
principles that they present. For instance, how is the inclusion of marginalised communities
advocated for within AI development? Or how do the geo-information guidelines consider
the adequacy of informed consent in the case of requiring spatial data during emergencies?
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The review of the chosen guidelines was performed using ATLAS.ti in order to run
word searches through each document using the 19 ethical terms, and the results of the
search were used to create codes that could then be tabulated.

4. Results
4.1. Values and Principles in AI Guidelines

Figure 1 below illustrates the high distribution of the search words from the AI
guidelines showing clear overlapping concerns on the ethical challenges presented by
AI technologies. Table 4 below shows the number of occurrences from the word search
across the guidelines. Accountability, fairness, privacy and transparency were mentioned
in all 16 guidelines, showing the importance given to these values/principles. Trust (15),
rights (15), bias (14), discrimination (15), access (14), risk (14), harm (14), responsibility (14),
autonomy (13) and inclusion (13) also appeared in many of the guidelines. Beneficence
(3) was mentioned the least. While going through the guidelines, a number of the terms
appeared in conjunction, such as statements around how AI developers need to be account-
able for how algorithms perform, which means they have greater responsibilities for the
data collection and communication of decisions from the data. Similarly, transparency
and explainability are both used for improving clarity and intelligibility. As well as the
guidelines correlating the levels of bias in both AI and geo-information technologies with
discriminatory decisions that affect marginalised communities. For this reason, a number
of the terms were paired or joined in triads, as they are discussed in the same senses or
follow from each other based on how the guidelines express them.
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Table 4. Number of occurrences from word searches across AI guidelines.

Values No. of Guidelines Mentioned in

Accountability 16

Privacy 16

Transparency 16

Fairness 16

Rights 15

Discrimination 15

Bias 15

Trust 15

Access 14

Risk 14

Responsibility 14

Harm 14

Autonomy 13

Inclusion 13

Justice 12

Dignity 12

Consent 12

Explainability 10

Beneficence 3

4.1.1. Accountability and Responsibility

Two core values that the guidelines focus on are the accountability and responsibility
of those involved in designing and deploying AI technologies. As the Association for
Computing Machinery’s (ACM) [49] code of ethics states, computing professionals must be
accountable to all stakeholders and also understand “that the public good is the paramount
consideration”. Similarly, Leslie [60] states that all AI systems “must be designed to facilitate
end-to-end answerability and auditability”, which “requires both responsible humans-
in-the-loop across the entire design and implementation chain and activity monitoring
protocols”. This answerability is framed in terms of a principle of accountability, which
“demands that the onus of justifying algorithmically supported decisions be placed on the
shoulders of the human creators and users” of AI systems. Likewise, IBM [56] states that it
is the responsibility of each team working with AI “to keep users empowered with control
over their interactions and data”. But the demand for such answerability coming from
auditing mechanisms, can present a potential danger. As identified by Kak and Myers [48],
if the “algorithmic accountability space” becomes “mainstreamed into a procedural audit
requirement”, this can lead to regulation being sidelined as the auditing is performed
within companies themselves. For instance, Microsoft [58] states that accountability is
broken down into definitive outcomes “such as ensuring AI systems are subject to impact
assessments, data governance, and human oversight”. The question here is whether the
governance of the data is performed within the company or by legislative bodies? Also,
are the “impact assessments” based on local or global impacts of AI systems? These two
questions are important in understanding what the public good of these systems are, and
which public specifically is being affected.
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For instance, a number of the guidelines highlight the need for AI norms and standards
to reflect regional interests as well as global interests. Looking at the regional level, Gaffley
et al. [50] make clear that ethical principles and guidelines should be “formulated based on
African values and standards [that] may generate responsible AI perspectives . . . to address
the specific AI-related challenges experienced on the [African] Continent”. This is further
emphasised by the AUDA-NEPAD [47] stating that the African Union “should encourage
African governments to pursue a deliberate and proactive approach, to implement support-
ive regulation, policies and initiatives”. Likewise, UNESCO [62] states that member states
should “develop, review and adapt, as appropriate, regulatory frameworks to achieve
accountability and responsibility for the content and outcomes of AI systems at the different
phases of their life cycle”. This call for a proactive approach reflects the need for the greater
involvement of nation states in the governance and therefore assigning of accountability in
AI development and deployment. As the Japanese Cabinet Secretariat [57] states, “inter-
national coordination for governance is important, and in addition to governance in each
individual country, an international system of cooperation for dealing with cross-border
problems should be established”. Similarly, the European Commission [51] asserts that
the EU will promote “ambitious global rules and standards, including strengthening coop-
eration with like-minded countries and the broader multi-stakeholder community . . . to
support a human-centric and rules-based approach to AI”. Such international collaboration
will help ensure that the auditing mechanisms of AI systems do not remain under the
control of companies in order to strengthen the efficacy of regulatory pressure.

4.1.2. Privacy and Risks

Just like accountability and responsibility, concerns over privacy and risks were men-
tioned in most of the guidelines. The European Commission [51] states that the “EU’s ap-
proach should be human-centric, risk-based, proportionate and dynamic”. The OECD [59]
states that “AI actors should, based on their roles, the context, and their ability to act,
apply a systematic risk management approach to each phase of the AI system lifecycle on
a continuous basis to address risks related to AI systems”. Likewise, Google [54] states
that they “use a risk-based approach that focuses reviews in the areas that are most needed
at any given time” and through this process, “assemble a diverse set of stakeholders to
ensure [they] consider a variety of perspectives and effectively manage risks”. But Kak
and Myers [48] argue that there is a “burgeoning audit economy with companies ordering
audits-as-a-service despite no clarity on the standards and methodologies for algorith-
mic auditing, nor consensus on the definitions of risk and harm” which can have the
consequence that “audits will devolve into a superficial ‘checkbox’ “exercise”.

An example of an auditing exercise that is mentioned by the UK’s House of Lords Select
Committee [55] is data protection impact assessments (DPIA), following the General Data
Protection Regulation (GDPR). DPIAs must be carried out “when using new technologies
and the processing [of personal data] is likely to result in a high risk to the rights and
freedoms of individuals” [55]. The DPIA is meant to include the following: a description
of the processing, purposes and interests of data controllers; assessment of the necessity
and proportionality of the processing; assessing the risks to individuals; and measures that
mitigate the risk of data collection and processing [60].

One of the most pressing risks referenced in the guidelines is the infringement on
privacy by AI technologies. The ACM [49] asserts that the “responsibility of respecting
privacy applies to computing professionals in a particularly profound way”, as AI tech-
nology “enables the collection, monitoring and exchange of personal information quickly,
inexpensively, and often without the knowledge of the people affected”. This invasiveness
of AI is similarly presented by the Japanese Cabinet Secretariat [57], stating that “it is still
possible to gauge each person’s political position, economic situation, personal hobbies,
personal preferences, and so forth with great accuracy”. The European Commission [51]
states that part of its human-centric approach to AI relies on the protection of EU values and
fundamental rights “such as non-discrimination, privacy and data protection”. Similarly,
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the House of Lords [55] highlights that “legal and technical mechanisms for strengthening
personal control over data, and preserving privacy, will become increasingly important as
AI becomes more widespread through society”. IBM [56] echoes these statements, noting
that organisations (including themselves) “should be fully compliant with the applicable
portions of EU’s GDPR and any comparable regulations in other countries, to make sure
users understand that AI is working in their best interests” and use AI to amplify privacy
“rather than undermine it”.

4.1.3. Explainability and Transparency

Many of the guidelines also show a high concern over the levels of explainability and
transparency in AI systems. Microsoft [58] points out that “the development of intelligible
AI systems” is fundamental to making AI trustworthy in society, with intelligibility tied
to “technical transparency and explainability”. In 2022, Google [54] launched a course
introducing the concept of explainability to “user experience designers, product managers
and ML developers”. IBM [56] makes the point that “we don’t blindly trust those who
can’t explain their reasoning”, and so as an “AI system increases in capacities and achieves
a greater range of impact, its decision-making process should be explainable in terms
people can understand”. This is echoed by Leslie [60], who states that AI projects should be
justifiable by ensuring there is transparency in how models are “designed and implemented,
and the transparency and interpretability of its decisions and behaviours”. The WHO [61]
states that ensuring intelligibility of AI can be achieved by improving transparency and
explainability, where transparency requires that there is sufficient information “published
or documented before the design and deployment of AI technology”. And the OECD [59]
asserts that the “transparency and explainability of AI systems are often preconditions to
ensure the respect, protection and promotion of human rights, fundamental freedoms and
ethical principles”.

Elaborating further on explainability, Leslie [60] suggests four approaches to inter-
pretability and due to the fact that this term is interchangeable with explainability in many
of the guidelines, I have inserted these approaches here. These approaches are as follows:

(i) internal explanations aimed at shedding “descriptive and inferential light” on the
operations of a system;

(ii) external or post-hoc explanations that “seek out evidence for the reasoning behind a
given opaque model’s prediction . . . by utilising maximally interpretable techniques
like linear regression, decision trees, rule lists or case-based reasoning”;

(iii) supplementary explanatory infrastructure such as using two kinds of neural networks
(e.g., first, a convolutional network and next, a recurrent neural net) to extract fea-
tures from an image recognition system and translate them into a natural language
representation;

(iv) counterfactual explanations, which “offer succinct computational reckonings of how
specific factors that influenced an algorithmic decision can be changed so that better
alternatives can be realised by the subject of that decision” [60].

Echoing the need for counterfactual explanations in a similar way, the UNESCO guide-
line [62] states that those “who might request or require an explanation should be well
informed, and the educational information must be tailored to each population, includ-
ing, for example, marginalised populations”. These statements show that explainability
depends on the efforts of those responsible for algorithmic training and decision-making to
improve transparency to ensure those affected by AI systems are able to understand the
explanations of algorithmic decisions.

4.1.4. Fairness, Inclusion and Harm

Improving the impacts of AI is also linked to improving fairness in the design and
deployment of AI. Fairness is tied to notions of improving equity, reducing potential harm
and ensuring greater inclusivity. This is echoed by the Japanese Cabinet Secretariat [57]
stating that it is “necessary to ensure fairness and transparency in decision-making, ap-
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propriate accountability for the results, and trust in the technology” to make sure no one
suffers from undue discrimination or unfair treatment that negatively impacts their dignity.
Likewise, the House of Lords [55] states that AI “should operate on principles of intelligi-
bility and fairness”. Kak and Myers [48] probe with questions such as the following: “How
might the implementation of your AI system adversely affect each stakeholder’s fair and
equal treatment under the law? Are there aspects of the project that expose vulnerable
communities to possible discriminatory harm?” The ACM [49] similarly points out that
avoiding “harm begins with careful consideration of potential impacts on all those affected
by decisions” and further states that “where misuse or harm are predictable or unavoidable,
the best option may be to not implement the system”.

As these statements show, fairness further depends on inclusive or exclusive devel-
opment as well as the use of these AI systems. For instance, according to the AUDA-
NEPAD [47], there is a need to respect diversity within AI development especially through
the proposal of a diversity-aware principle. This principle will facilitate “teaming up of
African nations so that the opportunities of AI for Africa’s socio-cultural and economic
development can be maximally exploited, while the challenges can be dealt with collec-
tively” [47]. In a similar vein, the European Commission [51] encourages its member states
to “take measures and exchange best practices to increase inclusion and diversity” by
facilitating “balanced” AI teams and attracting academic talent in developing AI tech-
nologies. Microsoft [58] notes that teams working on AI should “consider the complex
cultural, political, and societal factors of AI as they show up in different deployment con-
texts” reflecting how “diversity and inclusion are critical” to Microsoft’s responsible AI
commitment. Google [54] also asserts that “the diversity of our testers is critical to ensuring
models are assessed across a wide spectrum of use-cases, scenarios and values”. These
references to diversity, inclusion and socio-cultural-political factors reflect how location,
context and circumstance influence the impacts of AI technologies and how to ensure these
impacts are well understood by all actors that can be affected.

4.1.5. Justice and Beneficence

Many of the guidelines also stress the need for AI to be developed and used in a
manner that upholds justice for all. The OECD [59] states that “AI actors should respect
the rule of law, human rights, and democratic values, throughout the AI system lifecycle”
and also mentions the need for AI actors to keep in mind the impacts of AI on “dignity and
autonomy, privacy and data protection, non-discrimination and equality” [59]. In similar
terms, the ACM [49] proposes the principle “Be fair and take action not to discriminate”,
asserting that this principle should be governed by “values of equality, tolerance, respect
for others, and justice”. The need for such principles and values stems from the awareness
of the risks that AI poses; for example, the EU’s AI HLEG [53] pointed towards dangers
such as endangering the standards of distributive justice. This is echoed by UNESCO [62]
who assert there is a need to recognise that “AI technologies can deepen existing divides
and inequalities in the world, within and between countries, and that justice, trust and
fairness must be upheld”. These statements show that the potential dangers of AI are not
localised to individual regions, as these guidelines make clear the global impact that AI has
on various strata of the world (e.g., the law, the economy and the political sphere). As the
AUDA-NEPAD [47] points out, structural bias in AI applications can embed stereotypes
that affect the determination of financial risk (to individuals or groups) as well as tools used
in predictive justice. Despite this global reach, standards of justice within regions need to
also be respected by those developing these technologies. As the CEPJ [52] notes, while
machine learning can improve judicial systems, this deployment should “be carried out
with responsibility, and due regard for the fundamental rights of individuals” as stipulated
in legislation such as the European Convention on Human Rights and the Convention on
the Protection of Personal Data.
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These calls for focusing on justice are also, in a smaller number of guidelines, linked to
the value of beneficence or the need for AI to be a force for good and improving standards
of wellbeing. For instance, the UK’s House of Lords [55] mentioned the need to focus
on a “wide-ranging set of ethical considerations, including the preservation of human
autonomy, beneficence, non-maleficence, and justice”. It is therefore an imperative for AI
developers to be concerned not only with the potential technical or economic incentives
to develop AI tools but also with not diminishing the wellbeing of those that may use or
be represented by these tools. A similar focus is stated by the WHO [61] calling for AI in
healthcare to promote the well-being of others and minimise the risks as much as possible.
Gaffley et al. [50] note that for Africa to better embed AI, there needs to be “Africa-centric
normative frameworks for human-centred AI design that consider respect, beneficence,
non-maleficence, harmony, explicability and ethnic neutrality as alternatives to dominant
themes of fairness, transparency and accountability”.

4.1.6. Rights and Consent

In addition, the potential negative impacts of AI systems were tied to whether AI
infringed upon the rights of individuals and groups, and their capacity for consenting or
removing consent from AI technologies. As UNESCO [62] states, data protection frame-
works and governance mechanisms need to be created by “a multi-stakeholder approach at
the national or international level, protected by judicial systems, and ensured throughout
the life cycle of AI systems”, with these frameworks focusing on the rights of data sub-
jects and their informed consent. Similarly, Leslie [60] highlights how “AI systems that
target, profile, or nudge data subjects without their knowledge or consent could in some
circumstances be interpreted as infringing” on the personal lives of individuals, which can
“consequently harm a person’s more basic right to pursue their goals and life plans free
from unchosen influence”. The correlation here between consent, rights and harm is also
made clear by the European Commission’s AI HLEG [53], stating that a “proportionate
use of control techniques in AI is needed to uphold the autonomy of European citizens”
through clearly defining “if, when and how AI can be used for automated identification
of individuals”. There should be a clear differentiation between identification, tracking,
targeted surveillance and mass surveillance [53]. Kak and Myers [48] also consider the use
of data minimisation principles as taking “the burden away from individuals having to
make decisions or proactively exercise their data rights, and onto firms to demonstrate
their compliance with these principles in the interests of users”.

In many of the guidelines, the issue of consent is therefore framed in terms of data
rights and more broadly, human rights. For instance, the OECD [59] states that the nor-
mative framework for AI and its social implications “finds its basis in international and
national legal frameworks, human rights and fundamental freedoms”, which involve access
to data. Likewise, the WHO [61] asserts that the rights of patients such as “dignity, privacy,
confidentiality and informed consent, might be dramatically redefined or undermined
as digital technologies take hold and expand”. IBM [56] promotes the need to recognize
“and adhere to applicable national and international rights laws when designing for an AI
system’s acceptable user data access permissions”. Leslie [60] points out that in a situation
where injuries or negative consequences occur, there needs to be necessary accountability
processes, otherwise the autonomy and rights of individuals will be violated.

4.1.7. Bias and Discrimination

Many of the guidelines also include an assessment of the levels of bias and discrimina-
tion with the data and algorithms used in AI applications and the negative implications
that can arise. The UK’s House of Lords [55] points out that alongside “questions of data
bias, researchers and developers need to consider biases embedded in the algorithms them-
selves”. IBM [56] goes further, listing 18 different types of unconscious biases including
the following:

• Availability bias (overestimating events that have more recency);
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• Congruence bias (testing hypotheses exclusively through direct testing alone);
• Bandwagon bias (believing things based on groupthink);
• Ingroup/outgroup bias (favouring one’s ingroup over outgroup members);
• Confirmation bias (interpreting or focusing on information that confirms one’s precon-

ceptions);
• and bias blind spot (seeing oneself as less biassed than others).

Understanding how these biases may play a role in the design and decisions of AI
is necessary to ensure that individuals and groups do not become misrepresented or
mistreated. As the WHO [61] states, for AI to be used effectively, “existing biases in
healthcare services and systems based on race, ethnicity, age and gender that are encoded
in data used to train algorithms, must be overcome”. And this is echoed by the European
Commission for the Efficiency of Justice (CEPEJ) [52], asserting that reasoning biases within
AI carry inherent risks that can “transcend the act of judging and affect essential functional
elements of the rule of law and judicial systems”.

Alongside bias, the capacity of AI systems to discriminate against certain groups was
also mentioned by many of the guidelines. As the ACM [49] states, the use of “information
and technology may cause new, or enhance existing, inequities”. Kak and Myers [48]
likewise point out the “growing consensus around recognized harms from AI systems
(particularly inaccuracies, bias, and discrimination) has led to a flurry of policy movement”.
Gaffley et al. [50] assert that important “human rights risk factors” include “human rights
violations resulting from the use of inadequate training data, particularly in relation to the
stigmatisation and discrimination against individuals and communities”. As processing
methods can reveal existing discrimination through aggregating data “related to individuals
or groups of individuals, public and private stakeholders must ensure that the [processing]
methods do not reproduce or aggravate such discrimination” [52]. This is similarly pointed
out by the WHO [61], highlighting that bias in traditional databases and machine learning
datasets can “lead to allocation of resources that discriminate against, for example, people
of colour” and that “decisions related to gender, ethnicity or socioeconomic status might
similarly be biassed”.

4.1.8. Access

Additionally, the guidelines present concerns over the specific users that can make use
of AI technologies along with the need for greater access to data to improve the performance
of these technologies. For instance, organisations “that have access to the widest and
deepest swath of behavioural data insights through surveillance will have an edge in the
creation of consumer AI products” [48]. Meanwhile, IBM [56] states that users should
“always maintain control over what data is being used and in what context”. Moreover,
these users “can deny access to personal data that they may find compromising or unfit
for an AI system to know or use” [48]. Leslie [60] highlights that as AI technologies will
“organically improve with the enlargement of access to data and the growth of computing
power”, it will not be “long before AI technologies become gatekeepers for the advancement
of vital public interests and sustainable human development”. These guidelines show a
clear awareness that as AI systems are developed, their potential opportunities (e.g., in
business analytics) and challenges (e.g., more invasive surveillance or endangering public
interests) both need greater scrutiny. But as mentioned above, the issue of access also
contributes to which individuals and groups may end up being excluded from enjoying the
benefits of AI and who may end up facing greater discrimination from the greater scrutiny
of AI-based surveillance.

4.1.9. Autonomy and Dignity

Moreover, the impact that AI can have on the autonomy and dignity of individuals
and groups was also mentioned in the guidelines (and was linked to issues of account-
ability, justice, discrimination, rights, inclusion and explainability). As IBM [56] notes in
relation to healthcare, “If empowered wisely, AI has the potential to empower patients and
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communities to assume control of their own health care”, but if “we do not take appropriate
measures, AI could lead to situations where decisions that should be made by providers
and patients are transferred to machines”. Similarly, UNESCO [62] points out that as AI
systems can impact healthcare, education, politics and the environment, these systems can
“challenge humans’ special sense of experience and agency, raising additional concerns
about, inter alia, human-self-understanding, social, cultural and environmental interaction,
autonomy, agency, worth and dignity”. The connection regarding autonomy and dignity
was also present in other guidelines. The OECD [59] asserts that “AI actors” should respect
rights and values including “dignity and autonomy”. Leslie [60] states that respecting
the dignity of individuals is part of ensuring “their abilities to make free and informed
decisions” along with safeguarding “their autonomy, their power to express themselves,
and their right to be heard”. Gaffley et al. [50] also highlight the “negative effect [of AI] on
deeply held societal values, human dignity and wellbeing” as part of understanding how
to better design, develop and implement AI systems in Africa.

4.1.10. Trust

At the root of many of the guidelines is the concern for improving the levels of trust
that individual users as well as the general public has in the face of increased use of AI. The
apparent lack of trust in AI is partially due to fear of the many risks already mentioned.
For instance, the AUDA-NEPAD [47] points out that “there are legitimate concerns that the
incorporation of AI into the maintenance of public safety and security could become too
pervasive and invasive”. AI technologies can capture sensitive data from individuals as well
as groups through tools such as facial recognition. Such data can be useful in applications
such as predictive policing and help in lowering rates of crime, but these surveillance
tools can also infringe upon the rights of the innocent. This is observed by the WHO [61]
when pointing out that several AI applications raise many ethical concerns including
“infringement on the rights of privacy and autonomy, health and social inequity and the
conditions necessary for trust and legitimate uses of data-intensive applications”. Greater
oversight of these tools is therefore called for. As UNESCO [62] asserts, the “trustworthiness
and integrity of the life cycle of AI systems is essential to ensure that AI technologies will
work for the good of humanity, individuals, societies and the environment and ecosystems”.
Similarly, the Cabinet Secretariat of Japan [57] states it is necessary “to ensure fairness and
transparency in decision-making, appropriate accountability for the results, and trust in the
technology” so that users of AI do not face undue discrimination. IBM [56] asserts that the
company has ambitions to build trustworthy AI around three components, stating that AI
should be lawful, ethical and robust (both technically and societally). They also put further
emphasis on several key requirements: human agency and oversight, technical robustness
and safety, privacy and data governance, transparency, diversity, non-discrimination and
fairness, environmental and societal well-being, and accountability [50].

4.2. Values and Principles in Geographic Information Guidelines

Moving on to the ethical guidelines for geo-information systems, the values of access,
consent and privacy were mentioned in all the eight guidelines. Figure 2 and Table 5 below
show the distribution of the terms across the guidelines and the number of occurrences
for each term, respectively. Access and consent were mentioned in all eight guidelines.
Bias (7), discrimination (7), harm (7), risks (7), rights (7), inclusion (7), accountability (6),
responsibility (6), transparency (6) and trust (5) were mentioned in most of the guidelines.
Explainability, dignity, fairness and autonomy were mentioned the least. Beneficence was
the only value not mentioned.
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4.2.1. Access

Throughout all the guidelines, the importance of increased access to geo-information
technologies was mentioned, along with both positive and negative consequences of this.
Benchmark & EthicalGeo [64] note that “the number, variety and accessibility of digital
mapping has created risks and opportunities that are new in kind and scale”, and so
users “should have help to understand potential harms from their activity”. Similarly,
Goodchild et al. [65] state that we have now reached a point “where a largely unregulated
mix of government, nonprofit, and corporate agencies have access” to geo-information on
a large proportion of the world, which may be beneficial, but “too often they are or can
become intrusive or serve oppressive purposes”. Echoing this sentiment, the Ordnance
Survey [67] states that controls and frameworks may need to be drawn up to supervise data
collection and use. The Geospatial Commission [66] asserts that creating such frameworks
and controls would fall on policymakers to “understand and mitigate any current barriers
to effective data access, including legislative barriers, and find mechanisms to encourage
the use of location data to support public benefits”.

At the same time, such barriers to effective data access may already be falling due to
the availability of “open source GIS software [that] can be used to reduce overhead costs and
ensure all relevant agencies can effectively engage with coordination efforts and/or reap
the benefits of GIS systems” [69]. The availability of this software is especially necessary in
contexts that may rely on funding from external agencies. As the AAAS [63] asserts, local
partners should have “a defined mechanism for raising concerns or making complaints
about the data collection effort”, and this mechanism needs to “remain accessible even
after funding for the response effort has ended”. The importance of this mechanism is also
brought up by the World Wide Web Consortium (W3C) [70] in terms of a right to access.
This will give individuals “the right to obtain a copy of the personal information held
about them” along with supplementary information including the following: purpose of
processing, categories of personal data being processed, recipients of the processing, the
right to object together with instructions of how to object and whether there is automated
decision taking [70].

4.2.2. Rights and Consent

The guidelines also stress upon the need for the public’s rights (as briefly noted by
W3C’s right to access) to be better protected and methods of acquiring consent to be made
more integral in the use of geo-information technologies. As Benchmark & EthicalGeo [64]
clearly states, users of location data have the responsibility “to understand the potential
effects of their uses of data, including knowing who (individuals and groups) and what
could be affected, and how”. Goodchild et al. [65] extend the target of where responsibility
lies, stating that the “regulatory parameters for geospatial data collection and use must be
applicable to all aspects of supply-chain management, including companies that contract
to provide products and services to multinational corporations”. Likewise, the Geospatial
Commission [66] asserts that those “working with location data (across all sectors of the
UK economy and the public sector) share responsibility for the public’s trust in the location
data ecosystem”. This demand for greater responsibility in the use of geo-information
stems from the need to ensure the upholding of the rights of individuals and communities.
As Berman et al. [68] note, geo-information organisations should consider whether “there
are clear conditions evidencing respect for individuals’ rights relating to their data” such
as through “consent arrangements for non-operational use of data, notification of potential
sharing of data” or “right to removal of personal data from data sets”. Similarly, the
AAAS [63] also note that local communities and organisations have the “rights to rectify
false, inaccurate, or incomplete data collected about them, to remove themselves and their
associated data from the data collection systems at any time, and to have input regarding
what will happen to that data after the investigation”.

Additionally, another significant concern related to the protection of rights, is consent.
For instance, there is need for particular attention towards the ethical issues “associated
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with obtaining consent in the midst of an emergency or ongoing conflict, recognizing that
the nature and form of consent” depends on “the role and relationship of the person or
group of individuals with regard to the data” [63]. More than just in the case of emergencies,
any collection, analysis or sale of geospatial data needs informed consent as Goodchild
et al. [65] stress. Such informed consent involves putting “individuals on notice concerning
the purpose, scope and use of the geospatial data to be collected, along with providing
individuals with the ex ante choice of consenting” or declining to consent after the fact [65].
The Geospatial Commission [66] also suggests that individuals and communities “could be
given a platform to review the location data gathered over a period of time to enable them
to consent to whether all of their data or just some” can be used, restricted and anonymised,
or deleted.

But it may not always be possible for consent to be given by individuals and commu-
nities. One reason for this is the aggregation of information such as data captured from
phone calls, including call location and frequency. This is an example given by Berman
et al. [69], highlighting that the aggregation of such information can mean that individuals
and communities may be unable to provide any consent. Although providing “publicly
available information regarding its use would be a means to respect those whose data is
used” [68]. Another obstacle to providing consent is in the case of emergencies, as men-
tioned by the AAAS [63] above, where there may be far less contact between organisations
and communities. Thus, it becomes problematic to ensure that the consent for reuse of
information or requests to delete the information can actually be communicated.

4.2.3. Privacy and Risks

In the same vein as concerns over consent and rights is the issue of ensuring privacy is
protected and risks mitigated. As Berman et al. [69] note, comprehensive “privacy, data
protection and storage standards may be largely non-existent in many countries where
geospatial data is being collected” and this is especially concerning “in development and
humanitarian contexts where data is frequently shared between agencies, donors and
NGOs”. This lack of comprehensive guides or standards is also worsened by the potential
lack of engagement between those collecting geo-information and those represented within
it. As remarked by the Ordnance Survey [67], in order to “address risks arising from
lack of power of local populations and low awareness or understanding of the work
undertaken including potential loss of privacy, trust and harm”, engagement with local
populations is a crucial step. This engagement is heavily tied, as mentioned above, to the
level of inclusion (or exclusion) of a broad and diverse range of actors in the collection
and distribution of geo-information, along with focus being given to communicating the
benefit (economic or otherwise) of using these technologies over the risks. As Goodchild
et al. [65] comment, the development, marketing, and implementation of these technologies
“typically focus on productivity, convenience, entertainment and control, without concern
for individual or collective privacy, or power imbalances, and basic human rights”. The
Geospatial Commission [66] further points out that currently, “accountability processes
may be insufficient to maximise individuals’ confidence that their location data is used
responsibly and held securely” due to a lack of clear communication from organisations,
which hinders the trust the public has in these organisations.

One way in which this confidence can be improved upon, is through processes of
data minimization or a principle of proportionality. Goodchild et al. [65] state that the
“anticipated value [of geo-information] would need to be weighed against the possible
harm that could result from increasing the amount or precision of data”. Thus, they suggest
a need for organisations to consider the trade-off between the accuracy or precision of
the collection and representation of data and how such precision can negatively affect
communities. Principle 7 on minimising data of the Locus Charter [64] advocates “using
only the necessary personal data that is adequate, relevant and limited to the objective,
including abstracting location data to the least invasive scale feasible for the application”.
The Ordnance Survey [67] also suggests capturing and producing “strictly only what is
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required by the project and to anonymise any possibly personal information that remains”
by having “upfront and ongoing consideration of how necessary data are before deciding
to capture them”.

The AAAS [63] asserts that it is necessary for data collectors to be provided “training
to ensure that they are aware of the risks and responsibilities (both to themselves and the
research subjects) associated with the task” before data is even collected. This special care is
argued for because of the way spatial data can be used to identify individuals and groups.
For instance, there is “potential for an individual’s identity to be exposed in the release of a
georeferenced data set” such as through linking “health and other administrative data back
to individuals using geographical location” [69]. While aggregation and anonymisation
may ensure such disclosure does not happen, it is not impossible for de-anonymization of
this data to be performed. The AAAS [63] goes a step further, suggesting the creation of
a “risk matrix” that “plots the probability of the harm taking place against the potential
outcome’s severity, with the risk represented by the product of these two factors”.

4.2.4. Bias and Discrimination

Similar to the AI guidelines, the coupled concerns over bias and discrimination were
also raised in the geo-information guidelines. The Geospatial Commission [66] highlights
the fact that organisations need to be aware of different kinds of bias that include “the
replication or exacerbation of existing biases, the transfer of biases from elsewhere, and
the masking of bias or compromise of oversight processes due to a perception” of the
data having no inherent biases. These biases can be both consciously and unconsciously
propagated within geo-information datasets, and each of the guidelines highlights the need
to be aware of this. As further remarked on by Benchmark and EthicalGEO [64], bias “in
the collection, use, and combination of location datasets can either remove affected groups
from mapping that conveys rights or services, or amplify negative impacts of inclusion in a
dataset”. This is also commented on by the AAAS guidelines [63] that point to the fact that
such biases can be amplified during crisis situations. For instance, “if connectivity is known
to have been degraded in certain neighbourhoods of a city, reports coming out of that
zone might be given more statistical weight” in contrast to areas where the infrastructure
remains intact [63]. The overvaluing of certain areas from the bias in the data may therefore
lead to certain areas receiving more resources than others (or inversely certain areas not
being considered to be in need of resources). As similarly highlighted by Berman et al. [69],
data modelling performed by “persons who do not take into account the limitations of the
data and/or do not understand and take into account the social, political and environment
contexts” of data collection can lead to flawed findings and decision-making.

The guidelines also highlight that it is necessary to be careful about the potential for
discrimination that may arise from biassed datasets. Berman et al. [69] further point out that
discrimination can be “consciously or unconsciously built into algorithms without the final
user’s knowledge”, and this may result in “trends and predictive models that discriminate
against certain persons and populations” through police profiling, judicial decisions or
even insurance applications. This is because geo-information can “inherently implicate and
identify potentially vulnerable individuals, groups, organisations and resources”, which
can lead to “data generated in good faith being used maliciously” if data collectors are not
aware of the contexts specific to where the geo-information is being gathered from [69].
In similar terms, Benchmark and EthicalGEO [64] state that it is “now clear that data-
driven applications can come with specific kinds of risks, including undue manipulation,
discrimination, opacity, and undermining personal privacy”. There is therefore a need
to understand what conscious or unconscious biases can become embedded that lead to
discriminatory decision-making. As the Geospatial Commission [66] argues, understanding
the “potential bias and discrimination in the use of all data is fundamental” to unlocking
the potential of location data projects to create more positive outcomes for the public.
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4.2.5. Explainability and Transparency

The guidelines also highlight the need to improve the level of transparency in commu-
nication about geo-information. The Geospatial Commission [66] states that “transparency
means improved access for the data subject, which depends on organisations explaining
and engaging with the public”. This “improved access” is meant to be made possible
through “simpler, more granular and less intrusive or complex ways to understand and
consent to, or have control over, how their location data is collected and used” [66]. In simi-
lar terms, the UKSA [68] states that transparency involves clear communication throughout
the stages of collection, use, analysis, storage and distribution of spatial data. The need for
greater clarity of explanations regarding spatial data is especially needed in the use of AI,
as the Ordnance Survey [67] notes that “AI presents very particular complexities because
processes and models can lack transparency and happen at scales beyond the capacity of
humans to monitor”. Moreover, transparency goes beyond clearer and simpler communi-
cation and can be a matter of organisations acting in good faith. As Berman et al. [69] state,
in the case of using unmanned aerial vehicles (UAVs), launching and landing should be
“from the location to be surveyed rather than remotely to highlight transparency in use and
allow for an opportunity for appropriate explanations and dialogue with the community
in advance”.

Although mentioned in only two of the guidelines, explainability is also part of
improving the communication between data controllers and the public. For example, the
Ordnance Survey [67] points out that geo-information models should include procedures
for “data and model explainability/observability to ensure that decisions are transparent
and taken within the scope of the domain of knowledge”. Goodchild et al. [65] also assert
that ensuring explainability also necessitates “a mandated and enforceable legal regulatory
regime, which requires informed consent and restrictions that enable fairness and non-
discrimination”. These mandates would put more pressure on organisations as well as
researchers collecting geo-information to ensure that they are as transparent as possible
with the purpose behind the data they are collecting.

4.2.6. Accountability and Responsibility

Furthermore, the calls for transparency reflect the importance the guidelines place
on the assigning of accountability and responsibility in the use of spatial data. As the
Geospatial Commission [66] states, “accountability is a key factor in deciding whether
a data subject supports the use of location data relating to their movements”, but this
support is hindered because “the public feel unable to hold data controllers to account”.
Likewise, Benchmark and EthicalGEO [64] point out that the individuals and communities
represented in location data “should be able to interrogate how it is collected and used
in relation to them and their interests, and appeal those uses proportionate to levels of
detail and potential for harms”. This ability to interrogate organisations is based on
whether or not there is communication between the public and these organisations. A lack
of communication or clarity on what data is collected “prevents any legitimate queries,
restitution or disputation of decision making, thereby precluding accountability in decision
making” [69]. Ensuring that such queries can be made and accountability assigned in
the collecting and use of spatial data reflects the importance of defining “norms within
the public and private sectors to collect data and build systems that are in the public
interest” [64]. And the Ordnance Survey [67] specifies that such norms require the creation
of an “ethical culture” based on “internal processes for staff to raise issues, and stakeholder
engagement in organisational activities”.

4.2.7. Inclusion and Harm

The creation of such an ethical culture (or lack thereof) is also brought up in the
guidelines in the need for greater inclusion in developing these technologies. Goodchild
et al. [65] acknowledge the fact that “individuals, communities, and groups have been and
continue to be excluded from structures of power, decision making, and self-determination”
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through experiencing barriers to resources, participation, justice and equity. While Berman
et al. [69] mention that limitations of spatial data can also include the exclusion of certain
demographics due to their lack of access or datasets being outdated. The Geospatial
Commission [66] also argues for improving direct “lines of accountability between the data
subject and the data controller” in order to “build confidence in an organisations’ internal
governance and oversight mechanisms”. These direct lines of accountability would be
important in reducing the marginalisation of certain communities. Especially as these
communities are “rarely included in creating these [geo-information] technologies, are less
likely to be informed about the risks and consequences, and typically have fewer remedies
available to combat injustices” [64].

The need for these oversight mechanisms is tied to the levels of harm that geo-
information can produce. For example, two of the principles within the Locus Charter [64]
are Principle 3 (Do no harm) and Principle 4 (Protect the vulnerable). In similar terms, the
UKSA [71] provides an ethics checklist, which also has as its second requirement, “Do no
harm”, and asks the following: “Will this analysis do more good than harm? Will it be a
positive influence in the world?” Meanwhile, the Ordnance Survey [67] lists 15 “high-level
harms” associated with geo-information. These include breach of privacy, disclosure of
vulnerable individuals or communities, use of data to damage landscape or environment,
increase in social inequality resulting from how the data are used and contributing to a
regime’s propaganda by bestowing an air of respectability [67]. These points highlight the
awareness that geo-information can negatively impact individuals in multiple ways both
personally and at a wider collective level if the spatial data is used by malicious actors.

4.2.8. Trust

Due to the impact that geo-information can have (both negative and positive), a
number of the guidelines point towards the importance of increasing the trust in the
spatial data as well as technologies used by researchers and companies. The Geospatial
Commission [66] states that users of location data “must be transparent, and the benefits
must be clearly stated and adhered to” for the sake of “building long term trust and support
from the UK public”. This call for generating greater trust in location data is founded
upon the Geospatial Commission’s ABCs (i.e., improving Accountability, mitigating Bias
and having greater Clarity), which are “three shared values to safeguard and build the
public’s trust and confidence in the use, sharing and reuse of location data” [66]. This
is also echoed by the UKSA [68], which states that “taking a considered approach to
ethics in every project” ensures retaining “public trust in the use of data for research
and in statistics, both in geospatial contexts and more generally”. Likewise, the Ordnance
Survey [67] points out that “ethically managed location data is critical to maintaining public,
customer and government trust, and demonstrating” the accountability of organisations.
Whereas, the W3C [70] prompts those using location data to have certain expectations
that must be met before trusting developers and service providers. The guideline asserts
that users should ask: what location data is included, how is it used and what can it tell
others? [70]. Moreover, responses from developers and service providers “should include
comprehensive justification for spatial data use and practical steps that users can take to
mitigate risks and keep themselves safe without sensationalising the dangers” [70]. There
is a notable difference in how the Geospatial Commission refers to users and how the
W3C refers to users. In the first case, the Geospatial Commission refers to those who have
already gathered location data (i.e., either organisations or researchers), while the W3C
refers to individuals belonging to the public who may volunteer their location data to these
organisations or researchers. The AAAS [63] points out that greater levels of “disclosure,
autonomy, and access to data may be allowed for highly trusted data recipients with strong
data security, audit and access control processes”, whose goals for using the data align with
the purposes stated for collecting this location data.
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5. Discussion

The 24 guidelines present the ethical values and principles within them with mostly
similar descriptions as well as stress their importance for how AI and geo-information
technologies are developed and used. Firstly, many of the guidelines point out the need
for these technologies to be developed based on human-centric and risk-based approaches.
“Human-centric” in the guidelines refers to ensuring that these technologies are developed
according to clearly defined values (e.g., accountability, responsibility, transparency, rights,
justice and consent) that need to be embedded in their development. One point of concern
that was only lightly considered is the question of whose values, in terms of which regions,
are the most important to be embedded. For example, Gaffley et al. [50] and the AUDA-
NEPAD [47] make repeatedly clear that African values should be integrated in the creation
of responsible AI just as much as Western values are. The European Commission [51] also
points towards strengthening collaborations of AI with “like-minded” countries. But this
begs the question of what this means for countries that are not like-minded, an issue which
is not brought up in the guidelines. And the risk-based focus is also clear from the focus on
privacy, rights, risks, discrimination and bias in most of the guidelines as well. This focus
highlights the dangers these technologies present to individuals as well as groups, given
the invasive potential of these technologies.

Both the human-centric and risk-based approaches place heavy stress on the role of
developers and organisations that collect, store and use data from individuals and groups.
The guidelines from the ACM [49], WHO [61], W3C [70] and AAAS [63] for instance make
very clear the need for those collecting data to clearly communicate the purposes behind
the use of the data they gather. However, this may not always be straightforward, as the
AAAS [63] notes in the context of emergencies or crisis situations where gaining both clarity
and consent on the purposes of data collection may not be simple. But more generally, the
need for this clarity is linked to how these technologies can adversely affect the lives of the
public. For example, Berman et al. [69] point out how health information can be linked to
individuals by their geographic location despite efforts to anonymise the data.

At the same time, the distribution of certain values was not symmetrical across the
guidelines. For example, there were far higher mentions of the term justice in the set of
AI guidelines than in the geo-information guidelines. This may be due to the fact that AI
is used in many domains that could be personally harmful to individuals (e.g., for giving
out loans, access to jobs, identification of insurance risk, medical diagnoses, along with
criminal sentencing), which present far clearer legal dangers (that each also have clearer
cause for seeking restitution). These applications (and their negative consequences) are far
more likely to endanger standards of justice. But the range of harms of geo-information is
not observed to be as injurious (in legal terms), and so the risks of these technologies are
not assessed in terms of promoting or infringing upon standards of justice.

However, this may not be entirely true, since the numerous mentions of privacy,
consent, bias, discrimination, trust and rights reflect the fact that the geo-information
guidelines make very clear the need for legal mechanisms to be developed to protect the
public from misuse of their spatial data. These mechanisms should be in place whenever
geo-information is collected (whether in ordinary situations or in emergency situations).
For instance, Breman et al. [69] state the need for consent agreements to ensure individuals
can be made aware of when their spatial data is being shared along with the right to remove
their data from datasets. Likewise, the AAAS [63] asserts that local communities as well as
organisations should have the right to changing any false or inaccurate data that is collected
about them along with being involved in what happens to their data after collection. As
Goodchild et al. [65] also point out, explainability should not end with just communicating
how data is processed but also requires enforceable legal measures and restrictions to
protect people where their data is concerned. These statements show that there is a need to
make it possible for the public to know more about the data that is collected about them
and open opportunities for them to be able to more directly address any past injustices that
they may have suffered.
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Moreover, while the majority of the guidelines do well in presenting the risks and
harms from both AI and geo-information technologies, there were not many mentions of
the capacity for these technologies to improve the wellbeing of individuals and groups.
Out of all 24 guidelines, only three from the AI guidelines mentioned beneficence. This
can either be representative of the fact that the guidelines mainly aimed to stress upon the
potential misuse of these technologies, and this is understandably important given their
widespread use and the risks they pose. But this could also be because there was not as
much consideration of the potential positive outcomes for improving the lives of the public.
This is something that should be equally considered in the analysis of the impact of these
technologies. This may be partially due to the selection of guidelines, as a wider selection
with analyses of other specific technologies such as robotics or drones used in healthcare or
emergencies may have had different results (e.g., use of robots in elderly care or drones
in the delivery of medical supplies). At the same time, this may be also because while the
review was focused on word searches, the framing of the values/principles may still be
present even though the word search does not return anything. For instance, the ACM [49]
contains the principle “Contribute to society and to human well-being, acknowledging that
all people are stakeholders in computing” and further states that this principle concerns
“the quality of life of all people, affirms an obligation of computing professionals. . . to
use their skills for the benefit of society, its members, and the environment surrounding
them”. Looking through the guidelines only through specific word searches can therefore
be considered a limitation in this case.

Another asymmetry is present in the geo-information guidelines as while many men-
tion the importance of transparency, only two mention the term explainability. This may be
in part because the guidelines from Goodchild et al. [65] and the Ordnance Survey [67] are
the only ones assessing the integration of AI and geo-information technologies, which may
reflect the fact that the term explainability is commonly exclusive to the discourse on the
ethics of AI while the term transparency seems to be more generally associated with any
data-intensive technologies. This is also the case with the terms, fairness, autonomy and
dignity, which were mentioned in numerous AI guidelines but were each only mentioned
once in the geo-information guidelines. This may be due to the fact that not much critical
attention is given to the potential for geo-information to limit the agency of individuals.
Most recently, this was exemplified during the COVID-19 pandemic where geo-information
from wearables and mobile phones was used to track and limit the movement of individu-
als. This was for the purpose of maintaining public health, but it also shows the potential
ethical challenges that having vast geo-information on where people are and where they are
going can have on fairness and their autonomy [12]. Geo-information can impact dignity
in situations such as when certain places are classified in negative terms, and so if people
are spatially represented as belonging to these places, they can be considered to be less
worthy of respect or dignity (e.g., the stigma of those living in DUAs as explored briefly
in Section 2). In this case, dignity can be diminished as a consequence of stigmatisation
or discrimination from the use of geo-information. Attention to such specific cases in the
guidelines may have increased the mentioning of how geo-information technologies can
affect autonomy and dignity.

Furthermore, the dangers these technologies present is shown in the way that many of
the guidelines call for increasing public trust. The need for trust is framed by the guide-
lines as necessary for the long-term adoption of these technologies as well as reducing the
anxieties of the public given the risks these technologies pose. This is exemplified in the
efforts to create trustworthy AI along with the fields of responsible AI or ethical AI more
broadly. But such trust is also dependent on improving the levels of inclusion, which the
Geospatial Commission [66], for example, make clear is especially an issue given the fact
that marginalised demographics are often not included in conversations surrounding the
deployment of geo-information technologies and are not informed about the risks from
these technologies. This is also illustrated by Principle 4 of the Locus Charter [64]—“Protect
the vulnerable”. However, such inclusion would still depend upon the levels of explain-
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ability or transparency in the data collection, processing and representation. Even if certain
demographics are brought into the development of these technologies, there still needs to
be greater clarity especially if they are from non-technical backgrounds.

Another principle present in the guidelines is the need to consider region-specific and
culture-specific values as well (as briefly mentioned above). Consequently, increasing public
trust will depend upon which public is being considered and where this public is located.
This adds another layer of critical concern, as it requires greater communication between
regional and international actors so that while universal principles may be important
(e.g., “do no harm” or the right to privacy), there needs to be space for establishing more
culturally specific principles as well. Moreover, part of this inclusivity and diversity is
also dependent on the levels of access to these technologies. Many of the guidelines point
out how companies with access to greater amounts of data can reap the most in terms
of better insights but also have greater adverse potential if they misuse this data. At the
same time, they also mention the need for individuals and communities to have greater
access to the data collected about them (e.g., in terms of respecting consent or privacy
rights). For instance, the W3C [70] asserts that individuals should have a “right to access”,
which gives them the right to get a copy of any personal geographical information that
may be held about them. Likewise, the Ordnance Survey [67] points out that there may
need to be controls and frameworks created for the supervision of geographical data
collection and usage, which would affect the levels of access that organisations can have to
geo-information of the public.

Lastly, in response to the potential risks and harms from these technologies, both sets
of guidelines also highlight the need for better auditing and oversight mechanisms in the de-
velopment of both AI and geo-information technologies. These mechanisms—for instance,
the Data Protection Impact Assessments referred to by the UK’s House of Lords [55]—are
meant to ensure that any data from the public is collected in a manner that does not
negatively impact those the data represents. Likewise, principles, such as the Locus Char-
ter’s [64] Principle 7 on minimising data, propose that those collecting data do so in as
minimally invasive a manner as possible or at least proportional to the purposes of the
data collection. But these mechanisms raise the question of whether they should be imple-
mented from within technology companies themselves or be put into practice by legislative
bodies such as the EU’s GDPR. Leaving these mechanisms in the hands of companies may
lead to what is called “ethics washing”, where technology companies use ethics or ethical
principles as “an acceptable facade that justifies deregulation, self-regulation or market
driven governance”, which creates the “adoption of appearances of ethical behaviour” [72].
This facade makes it appear as though the guidelines produced by companies (e.g., from
Microsoft, Google and IBM in this review) means they are doing the dutiful work to ensure
their technologies are developed to be as ethically mindful as possible, but only as a mask.
To ensure this is not the case, these auditing processes would be better deployed by govern-
ment regulatory bodies to enforce laws to protect the public (e.g., the EU’s AI Act that is
currently in consideration).

6. Conclusions

This review presents the growing attention that is being given to the social, political
and ethical challenges facing the development and use of AI and geo-information tech-
nologies. The two sets of ethical guidelines make very clear that these two technologies
present a number of similar concerns. These similarities are evidenced by the overlap of
many of the ethical concerns they bring up when discussing the risks posed by AI and
geo-information technologies whether individually or together (e.g., ranging from discrim-
ination of marginalised communities due to biassed datasets to issues of ensuring cultural
and regional values are integrated in the design of these technologies). Moreover, both sets
of guidelines also show that a good deal of scrutiny should be placed on the shoulders
of the researchers and organisations that gather the data used by AI and geo-information
technologies, as many of the ethical concerns raised are brought up in relation to the re-
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sponsibility these actors have towards minimising the dangers these technologies present
to the public. Through this greater scrutiny, as well as through more stringent auditing
and legal mechanisms (as many of the guidelines suggest), these technologies can be used
and developed in a manner that fosters more trust than fear. At the same time, this review
reveals that there is an asymmetry in the mentioning of certain values and principles (such
as autonomy, beneficence, fairness, dignity and justice) between the two sets of guidelines.
On the one hand, this asymmetry is a limitation of the review methodology itself. While
a word may not be mentioned (and not found in a word search), this does not mean the
ethical concern associated with the word is missing (such as in the case of beneficence).
On the other hand, this asymmetry shows that certain central issues, such as protecting
social and environmental justice, should be far more central and more clearly framed in the
geo-information guidelines (as they are in the AI guidelines). As many guidelines call for
setting up necessary measures for individuals and groups to seek restitution when they
suffer injustices from the malicious collection and use of their geo-information. Such calls
are clear in issues surrounding consent, privacy and rights, which show an underlying
concern from the geo-information guidelines on how the public ought to be protected.
These measures will help ensure these technologies are more trustworthy, and the data
they gather is used in a far more responsible manner.
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