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Abstract: With recent advancements, large language models (LLMs) such as ChatGPT and Bard have
shown the potential to disrupt many industries, from customer service to healthcare. Traditionally,
humans interact with geospatial data through software (e.g., ArcGIS 10.3) and programming lan-
guages (e.g., Python). As a pioneer study, we explore the possibility of using an LLM as an interface
to interact with geospatial datasets through natural language. To achieve this, we also propose
a framework to (1) train an LLM to understand the datasets, (2) generate geospatial SQL queries
based on a natural language question, (3) send the SQL query to the backend database, (4) parse the
database response back to human language. As a proof of concept, a case study was conducted on
real-world data to evaluate its performance on various queries. The results show that LLMs can be
accurate in generating SQL code for most cases, including spatial joins, although there is still room for
improvement. As all geospatial data can be stored in a spatial database, we hope that this framework
can serve as a proxy to improve the efficiency of spatial data analyses and unlock the possibility of
automated geospatial analytics.
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1. Introduction

Large language models (LLMs) are a type of artificial intelligence (AI) that have been
trained on massive datasets of text and code. This allows them to generate text, translate
languages, write different kinds of creative content, and answer questions in an informative
way [1].

LLM research is rapidly growing and attracting significant interest [2]. In the past year,
there have been more than 1000 papers published on LLMs, and the number is growing
rapidly [3,4]. This growth is being driven by the increasing potential of LLMs for a wide
range of applications, such as customer service, education, and healthcare [5,6]. LLMs
are becoming more powerful and capable. The potential applications of LLMs are vast.
They can be used for a variety of tasks, including natural language processing (NLP), text
generation, and even code generation [7]. Recent advances in LLM research have led to
models that are significantly larger and more complex than previous generations. For
example, OpenAI’s ChatGPT-4 has 175 billion parameters, making it one of the largest and
most powerful language models ever created [8].

The application of LLMs to geospatial science involves leveraging these powerful
language models to analyze, understand, and generate information related to geographic
and spatial data [9]. This fusion of natural language processing and geospatial analysis
has opened new avenues for understanding and communicating complex geographic
information. For example, LLMs can assist in interpreting various forms of geospatial
data, such as satellite imagery, aerial photographs, and geographic maps [10–12]. They can
generate textual descriptions, classify objects, and identify features within these datasets.
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Mapping based on ChatGPT that converts natural language prompts into geographic maps
has also been explored [13].

Automated code generation has a long history of research. There are two major trends:
rule-based program synthesis and machine learning. The main problem with the rule-based
approach is that these techniques are limited to pre-defined domain-specific languages, mak-
ing them less scalable to various tasks [14]. The other trend is using machine learning,
especially deep learning [15,16]. These methods are more flexible, but they still suffer from
a low accuracy. Recent advancements in LLMs have led to a breakthrough in automatic
code generation. Recent accuracy and useability assessments of LLM-based code generation
tools have shown significant improvement over prior state-of-the-art approaches [17–19]. Re-
searchers have also explored applications like automatic code documentation generation and
code refactoring [20,21]. “Text-to-SQL” [22] is a sub-domain of automated code generation in
natural language processing. Numerous studies have been conducted to evaluate the accuracy
of LLMs and prior machine learning approaches [2,23–25]. However, little is known about the
performance of LLMs when generating code for geospatial SQL queries.

As a pioneer study, we explore the possibility of using an LLM as an interface to
interact with geospatial datasets through natural language in this paper. To achieve this,
we also propose a framework to (1) train an LLM to understand the data, (2) generate
geospatial SQL queries based on a natural language question, (3) send the SQL query to
the backend database, and (4) parse the database response back to human language. As all
geospatial data can be stored in a spatial database, we hope that the framework can serve
as a proxy to improve the efficiency of geospatial database analyses and reduce the barriers
of geo-analytics.

2. System Framework

The major issue for generating SQL using LLMs and code generation in general is
hallucination. LLMs can write SQL, but they are often prone to making up tables and
fields and generally writing invalid SQL that cannot be executed against a database. The
high-level idea of our framework used to overcome this problem is to provide LLMs with
domain knowledge about what exists in the database so that it can write a consistent SQL
query. Specifically, our framework (Figure 1) consists of three components:

• A training component that provides the LLM with the database schema and sample
data through a prompt. The schema can usually be obtained through certain database
commands. Please see Figure 2 for an example.

• A prompt template that combines the training data with a data analysis question in
natural language. Prompt templates are pre-defined recipes for generating prompts
for language models. A template may include instructions, few-shot examples, and
specific context and questions appropriate for a given task. In our setup, the template
is “given the following tables in PostGIS, [database schema], please write a SQL query
to answer [question]”. “Database schema” is a text description of the database schema
and sample data, as described in Figure 2. “Question” is the data analytics question
we would like to ask.

• A parser then parses the response from the database into human language following
the format of the input question. This is also implemented using the LLM. For example,
when the question is “what is the total population of New York City?”, the framework
would return “the total population of New York City is around 8 million”, instead of
returning a result table with the total column as the single column (Figure 3).
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Figure 1. Framework architecture.

Figure 2. Example training data.

Figure 3. Answer to “what is the population of New York City?”.

3. Case Study
3.1. Data

The case study data include four shapefiles for New York City and one attribute table
of sociodemographic variables. These data were imported into PostGIS, one of the most
popular spatial databases.
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• Census blocks [26]: A census block is the smallest geography for which census data
are reported. All higher-level census geographies (metro areas, counties, etc.) can be
built from unions of census blocks. Example attributes include the total number of
people, number of people self-identifying as “Asian”, etc.

• Neighborhoods: Neighborhoods are social constructs that do not follow the lines laid
down by the government. For example, the Brooklyn neighborhoods of Carroll Gardens,
Red Hook, and Cobble Hill were once collectively known as “South Brooklyn”.

• Streets: The street centerlines form the transportation network of the city. These streets
have been flagged as different types in order to distinguish between thoroughfares
such as back alleys, arterial streets, freeways, and smaller streets.

• Subway stations: Subway stations link the upper world where people live to the
invisible network of subways beneath.

• Social economic data at the census tract level: Example attributes of this variable
include the number of families and median family income.

Please note that once the shapefiles are loaded into PostGIS, they all have a geometry
column named “geom”. The data are available through a public repository (see below).

3.2. Training Data

ChatGPT-4, one of the mainstream LLMs, is selected as the LLM for this case study. We
will compare it with other LLMs in the evaluation section. For ChatGPT to understand our
data, we explicitly incorporate the database schema and sample data into prompts. Instead
of simply providing table names, columns, and their types, we prompt the LLM with
“CREATE TABLE” commands, including column names, types, references, and keys. Re-
searchers have conducted a performance evaluation and found that the best performances
were achieved through “CREATE TABLE” commands [2]. Figure 2 shows the example
schema description for the “census blocks”, “neighborhoods”, and “streets”. To further
improve ChatGPT’s ability to create SQL queries, we also provide it with a few sample
rows as examples of what the data look like.

3.3. Non-Spatial Query

All the following questions were randomly sampled from our experiment question
collection. More details about this question collection can be found in Section 4. The
framework was implemented based on Langchain. The first question is a non-spatial
query: “what is the population of the City of New York?” The question was provided to
the prompt template, and Figure 3 shows the answer from ChatGPT. This is a valid answer
that shows that ChatGPT was able to identify the correct column (i.e., popn_total) and table
(i.e., nyc_census_block). Our framework also executes and parses the query result into an
answer in human language.

In case this is a coincidence, another question was examined: “How many ‘neighbor-
hoods’ are in each borough?” This time (Figure 4), ChatGPT was not only able to identify
the right column (i.e., boroname) and table (nyc_neighborhoods), but also select the correct
operations (i.e., COUNT and GROUP BY).

Figure 4. Answer to “how many ‘neighborhoods’ are in each borough?”.

Figure 5 shows the SQL query generated by ChatGPT for a more complicated question:
“For each borough, what percentage of the population is white?” The query is very close
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but has a minor syntax issue. The first argument that “ROUND” takes must be a numeric
type; therefore, we need to cast the data type from float to numeric explicitly. For a human
expert, significant investigation is also needed to diagnose the issue; therefore, it could be
argued that this answer is still acceptable.

Figure 5. SQL query for “for each borough, what percentage of the population is white?”.

3.4. Spatial Query Based on a Single Table

PostGIS, as an extension of PostgreSQL, provides a variety of spatial functions. For
example, “ST_Area” returns the area of the surface if it is a polygon or multi-polygon. “ST_X”
returns the X coordinate of the point. Given ChatGPT’s good performance at generating SQL
for non-spatial queries, we would also like to evaluate it against spatial queries.

The first question is “what is the area of the ‘West Village’ neighborhood?” It can be
seen from Figure 6 that ChatGPT is also capable of basic spatial analysis, and it successfully
selected the right spatial operation (ST_Area) to calculate the area.

Figure 6. Answer to “what is the area of the ‘West Village’ neighborhood?”.

The second question “what is the most westerly subway station?” is more complex,
but the answer is still correct (Figure 7), as the LLM was able to interpret how to represent
“most westerly” in a spatial SQL operation—the subway station that has the smallest
longitude, which is the X coordinate of a point geometry type.

Figure 7. Answer to “what is the most westerly subway station?”.

The third spatial question is “what is the area of Manhattan in acres?” Although the
answer is correct and ChatGPT was even able to find the conversion rate between meters
and acres (Figure 8), the caveat is that ChatGPT assumed that the spatial unit to be meters,
which is not mentioned anywhere in the database schema. This might bring up a potential
issue of LLMs: bias from online training data.
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Figure 8. Answer to “what is the area of Manhattan in acres?”.

3.5. Spatial Query with Spatial Joins

Spatial databases are powerful because they not only store geometry, but they also
can compare relationships between geometries. For instance, “ST_Contains (geometry A,
geometry B)” returns true if and only if no points of B lie in the exterior of A and at least
one point of the interior of B lies in the interior of A. “ST_Intersects (geometry A, geometry
B)” returns TRUE if the geometries/geography “spatially intersect” and FALSE if they do
not [27]. ChatGPT has demonstrated a powerful capability in answering geospatial queries
measuring geometries based on a single table. But what about questions about spatial
relationships involving multiple spatial objects?

The first question in this category is “The ‘Battery Park’ neighborhood was off limits
for several days after 9/11. How many people had to be evacuated?” The answer is correct,
and there a few things worth highlighting (Figure 9):

• ChatGPT knows how to translate the question into a query with the spatial join:
“ST_Intersects ()”

• The right aggregation operation “SUM ()” was selected.
• The right tables and geometry types were identified, which are “nyc_census_blocks”

and “nyc_neighborhoods”.

Figure 9. Answer to “The ‘Battery Park’ neighborhood was off limits for several days after 9/11.
How many people had to be evacuated?”

Another question is “What subway station is in ‘Little Italy’? What subway route is it
on?” Figure 10 shows that the answer ChatGPT gave is very close, and the correct spatial
join operation were selected: “ST_Contains”. However, the order of the two arguments
inside “ST_Contains” were wrong. Conceptually, a neighborhood should contain a subway
station, not the other way around.

Figure 10. Answer to “What subway station is in ‘Little Italy’? What subway route is it on?”.

The third question is “What is the population and racial make-up of the neighbor-
hoods of Manhattan?” The right tables and spatial join operation (i.e., ST_Intersects) were
identified, but there are a few things that went wrong (Figure 11). One is that there is no
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such column called “nghbhd”, which was a made up by the LLM completely. The other
issue is that the LLM should have aggregated “popn_total” based on different races rather
than making up columns such as “popn_white”.

Figure 11. Answer to “What is the population and racial make-up of the neighborhoods of Manhattan?”.

To verify how ChatGPT performs across multiple datasets, a complex question that
requires an understanding of four tables was asked: “What is the closest street to the
subway stations in the neighborhood that has the highest population density?” Figure 12
shows that the LLM handled this complex case reasonably well. It successfully identified
the target tables and the corresponding spatial join operations. There are only two minor
issues. The first issue is that it tries to reproject both the subway stations and streets tables
to reference “4326”. This is unnecessary, because both datasets share the same reference
with the neighborhood and census blocks datasets. The other problem “0.01” was picked
arbitrarily as the buffer size.

Figure 12. Answer to “What is the closest street to the subway stations in the neighborhood that has
the highest population density?”.

4. Quantitative Evaluation

Based on the case study, the overall performance of ChatGPT to generate SQL queries
from natural language questions appears to be very promising. As the questions become
more complex, it tends to make mistakes more easily. A quantitative evaluation was
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conducted to compare the accuracy of different LLMs and hyperparameter settings. Since
our work is one of the first attempts to evaluate an LLM against spatial SQL queries, there
is a lack of a benchmarking dataset. As a starting point, we randomly selected 45 questions
with 15 for each of the three categories above: non-spatial, single table-based spatial queries,
and spatial join queries.

Temperature is a hyperparameter of LLMs that regulates the randomness and creativity
of the output of an LLM. The higher the value, the more flexible and creative the model will
be. Increasing the temperature value typically makes the output more diverse but might
also increase its likelihood of straying from the context. For example, a temperature of 0
is deterministic, meaning that the highest probability response is always selected. A few
temperature values were tested using ChatGPT. Table 1 shows that a temperature of zero
tends to result in the best performance across all three question categories. An interesting
finding is that although a temperature of 0.5 could be used to solve some difficult questions,
a temperature of 0 could not, and this performance improvement was not consistent. This
is why the overall performance of a temperature of 0.5 is lower than a temperature of 0.

Table 1. Evaluation results of the different temperatures used for ChatGPT.

Non-Spatial Single Table Spatial Query Spatial Join Query

Temperature = 0 0.93 1 0.73

Temperature = 0.5 0.93 0.93 0.6

Temperature = 0.8 0.67 0.6 0.27

Since there are some other notable LLMs other than ChatGPT, we also compared three
well-recognized models: GPT-4, PALM 2, and LLAMA 2. All the temperature settings were
set to zero in this experiment. As can be seen from Table 2, GPT-4 had the best performance
overall. PALM 2 seemed to be great at non-spatial queries, but still needs to be improved
for queries involving spatial relationships.

Table 2. Evaluation results for different LLMs.

Non-Spatial Single Table Spatial Query Spatial Join Query

GPT-4 0.93 1 0.73

PALM 2 1 0.93 0.46

LLAMA 2 0.8 0.93 0.67

5. Conclusions and Discussion

In this pilot study, we explored the possibility of using natural language to interact
with geospatial datasets with the help of LLMs. The results show that LLMs can be accurate
in generating SQL code for most cases, including spatial joins, although there is still room
for improvement. Even when it did not generate the correct solution, most of the answers
were still on the right track. This method might not completely replace human geospatial
data analysts at this point, but it could serve as an assistant or drafting partner to provide a
reasonable starting point. We hope that the framework can serve as a proxy to improve the
efficiency of geo-analytics and reduce barriers in geospatial analysis.

As an important future study, benchmarking against a large collection of sample
questions can provide more convincing results. A reasonable dataset should have at least
multiple thousands of entries to try to represent all types of geospatial tasks and NLP
challenges (e.g., fuzziness). This can be challenging because there is a lack of text-to-
SQL datasets in the geospatial community. However, determining how to compose a
comprehensive benchmarking dataset presents a significant research opportunity.

Improving LLMs for SQL generation is a challenging but valuable task, as it can
automate and simplify database interactions for a wide range of geo-analytical applica-
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tions. There are several ways to further improve the SQL generation performance. The
first approach is through better prompt engineering. Rather than zero-shot learning,
we could try few-shot learning, which means providing a few examples when asking a
question [28,29]. However, based on recent research, improvements with this approach
tend not to be consistent. Small changes such as wording or order changes can impact the
performance. The other promising approach is to fine-tune the model using domain-specific
knowledge [30–32]. For example, we could try incorporating geospatial domain-specific
knowledge or ontologies into the fine-tuning process.
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