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Abstract: From an extensive search of papers related to the comparison of Global Digital Elevation
Models (hereinafter GDEMs), an analysis is carried out that aims to answer several questions such
as: Which GDEMs have been compared? Where have the comparisons been made? How many
comparisons have been made? How have the assessments been carried out? Which is the GDEM
option with the lowest RMSE? Analysis shows that SRTM and ASTER are the most popular GDEMs,
that the countries where more comparisons have been made are Brazil, India, and China, and that
the main type of reference data for evaluations is the use of points surveyed by GNSS techniques. A
variety of criteria have been found for the comparison of GDEMs, but the most used are the RMSE
and the standard deviation of the elevation error. There are numerous criteria with a more user-centric
character in thematic areas, such as morphometry, geomorphology, erosion, etc. However, in none of
the thematic areas does there exist a standard method of comparison. This limits the possibilities of
establishing a ranking of GDEMs based on their user-focused quality. In addition, the methods and
reference data set are not adequately explained or shared, which limits the interoperability of the
studies carried out and the ability to make robust comparisons between them.

Keywords: DEM; GDEM; SRTM; ASTER; NASADEM; WorldDEM; MERIT; ALOS-AW3D30; FABDEM

1. Introduction

A digital elevation model (DEM) is a digital representation of elevations (or heights) of
a topographic surface in the form of a geo-rectified point-based or area-based grid covering
the Earth or other solid celestial bodies [1]. When a DEM records the bare earth, it is called
a digital terrain model (DTM), and when the upper surface of biosphere elements and
human-made features are included, it is called a digital surface model (DSM). DEMs are
data of great importance due to their wide use in a wide variety of sciences (e.g., geology,
hydrology, agronomy, forestry, etc.) and user communities (scientists, engineers, military,
etc.). Due to their importance, DEMs are included in the INSPIRE themes [2], and also
in the global fundamental geospatial data themes defined by the United Nations Expert
Committee for Global Geospatial Information Management [3]. According to this group
of experts, DEMs have a significant role in objectives 1, 2, 3, 6, 7, 11, 13, 14, and 15 of
sustainable development as defined by the United Nations.

A specific type of DEM is the Global DEM (GDEM), characterized by its almost global
coverage. GDEMs are commonly created by international research efforts, based on satellite
platforms, and used for global studies by international user communities or organizations.
The first GDEM with free access data was the SRTM (Shuttle Radar Topography Mission),
which appeared in 2005 [4] and led to a revolution in the field of geoscience. Since then,
many other GDEMs have been made available, such as, in chronological order: ASTER (Ad-
vanced Spaceborne Thermal Emission and Reflection Radiometer) [5,6]; WorldDEM [7–9];
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NASADEM 1′′ [10]; ALOS-AW3D30 1′′ [11]; Copernicus DEM [12], MERIT (Multi-error-
Removed Improved-terrain) [13]; FABDEM (Forest and Buildings removed Copernicus
DEM) [14], etc. These GDEMs have different characteristics as they were created using
different technologies, platforms, resolutions, processes, etc. (see Table 1). Additionally,
over time, new versions are generated and some of these data sets are often tweaked and
enhanced by companies. In this way, the availability of so many options introduces the
need to select the most suitable GDEM for each use case; this, in turn, leads to the need to
compare them. Since the appearance of ASTER, hundreds of GDEMs-data set comparison
studies have been published for different proposes, in different locations, topographies,
and ground conditions, and comparisons have been carried out based on different criteria,
methods, and reference data. However, as indicated by Uss et al. [15], “comparison between
DEMs is a complicated task”. The existence of such a large and varied offering is a serious
problem for GDEM users, since they do not always have the capacity to carry out a selection
process. In addition, the abundance of published papers reporting results that are not
easily comparable introduces confusion. As Strobl et al. [16] indicated, “today we find
ourselves in a situation in which it is often difficult, even for experts, to assess what the
major strengths, weaknesses, and differences are between the available data sets and to
decide which DEM might be the most accurate or appropriate for a certain application or
region”. In this way, the Digital Elevation Model Intercomparison eXperiment (DEMIX)
project should be highlighted, which, among its objectives, evaluates GDEMs [16] in order
to propose well-specified criteria and measures and standardized comparison methods
and to provide reference data sets throughout the world. Due to the applied importance
of DEMs, the evaluation of their quality is a key topic today; recent papers such as [17,18]
presented both general and critical reviews of the methods applied. However, this paper
offers a vision that is much more focused on a specific reality: the comparison of GDEMs.

Table 1. GDEMs considered in this study.

Data Set Coverage Acquisition
Years

Resolution
(m) Vertical Accuracy Datum

Plain/Vertical References

Free global
DEMs

ALOS
AW3D30 82◦ S–82◦ N 2006–2011 30 4.4 m (RMSE) WGS84/EGM96 [11,19]

ASTER 83◦ S–83◦ N 2009–2019 30 12.64 m (RMSE) WGS84/EGM96 [5,6,20]

SRTM 56◦ S–60◦ N 2000 90 5.6–9 m (90% LE) WGS84/EGM96 [4,21]
30 11.5 m (RMSE) [22]

TanDEMx (1) Entire Earth 2010–2015 12 3.49 m (90% LE) [7]
30 10 m (90% LE)
90 10 m (90% LE)

Copernicus (2) Entire Earth 2011–2015 30 4 m (90% LE) [23]
90 4 m (90% LE)

FABDEM 60◦ S–80◦ N 30 1.12–2.88 m (MAE) [14]

Error-reduced
versions of

SRTM

EarthEnv 60◦ S–83◦ N 90 4.13 m (RMSE) WGS84 [24]

NASADEM 30 6.4–12.08 m
(RMSE) WGS84/EGM96 [10,25]

MERIT 60◦ S–90◦ N 90 5 m (LE90) EGM96 [13]

Commercial
GDEM

WorldDEM Entire Earth [7]
2010–2015 12 4 m (90% LE) [26]
2017–2021 5 2.5 m (90% LE) [23]

Notes: (1) Proposed uses of the 12 m and 30 m global TanDEM-X DEMs are submitted for evaluation for free
disposal at no charge. (2) The abbreviation COP will be used in the document instead of Copernicus.

Aligned with the goals of the DEMIX project, the objective of this study is to carry out
an analysis of the procedures used for comparison exercises involving at least one GDEM
that have been carried out from 2005 to the present. The result of this review and analysis
will discover the most widely-used criteria and the most popular reference information
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and comparison methods, as well as their strengths and weaknesses; all this is aimed at
offering some kind of recommendation. To the best of our knowledge, no similar review
has been carried out before considering this type of data.

This document is organized as follows: After the Section 1, in the Section 2, the set
of scientific sources used in the process (called corpus) is presented. Then, the analysis
of the results is carried out considering the GDEMs that intervene in the comparisons,
the reference data and the sample used, the comparison criteria, and the results of the
comparisons. Subsequently, a more general discussion is presented and, finally, the main
Section 5 are presented.

2. Materials and Methods

This section covers the methods employed to generate a representative sample of
documents for the analysis and a brief presentation of the results (the corpus) from a
bibliographic perspective.

A two-line search strategy was deployed. In the first line, various databases integrated
into the Web of Science (hereinafter WoS) were accessed (WoS is a trademark of Clarivate,
Philadelphia, United States), and in the second, a direct anonymized search through Google
was performed. In both cases, the same filtering criteria were applied. The criteria were the
following:

• Typology of documents. Only scientific papers were considered;
• Scientific guarantee. The core of the corpus includes scientific papers mostly published

by journals that were registered in databases included in the WoS (e.g., SCIELO, etc.).
Then, in addition, an expanded search included other journals that were not ranked;

• Time span. From the appearance of the second free GDEM (2005) until the end of
August 2022;

• Keywords. Each of the GDEMs available today and in the past were considered.
Since the research proposed was centered on comparisons between GDEMs, possible
pairs were considered. Additionally, terms related to comparisons (e.g., comparison,
evaluation, validation, assessment, accuracy, quality, ranking, etc.) regarding the term
DEM were sought;

• Scope of the search. In the case of the WoS, the searches were performed including
title, abstract, author keywords, and KeyWords Plus (a set of terms derived from the
titles of articles cited by the author of the article being indexed). In the case of searches
through Google Scholar, there was no control over these aspects;

• Scope of analysis. We looked for papers that included at least one GDEM and at
least one more DEM, and centered on accuracy assessment (a comparison between
a product and a reference) and analysis that was not too dissimilar. Cases with only
accuracy assessments were ignored.

Finally, the query made in the WoS was TS = (DEM NEAR comparison) OR TS = (DEM
NEAR ranking) OR TS = (DEM NEAR accuracy) OR TS = (DEM NEAR evaluation) OR
TS = (DEM NEAR assessment) OR TS = (DEM NEAR quality) OR TS = (DEM NEAR val-
idation) AND (TS = (SRTM) AND TS = (ASTER)) OR (TS = (SRTM) AND TS = (ALOS))
OR (TS = (SRTM) AND TS = (AWD3D30)) OR (TS = (SRTM) AND TS = (TANDEM))
OR (TS = (ASTER) AND TS = (ALOS)) OR (TS = (ASTER) AND TS = (AWD3D30)) OR
(TS = (ASTER) AND TS = (TANDEM)) and Article or Review Article (Document Types).
Timespan: 1 January 2005 to 30 August 2022. In the case of searches through Google
Scholar, the same filtering was manually applied by the authors. The final result was a
set of 390 references. The abstract of each of these references was read in order to detect
cases with topics outside the interests of the research. Finally, a total of 313 references (the
corpus) were obtained, which are the basis of the analysis presented in the next section. As
Supplementary Materials, an excel file is provided where the documents that make up the
corpus are identified.

Now, we proceed to a brief analysis of the results from the documentary perspective
with the aim of characterizing this material. Figure 1 shows the evolution of the number of
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references through time until the last complete year of the analysis. In relation to temporal
evolution, the growing trend shown in Figure 1 is fair, which indicates a clear interest in the
matter. Table 2 shows the titles of the journals that supply more than five references to this
study. As can be seen from their titles, they are all related to geosciences, either with a more
instrumental or technological vocation (for example, focused on remote sensing) or with a
more applied perspective (environmental, geography or hydrology). In relation to the rest
of the sources there are a total of 158 different journals and congresses, but which can also
be considered as belonging to the two groups indicated above for the sources that make
the greatest number of contributions. As a graphic summary of the titles of the papers
and their abstracts, Figure 2 presents a cloud of words once the stop words and numbers
have been eliminated and a stemming process has been applied using the WordArt App
(WordArt.com, accessed on 1 May 2023). The cloud is dominated by the word “DEM”,
which seems obvious. The word “model” occupies a second predominant position. This
word does not really add much and usually appears as part of a “digital elevation model”
or shorthand for it. The next most important words are “accuracy”, “SRTM” and “use”,
which do focus the theme of this document a great deal.
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Table 2. Journals that supply at least five references (N) to this study.

Journal Title N

Remote Sensing 22
Geocarto International 12
International Journal of Remote Sensing 9
Remote Sensing of Environment 8
Arabian Journal of Geosciences 6
Journal of Hydrology 6
Environmental Earth Sciences 5
IEEE International Geoscience and Remote Sensing Symposium (IGARSS) 5
ISPRS International Journal of Geo-Information 5
Remote Sensing Letters 5
Revista Brasileira de Geografia Física 5

Once the set of documents to be analyzed is available, some mechanism is needed
that allows their analysis in a systematic way. Essentially, what is intended is to answer
some basic questions: Which GDEMs have been compared? Where have the comparisons
been made? How many comparisons have been made? How have the assessments been
carried out? Which is the GDEM option with the lowest RMSE? To support this process,
a macro-table was designed with an entry for each document in which all the aspects
presented in the next Section 3 have been recorded. This table has five sections. The
Section 3.1 is dedicated to bibliometric aspects and focuses on the document itself (e.g.,
title, year, etc.). The Section 3.2 is focused on the sampling carried out in the comparison
work (e.g., number of locations, used elements, etc.). The Section 3.3 includes an extensive
list of possible accuracy criteria and allows accountability on the use of these in each of the
papers analyzed. This list has been generated in the process of analyzing the documents.

WordArt.com
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Therefore it is not a list based on previous ideas, but on what was actually found in genuine
comparisons. The Section 3.4 considers the frequency of use of the existing GDEMs. Finally,
the Section 3.5 includes a list of possible types of reference data sets used (e.g., LiDAR
data, GNSS data, etc.). This table was filled out by hand by the authors, extracting the
information from each document. Many of the aspects that are recorded in the macro table
are binary (true/false) (e.g., Does it use RMSE for the elevation error? Does it use standard
deviation for the elevation error?; and so on). In this way, much of the subsequent analysis
will be based on the analysis of proportions and the relationships between them.
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3. Results Analysis

The analysis developed is organized following the structure of the macro-table pre-
sented above. In this way, five main subsections are established, in which the presentation
of the results and their particular analysis will be developed. A more general analysis will
be presented in the Section 4.

3.1. GDEMs

At this point, it is important to highlight that we are not going to distinguish between
the different versions that a product may have (e.g., three versions for ASTER or four
versions for SRTM) because many times in the papers analyzed they do not properly
identify the version of the data set with which they work.

As indicated in the Section 1, there are numerous GDEMs and there is an actual need
to know which of them is the most appropriate option. In addition, aligned with the DEMIX
project, the objective of this paper is to analyze the GDEMs comparison procedures since
they are the tool used to obtain objective evidence of the GDEM’s performance. In this
paper, the GDEMs considered are those that appear in Table 3. In relation to GDEMs, we
are interested in knowing the number of times each of the GDEMs is used, which are the
most common comparisons between GDEMs, the GDEM analyses performed by country,
and the evolution of these analyses over time. Table 3 presents the mere count of cases
for each GDEM and year and it clearly shows that ASTER and SRTM (90 m and 30 m
versions) are the most popular ones in the corpus analyzed. On the other hand, this table
also presents a clear temporal trend of increasing the number of research papers, making
evident a growing interest.
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Table 3. Count of cases for each GDEM and year in the corpus (sorted by total cases).

Year 2004 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 Total

ASTER 1 1 1 2 5 4 6 7 16 19 21 14 24 37 36 40 15 249
SRTM-30 1 1 4 2 8 7 9 11 21 33 41 46 17 201
SRTM-90 1 1 1 5 4 1 4 10 13 17 6 11 24 14 9 8 129

AWD3D30 4 12 13 18 24 10 81
ALOS-PRISM 1 1 2 1 2 4 17 18 26 8 80

WorldDEM 1 2 4 5 8 2 3 25
TANDEM-X90 1 7 9 5 2 24
TANDEM-X30 1 1 1 3 10 5 2 23

NASADEM 1 1 2 11 3 18
MERIT 1 1 4 4 4 4 18

GMTED2010 2 2 2 2 1 2 1 12
GTOPO-30 1 2 3 2 1 1 10

COP30 1 4 3 8
EarthEnv-DEM90 1 1 1 1 1 5

GLOBE 1 1 1 3
COP90 1 1 2

ETOPO01 1 1 2
FABDEM 1 1

Total/year 1 2 2 4 10 9 11 16 38 50 57 49 84 149 156 181 74 891

Table 4 presents the crossing of all the GDEMs against all the GDEMs used together.
The results are presented in the form of an upper diagonal matrix and for greater reading
comfort the zeros appear as empty cells. This table shows in the diagonal the values pre-
sented in the “Total” labeled column of the previous Table 3. In the upper triangular matrix,
the crossovers detected in the comparisons made in the papers of the corpus are presented.
Table 5 is derived from Table 4, and presents the total number of comparisons that have
been made for each of the GDEMs. Both tables clearly show that SRTM (30 m + 90 m)
is the one more frequently considered, but ASTER is also a very frequent option. As is
logical, in the comparisons the smallest number of GDEMs involved is 2 (e.g., [27,28]). This
situation was mandatory in the first years when the availability of GDEM was limited to
two products. In the corpus analyzed, the largest number of GDEMs involved in a single
comparison is nine [29]. The average number of comparisons of GDEMs that is usually
carried out in the corpus is 3.28 (mean of the ratio between the number of times that each
GDEM appears between the times that it has been compared with other GDEMs), and
34.93% percent of the papers compare four or more GDEMs.

Table 4. Crossing of GDEMs used together.
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SRTM-30 201 57 14 168 68 6 3 1 65 12 20 19 14 1 6 7 3
SRTM-90 129 2 112 23 8 2 1 27 8 9 14 10 1 7 3
NASADEM 18 13 6 8 4 1 3 1 1 5 1
ASTER 249 64 9 2 1 66 13 17 13 21 1 7 8 4
ALOS-PRISM 80 9 3 8 7 5 1 4 2 1
GTOPO-30 10 3 1 2 5 2
GLOBE 3 1 2 3 2
ETOPO01 2 1
AWD3D30 81 10 7 9 9 3 2 2
MERIT 18 5 4 2 1 1 1 1
TANDEM-X30 23 2 5 2 1
TANDEM-X90 24 3 1 1
WorldDEM 25 1
COP90 2
COP30 8
FABDEM 1
GMTED2010 12 3
EarthEnv-DEM90 5
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Table 5. Times each GDEM has been compared with other GDEMs (ordered by N).

GDEM N

ASTER 591
SRTM-30 457
SRTM-90 321

AWD3D30 242
ALOS-PRISM 223
TANDEM-X30 82
TANDEM-X90 82

WorldDEM 73
MERIT 68

NASADEM 64
GMTED2010 43
GTOPO-30 38

COP30 32
EarthEnv-DEM90 22

GLOBE 18
COP90 7

ETOPO01 6
FABDEM 2

In relation to the location of the test sites used for the comparisons, Table 6 presents
the number of times that each GDEM is mentioned in each of the countries identified by
their alpha-2 codes assigned by the International Standardization Organization. Despite the
majority being one-country experiments, there are numerous cases in which comparisons
are made in multiple countries. There are a total of 22 papers (7%) in which two or more
countries are considered. There are just 9 papers that have a global analysis perspective. For
example, ref. [30] performs a complete worldwide screening of the SRTM v4.1 and MERIT
DEM. ref. [31] used 32 floodplain locations all over the world. In ref. [32], 1524 points
of altimetric prominence distributed throughout the world are analyzed, and in ref. [33],
elevations from 96 runways from diverse aerodromes were considered. Test cases using
reference data from just one country are the majority and comprise a total of 68 different
countries, which means 35% of the total of countries in the world. However, the number of
papers per country is evenly distributed. As can be seen in Table 6, there are countries with
a large number of cases (e.g., India), but those that only appear once are more than a third
of the total. With the exception of the USA, we noticed that the countries with the largest
number of cases are those emerging countries with altimetric data needs that might not be
adequately covered by products from their national mapping agencies. Three out of four of
the BRICS countries (Brazil, Russia, India, and China) lead the list.

Table 6. Distribution of cases (N) per country (ordered by N).

Country N Country N Country N

IN 53 ID 4 DE 1
CN 36 NP 4 EC 1
BR 25 PL 4 EE 1
TR 12 SP 4 ET 1
US 12 BD 3 HR 1
IR 10 CA 3 HT 1
IT 9 CH 3 HU 1
SA 9 DZ 3 KR 1
EG 8 JP 3 LB 1
GR 8 KG 3 ML 1
NG 7 MX 3 MM 1
RU 7 NZ 3 MZ 1
IQ 6 TN 3 NE 1
MY 6 UA 3 PK 1
PE 5 CO 2 PU 1
UZ 5 ES 2 RO 1
AQ 4 JO 2 SE 1
AR 4 MA 2 SI 1
AU 4 NO 2 SK 1
BO 4 VN 2 SV 1
BT 4 AM 1 UK 1
CL 4 AT 1 ZA 1
FR 4 CM 1 World 9
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3.2. The Reference Data

One of the issues that makes comparison between GDEMs difficult is the widely
inconsistent reference data used [15]. A suitable reference data set is one that is independent
of the GDEM data being compared and that in addition has substantially greater accuracy
(on the order of three times). These conditions are usual in the analysis of the positional
accuracy of geospatial data [34], but in most of the papers of the corpus, there is simply no
effort spent on justifying the selection of the reference. Even more, it is very usual that the
accuracy of the reference data is not explicitly stated. We set aside the use of GNSS, geodetic
monuments, and IceSAT data, which by design might be suitable for the task, and focus on
other situations. In many cases, maps at a scale of 1:50.000 are used (e.g., [35,36]), and even
at smaller scales (e.g., 1:100.000 in ref. [37]). From this information a planimetric accuracy
bound of the original source can be inferred, but not the altimetric accuracy because it does
not always have a direct relationship with the planimetric accuracy. In some papers, the
evaluation of slope and orientation is proposed instead of the elevation (e.g., [38–42]), and
the situation regarding the accuracy of the reference data is even more obscure. It is usual to
establish conditions or limitations on references. For example, the reference extraction area
is limited to those areas with a slight slope and bare soil (e.g., [31,33]) or to areas of smooth
topography and bare soil [43]. We consider that these limitations are more typical of the
establishment of the population under analysis than of the very definition of the reference.

Another important topic is the geometry of the reference. The use of points is com-
monplace, although under this category we can include terrain points surveyed with GNSS
technologies (e.g., [44,45]), by LiDAR systems (e.g., [29]), vertices of traditional topographic
and geodetic networks (e.g., [40]), or even footprints, in the form of points, of some satellite
altimeters (e.g., [46]). Also mentioned, but much less widely used, are linear elements
like profiles (e.g., [47,48]), geological lineaments (e.g., [49,50]) and surfaces (e.g., [15]). In
cases related to functional quality, quality assessment and applied perspective (use-case
centered), specific reference data are used for each use case. Ref. [51] counted detected
dolines (karst depressions) with reference to manually interpreted data, while [52] relied
on in-situ observations. Other terrain features like gullies are also possible [53]. Some
authors compared landslide true instances with reference to their estimations (e.g., [54–56]).
Volcano lahar is modeled and compared to observed trajectories [57]. For hydrological
applications, among others, we can mention ref. [58], who compared gauge stations to
simulation data. Comparing the shape of the real inundation area to its estimations is
also possible [59]. Our analysis will focus exclusively on the typology of the reference,
since going into greater detail will generate significant dispersion in the results. For our
purposes, the classification of reference sources is as follows:

• GCP-GNSS. Any set of ground control points (GCP) captured by GNSS (Global Navi-
gation Satellite Systems) techniques (e.g., GPS, Galileo, etc.);

• Geodetic Benchmarks. Geodetic or topographic vertices of the official leveling networks;
• ICEsat. Data from the altimetric profilometer of the ICEsat satellite;
• LiDAR Cloud. Any kind of LiDAR data cloud irrespective of its different characteristics

(aerial data, UAV data, different densities, and accuracies);
• Other—Elevation Data. For example, while using the DEM to estimate building

heights, reference data is the height of the building;
• Other—Raster Data Set. This usually refers to the use of another elevation data set

(e.g., global, like WorldDEM/TandemX, or just a local DEM) or a legacy source, like a
digitized version of elevations taken from an official small-scale topographic map;

• The 3D Lines–Profiles. These can be illustrated with 3D profiles corresponding to tran-
sects or communication routes or aerodrome runways of varying resolution and accuracy;

• Planimetric Features. Any 2D data set used to analyze the fit of the GDEM, such as a
hydrographic network, geological lineaments, building footprints, etc. No elevation
reference data is involved;
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• Functional Reference Data. Basically occurs in functional quality assessments (e.g.,
erosion, floods, etc.), where reference data appropriate to the use case is used (e.g., tons
of eroded material, volume of floods, etc.). No elevation reference data is involved;

• None. No reference data is used in the comparison.

Table 7 presents the count and percentage of use in the comparisons of each of the
above-indicated reference typologies. The clear predominance can be observed in the use of
ground control points surveyed using GNSS techniques (30%), as well as the use of existing
official DEMs (20%). It should be noted that the use of LiDAR data clouds is still quite low.
We suppose that this is due to both the problems of having sufficiently large areas surveyed
and the problems of managing large volumes of this type of data. It is also noteworthy
that the use of 2D and 3D elements is not very widespread either. It is relevant to indicate
that there are cases in which reference data is not used. They correspond to cases where
internal or visual consistency is used. It is also of interest to know if various references are
used together. In this regard, the count of crossover cases between references is offered in
Table 8. Table 8 indicates that “GCP-GNSS”, and to a lesser extent “Official-DEM”, are the
most standard reference types since they are those that appear most often crossed with the
other reference categories. Just 9% of the comparison exercises have been performed using
some sort of functional accuracy.

Table 7. Count and percentage of cases for each reference category.
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Table 8. Crossing of references used together.
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Official-DEM 72 1 1 6 1 2 1
Other—Raster 36 1 1 1 1

Functional Ref. Data 31 1 1
Geodetic Benchmarks 29

ICEsat 28 5 1
LiDAR Cloud 24

3D Lines–Profiles 10
Other—elevation 9

Planimetric features 6
None 6
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3.3. The Sample for the Evaluation

As indicated by [34], the evaluation of geospatial data is usually achieved by sampling,
since a complete evaluation is unaffordable (resources, time, etc.). Through sampling, the
aim is to estimate a parameter of interest in the population (estimation process) or to decide
to accept or reject a certain hypothesis about the said parameter (control process). In either
case, the problem must be approached using the appropriate sampling theory of statistics.
In this regard, the aspects that must be considered are defining the population of interest,
defining the parameter(s) of interest, establishing whether to test a hypothesis or make an
estimate, the type I and II errors in the hypothesis test or the precision in the estimation,
etc. In general, the papers that have been analyzed do not present a rigorous statistical
framework in the definition of the samples that are subsequently proposed. The following
paragraphs describe what was observed in the corpus.

Going into technical details related to sampling aspects, we consider that the popu-
lation of interest is not completely defined. Of course, the GDEM(s) to be analyzed are
known, but the spatial extent that the analysis is intended to cover is not usually explicitly
indicated, or it is not carried out adequately. For example, it is declared what GDEM is
used, but it is not usually explicitly stated that the area of interest is a certain zone (e.g.,
continent, region, country or state), e.g.: “the ASTER in country XXX” or “the ASTER in
region YYY”. The indication of the area is given more from the metadata perspective on
where the analysis is carried out (location context) than as an element of the definition of
the population of interest.

The above is related to the sites where the analysis is carried out in each paper. A
site is an area (world, continent, country, region, province, etc.) of interest and each paper
must have at least one. The area of interest should be defined by one or more geographical
windows or boundaries, but this form of definition is not usual. In relation to the number
of sites per document in the corpus, the mean value is close to three. Up to 73% of cases
involve only one site, but there are four cases that exceed forty sites. In general, if the
objectives expressed for the papers are compared with what subsequently materializes in
the method and results, we consider that in most cases the population is not adequately
sampled with a single site and, thus, no statistically sound conclusions can be extracted. In
any case, the authors seem satisfied with their results and representativeness.

In addition to establishing the site(s) of interest, the size (area) of these sites is a key
aspect of sampling. By this, we refer to the spatial extension covered by the sample to be
analyzed (for example, a municipality, etc.). This aspect, which is very important from a
statistical point of view, is not well addressed in most of the cases. In fact, 42% of them
do not explicitly provide the size of the area. Statistics regarding the size [km2] of these
areas appear in Table 9 and show great variability (see range [Max–Min] and standard
deviation). Here, the most interesting information is related to the values of the percentiles;
thus, considering the spatial resolution of the GDEMs, and keeping in mind their most
appropriate range of applicability scales, we consider that there are numerous cases where
the indicated test-area sizes are small.

Table 9. Basic statistical figures for the area of analysis per paper [km2].

Mean Mode Min Max Standard
Deviation

215 × 103 100.00 0.20 8.00 × 106 1.08 × 106

5% percentile 25% percentile 50% percentile 75% percentile 95% percentile

3.40 114.50 997.00 8.62 × 103 622.22 × 103

Stratification is an appropriate strategy for sampling when it is considered that within
the population there are subgroups with more homogeneous behavior. The perspective
(estimation or hypothesis testing) and the parameter to be evaluated also affect the sampling
design. For example, a quantitative variable is not the same as a qualitative variable, and
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within these, the number of categories or levels must also be considered. The majority
of the papers analyzed have an estimation perspective and not so much quality control
(contrast or hypothesis test) on that parameter (parameters of interest will be discussed
in the next section). In any case, the stratification criteria can vary according to the needs
of the researchers and the specific conditions of the area where an analysis is performed.
Stratification can be considered as a refinement to be applied either to the design of the
sample or to the presentation and analysis of the results. In the case of this corpus, we
can conclude that stratification is only used for the presentation of the results in order
to demonstrate a previous hypothesis. That is to say, there is no paper in the corpus
with a statistical application of stratification in the sampling design. In general, there is
simply no sampling design. In line with what was indicated above, the following examples
use stratification to present the results: ref. [45] establishes four types of areas; ref. [29]
establishes classes based on slope and cover; and ref. [46] considers classes based on height
intervals. In total, there are 116 papers (37%) in which the application of stratification for
the purpose of reporting results is used.

3.4. The Criteria Used in the Evaluation

In many cases, the evaluation carried out is datacentric (as defined by [60]) and, in
general, it only focuses on vertical positional accuracy. Only in very few papers are derived
variables included in the comparison. For example, refs. [61,62] and others considered slope
accuracy, while ref. [38] considered aspect. Ref. [40] considered both. However, studies
that present a user-centric orientation (as defined by [60]) for the comparison exercise are
becoming more frequent. For example, ref. [63] in relation to the case of floods, ref. [64] in
relation to the prediction of land cover, and ref. [65] in relation to the determination of peaks.
It should be remembered here that our corpus was devoted to comparison exercises; there
might certainly be other papers, not involving a comparison, which performs user-centric
accuracy estimates but were not considered here. Ref. [66] proposes evaluating the quality
in a complete way, but they do not establish a quality model only independent measures.

The parameters used in the comparison of the GDEM are a very relevant element
because, on the one hand, they must be considered as a surrogate of the purpose and
perspective adopted in the comparison, and, on the other, because they establish conditions
for the comparison method itself. In any case, we must distinguish the metric (e.g., RMSE,
STD, and LE90) from the theme to which it is applied (e.g., elevation, slope, aspect, etc.).
The combination of a metric and a theme is called an evaluation criterion. Tables 10 and 11
present the cases identified in the corpus with the combinations of the metrics with the
themes of interest (the criteria). The criteria have been grouped by themes of interest. In
total, 10 different basic metrics were identified (Correlation Coefficient R, IQR, LE90, LE95,
MAD, MAE, NMAD, RMSE, STD, and Range). Not all of these metrics were applied to
all themes. Despite being well established, the formulas as reported by the authors are
sometimes wrong. To avoid these problems a reference to a reputable source could be used,
e.g., ISO 19157 annex D [67]. On the other hand, Table 11 shows metrics that are directly
linked to the user needs (e.g., flood areas, topographic wetness index (TWI)-related, etc.).

Focusing our attention on Table 11 and leaving aside the most popular criteria for a
moment, it is noteworthy that a small number of metrics are applied also to horizontal
accuracy and orientation accuracy. In the case of elevation and slope, the number of metrics
is much higher. We believe that this higher number is due to the greater interest in these
topics (elevation and slope) and, therefore, the need to explore which metrics may be more
appropriate. In any case, these metrics are quite conventional, and, as mentioned above,
many of them are defined in a general form by the international standard ISO 19157 [67]
devoted to the quality of geospatial data. In relation to the most popular criteria (Table 11),
the variety of options is large. The terms included in the “explanation” column for this
case are not metrics per se, but explanations related to the processes that are considered.
For example, within morphometry, there are many themes that are used in the papers (e.g.,
bifurcation ratio, form factor, stream frequency, etc.), and in the case of spurious pits, there
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are also several possible metrics (e.g., presence/absence, density, count, area covered, etc.).
This situation makes it impossible to present here all the metrics detected in the corpus
analyzed, and that is why a term related to the purpose is used as a label for each issue.

Table 10. Criteria (theme + metric) used in the comparisons involving raw data.

Criteria Criteria Criteria Criteria

Theme Metric Theme Metric Theme Metric Theme Metric

Elevation

EL_CorCoefR
EL_IQR
EL_LE90
EL_LE95
EL_MAD
EL_MAE
EL_NMAD
EL_Range
EL_RMSE
EL_STD

Slope

SL_CorCoefR
SL_IQR
SL_LE90
SL_LE95
SL_Lenght
SL_MAD
SL_MAE
SL_Other
SL_Range
SL_RMSE
SL_STD

Aspect

AS_MAE
AS_Other
AS_Range
AS_STD

Horizontal

HZ_CE90
HZ_Range
HZ_RMSE
HZ_STD

CorCoefR = linear correlation coefficient; IQR = interquartile range; LE90 = linear error at 90% confidence;
LE95 = linear error at 95% confidence; length = length; MAD = mean absolute deviation; MAE = mean absolute
error; NMAD = normalized median absolute deviation; range = range of values; RMSE = root mean squared error;
STD = standard deviation; other = some other option.

Table 11. Criteria applied and explanation of metrics.

Theme Explanation of the Used Metrics

Contourlines Metrics derived from the use of contour lines as a mean of analysis of the compared topography of
two DEM data sets (e.g., horizontal displacements).

GeologicalLineaments Metrics derived from geological lineament analysis (e.g., density, length, etc.) as well as
horizontal displacements.

InundationAreas Metrics derived from the analysis of inundation areas (e.g., inundated area and horizontal
displacement of inundation area border).

Landslide Metrics derived from analysis based on the occurrence of landslides (e.g., count, density, length, etc.).

LinearFeatures Metrics derived from analysis based on the presence of linear features (e.g., count, length, horizontal
displacement, etc.).

Geomorphometry Metrics derived from any kind of geomorphometric analysis, mainly on a basin base (e.g., basin area,
basin perimeter, etc.).

Orthorectification Criteria related to the quality of derived orthorectified data
Profiles Metrics derived from any type of profiles (e.g., straight profiles, profiles along watercourses, etc.).

Registration Metrics derived after a minimization process of the discrepancies with respect to another DEM used
as reference, by means of a horizontal shift.

SpuriousPits Metrics derived from the presence/absence of spurious pits in DEM databases (e.g., density,
commissions, omissions, etc.).

TerrainRoughnessIndex Metrics derived from the use of indexes related to the terrain roughness (e.g., surface slope,
curvature, topographic roughness index, etc.).

TWI Metrics derived from the use of the topographic wetness index (TWI), or similar.

Visual Metrics or subjective qualifications derived from any type of visual analysis, for example, a visual
inspection flight over the DEM, shading, etc.

FunQuality Metrics derived from the performance of the DEM data for certain applications based on models,
simulations, and so on, and not considered in the three cases below.

Hydrology A case of FunQuality centered on hydrology. Metrics derived from hydrological models and
applications (e.g., water flow, water height, maximum discharge, etc.).

NSENashSutcliffe A particular case of FunQuality centered on hydrology. Metrics based on the application of the
Nash–Sutcliffe model efficiency coefficient (NSE) to assess the predictive skill of hydrological models.

USLE/RUSLE A case of FunQuality centered on soil erosion processes. Metrics derived from the study of soil
erosion by means of the universal soil loss equation or any of its variants (e.g., soil loss).

Other Any other option different from the above.
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To carry out the comparisons between GDEMs, one or more criteria can be applied in
each paper. For example, ref. [44] uses six criteria and [68] twelve. The use of several criteria
offers a multivariate perspective from the statistical point of view, although statistical
studies of this type were not found in the corpus. Concerning the number of criteria used
in the corpus, the modal value is one, 29% of the cases consider four or more criteria, and
there is a case in which twelve criteria are used jointly [68].

Table 12 indicates the criteria used at least 10 times. In this table, it can be seen that
in 9 out of 20 cases, the criteria is related to elevation (EL_xxx). The rest of the popular
criteria are of an applied nature, which clearly indicates their interest. In addition, the
most common measurements are those with a classical statistical basis (RMSE, standard
deviation, and range). The most popular case is RMSE applied to the elevation, but
popularity is just that. Criteria of a more applied nature (morphometric, functional quality,
and hydrology) also appear, but with fewer cases counted and, generally, in papers of more
recent dates. They usually lead to a quality statement, not to a quantitative value, thus
precluding producing a ranking.

Table 12. Criteria with at least 10 instances in the corpus.

General Criteria N Applied Criteria N

EL_RMSE 197 Morphometry 53
EL_STD 121 FunQuality 47
EL_Range 94 Other 26
EL_CorCoeffR 52 Hydrology 18
EL_MAE 50 Profiles 18
EL_NMAD 22 Registration 15
EL_LE90 19 Visual 13
EL_IQR 11 Landslide 10
EL_MAD 10

Another analysis of interest here is how the different criteria are associated. Table 13
presents the crossing of all the criteria against all the criteria for those that account for more
than 10 cases in the diagonal (as shown in Table 12). The results are presented in the form of
a diagonal matrix and for greater reading comfort the zeros appear as empty cells. Several
aspects can be highlighted: First, we note that only the first row counts values for all the
criteria, which indicates that the EL_RMSE is the standard criterion, which means that any
other criteria are always accompanied by this one. The highest values occur for the cross
between EL_RMSE and EL_STD and EL_Range. In the second row, the values are much
lower than in the first row and there are cases of crossings with a null value (zero). In the
other rows, numerous cases with no value are present. In the lower corner of the matrix,
there are few crosses between the most applied criteria; so, although half of the criteria are
of an applied nature, the joint use of them is unusual. In other words, there are no cases in
which two applied criteria are used jointly. For example, using morphometric criteria and
landslide criteria jointly. What is more usual is to apply general criteria (e.g., El_RMSE)
together with applied criteria, which is logical: offer information with two perspectives,
the applied perspective and a more general or standard one.

A better way to understand the structure of the matrix presented in Table 13 is graphi-
cally. For this purpose, with the data from Table 13 a matrix of relative appearances has been
determined, and from it, a matrix of distances has been calculated. After that, a hierarchical
cluster analysis has been applied based on the Ward method for the intra-group distance.
The graphic result is presented in Figure 3, where it is clearly observed that the three indices
with the highest frequency form a compact group (red branch) with respect to the rest,
they are data-oriented criteria applied to elevation. It is also evident that, in the rest, the
grouping of the most applied indexes (hydrology, functional quality, and landslides) is
detected (blue branch); these are use-oriented criteria. The rest of the groups (under the
yellow branch) make up a totum revolutum.
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Table 13. Crossing of criteria used jointly.
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3.5. Quantitative Results

It has already been argued that the corpus shows a plethora of inconsistencies in the
methodology applied by different authors. Despite the fact that they have used different
reference data sets, considered test sites with wildly different areas and (in a few cases)
even computed the metrics with the wrong formula, they have produced for each site a
numerical value which, as a set, might be worth considering at the global scale. If we take
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them collectively, for any given criteria the wisdom of the crowd might produce a sound
value for one GDEM, which in turn can be compared with the equivalent ones produced
for a second GDEM. Thus, for a particular criterion, we will be in the position to establish a
ranking among GDEMs. Only criteria such as EL_RMSE, EL_STD, and EL_Range present a
high number of cases to ensure reasonable representativeness. For the above reasons, we
are going to focus just on the EL_RMSE case, which is the most widely used. In any case,
the following section will include a discussion of the criteria applied.

In line with the above argument, Table 14 presents some basic statistics for the case
of the EL_RMSE for those GDEMs with more than 15 site assessments. One important
issue that affects numerical results is that the maximum values are conditioned by a few
papers. We believe that they make the comparisons somewhat crude. For this same reason,
the mean and deviation values of the metric are also affected. In this way, if we wish to
make a general consistency comparison between the values of the EL_RMSE for different
GDEMs, it is better to focus on the median and other percentiles which are less affected by
extreme values.

Table 14. Basic statistical figures for the EL_RMSE criterion [m].

GDEM N Mean Median 5% Percentile 95% Percentile Min Max σ

MERIT 49 4.64 2.62 1.49 13.12 1.21 17.3 4.26
WorldDEM 54 4.08 3.30 0.79 8.26 0.47 35.90 4.95
NASADEM 35 6.36 5.25 2.04 12.36 1.77 13.26 3.48
TANDEMX90 69 8.28 5.37 1.06 24.55 0.50 49.00 9.59
TANDEMX30 17 8.56 5.51 0.93 22.70 0.64 37.36 9.13
AWD3D30 101 7.71 5.78 1.48 16.84 1.10 61.60 9.32
SRTM30 214 8.66 5.79 2.07 19.10 0.37 186.65 14.26
ALOSPRISM 66 8.80 6.55 1.18 27.25 0.40 40.30 8.35
SRTM90 188 12.01 8.81 2.11 32.53 0.83 88.80 11.71
ASTER 270 13.06 9.68 4.01 27.84 0.93 137.65 12.15

Computing a ranking among GDEMs presumes that those GDEMs involved are in-
deed comparable. The implicit assumption is that the end-user has defined a subset of
GDEMs wherein any of them is suitable for their task. The rationale thus separates GDEMs
like WorlDEMs (a high resolution, non-free GDEM) from others (of lower resolution but free
access). We can identify a subset containing those of 1′′ resolution (one arcsecond) (NASA-
DEM, TANDEMX30, AWD30, SRTM30, ALOSPRISM, and ASTER), and other subsets of 3′′

resolution (MERIT, TANDEMX90, and SRTM90). Both sets were biased by our early deci-
sions regarding the criteria to build the corpus: other global DEMs certainly exist that have
not raised enough interest in the literature to be included in these comparison exercises.

Among those of 1′′ resolution, the ranking using the median of the EL_RMSE shows
that the best GDEM is NASADEM, followed by TANDEMX30, AWD3D30, SRTM30,
ALOSPRISM, and ASTER. If we use instead the more informative LE95 (metric proposed
in various accuracy standards), the best one is again NASADEM, followed by AWD3D30,
SRTM30, TANDEMX30, ALOSPRISM, and the list closes again with ASTER. The most
noticeable change is the fall of TANDEMX30 from second to fourth position. These results
are to be taken as merely informative: we have just used published information, and they
do not arise from a systematic process like the one outlined by the DEMIX project [16].
Among the 3′′ resolution GDEMs, the ranking either for the median or the LE95 metric is
(MERIT, TANDEMX90, and SRTM90).

4. Discussion

An important aspect that undermines the results arising from the corpus analyzed
is the absence of a common methodology for evaluating and reporting the accuracy of
the DEMs and, therefore, of the GDEMs. Of course, for years there have been guides
(e.g., [69,70]) and even standards (e.g., [71]) that could have been used to estimate accuracy
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and perform comparisons between geospatial data products, as well as to better report the
results, but for some reason their use has been very limited in the corpus analyzed. Let us
observe two examples. First, the use of a widely-used standard such as the NSSDA [71] is
mentioned only a few times in the corpus (5 papers out of 313) (e.g., [72]). Second, aspects
as simple as adequately indicating the area of analysis using coordinates are not usual. We
do not know if this is due to the authors’ ignorance of the existence of standards, or because
they consider that these standards are not adequate for GDEM comparisons. All of this
limits the possibilities of performing meta-analyses of a statistical nature, which would be
logical for a situation like this.

From a scientific point of view, we consider that the information provided in the papers
would not always allow the experiment to be replicated, not just because of the lack of easy
access to reference data, but also because of a lack of clarity in the methods and processes.
Abounding in the lack of standardization, numerous papers differ in basic definitions, and
there are even errors in the analytical formulation (e.g., in some cases to calculate the RMSE
the numerator is divided by n-1). We have detected some papers (e.g., [73]) with problems
in the definition of the statistical formulation of metrics (e.g., RMSE and STD). Others show
wrong figures (e.g., STD values larger than RMSE values) or even negative STD values [27].
The inappropriate application of the uncertainty expansion parameters (e.g., LE 90% and
LE 95%) as multiples of the RMSE has also been found (e.g., [74–76]). This is not correct,
since these relationships can only be applied to the case of the STD under the assumption of
a normal distribution of errors. All of the above means that we cannot take for granted the
comparability and interoperability between the values calculated for the RMSE, STD, etc.,
neither between them nor when the same parameter is used in several studies, given that
other relevant aspects (size of samples, data processing criteria, etc.) can vary considerably.

In relation to the data set used as a reference, in some cases, it is not well defined or
identified ([15,77,78]). Despite the fact that common sense states that the reference should
be substantially more accurate than the GDEM, in some cases one of the GDEMs is used as a
reference ([79]). There are also cases of using legacy mapping at smaller scales (1:50.000 and
1:100.000) ([37,80]) which may mean that the data set is not suitable as a reference because
it does not satisfy the criterion of having greater accuracy than the product to be evaluated.
In some cases, the reference data is very scarce and insufficient. For example, ref. [81] use
less than 10 control points. Furthermore, as indicated previously, attention is not always
paid to compliance with the minimum requirements that must be met (representativeness,
independence, and accuracy).

The control or evaluation by points is the most frequent, but as some authors indicate,
its use has a limited value (e.g., [33]). When using points as control elements, most of
the time the issue of the spatial support of the measurement is not considered; ground
control points have punctual support and DEM data represent elevation values referred
to a larger area. This situation and its consequences are too often ignored. On the other
hand, the analysis of positional accuracy is oriented towards altimetry, as is natural due to
the elevation component of GDEMs, but whether or not there is a horizontal displacement
that affects it is not usually analyzed (e.g., [29] evaluate horizontal displacement). Most
evaluations focus on the absolute perspective (absolute vertical accuracy), when for many
applications and analyses the relative vertical accuracy is more important than the absolute
one [29]. On the other hand, it is well known that elevation error and the artifacts present
in the GDEMs greatly influence the elevation derivatives (slope, orientation, curvature,
etc.) (e.g., [40,66]) in such a way that it is possible to have high elevation accuracy and low
shape quality and vice versa [82]. Despite all this, only [40] analyzed pixel-wise error of
elevation, slope, and aspect. For their part, [83] indicates that fine-scale local morphometry
is often much more important than elevation difference metrics. In general, unfortunately,
it is not very common that the authors to report the limitations of the GDEM comparison
and evaluation methods that they apply (e.g., [25]).

From our analysis of the corpus, we concluded that sufficient scientific rigor is not al-
ways applied. For instance, when needed, the normality of the errors is assumed but the ac-
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tual distribution is seldom analyzed. Although there is some controversy about the normal-
ity of elevation errors, this aspect is only analyzed in very few cases (e.g., [74,84,85] among
others). In these cases, analysis based on Q-Q plot graphs is often applied (e.g., [86,87])
dismissing more formal statistical tests. Other possible distributions are almost ignored.
Only refs. [88,89] mention the use of the Laplace distribution as an alternative. There are
few cases characterizing the error through other alternatives, for example through the
application of the semivariogram (e.g., [31,63,90]) or using Fourier analysis (e.g., [43,63,91]).
The possible autocorrelation of the error is practically forgotten. Another aspect that is well
known to affect the numerical results of normal-based statistics is the presence of outliers.
As in the previous case, there are few papers where robust expressions against them are
considered (e.g., MAD, LE90, IQR, etc.) (e.g., [30,85]) with little or no justification. We
consider that this means that the most elementary aspects of the variable of interest, such
as knowing its basic behavior, are not adequately and widely addressed in the corpus.

The common situation is the evaluation of the accuracy of DEMs from a single perspec-
tive, internal or external accuracy, but not jointly ([66]). Assessment of external accuracy is
the most usual option, although, as El Hage indicates, this perspective is not always the
most appropriate. Vertical accuracy is linked to horizontal or planimetric accuracy, but
there are very few studies (e.g., [29,68,92,93]) that analyze the influence of the possible
horizontal displacement between data sets. That is to say that in practically all the cases it is
assumed that this displacement does not exist as an underlying basic hypothesis. However,
this hypothesis is not usually made explicit. The above, together with the aforementioned
problem of the difference in spatial support between the control element (for example, a
GNSS point or a geodetic vertex) and a DEM value (for example, a grid cell), are critical
aspects in these types of evaluations.

Stratification is an appropriate strategy for sampling design and the presentation
of results when there are conditions that generate more homogeneous groups in each
of the strata. The GDEMs cover wide geographical areas with changing topographic,
geomorphologic, and hydrographic conditions, and therefore it seems logical to consider
stratification. However, sampling stratification is never used in the corpus analyzed
here. Stratification is only considered in the presentation of results. Common criteria for
stratification are elevation itself ([94,95]), topography ([36]), slope ([36,79,94]), area ([79]),
aspect ([94,96]), land cover ([36,96]), stack number ([36]), etc. In some cases, several criteria
are considered at once ([36]).

Elevation is trivially the preferred theme for evaluating the accuracy of DEMs. How-
ever, slope and aspect also receive attention in numerous papers. Their joint analysis
(e.g., [38,40,94,97–100]) is usual, but there are also cases in which only one of them is an-
alyzed (e.g., [39,62,101,102]). The analysis of the slope is more frequent than that of the
aspect. Second-order parameters (like roughness and curvature) appear in a testimonial
way (e.g., [61,103,104]). Typically, slope analyses adopt a descriptive perspective (mean
values, deviations, histograms, and visual analysis of some profiles) and not a direct pixel-
by-pixel slope values comparison. In this regard, the application of the goodness-of-fit
test between distributions is missing. In any case, we believe that the foregoing clearly
indicates the need to pay attention to these variables (slope and aspect) derived from the
DEMs, which coincides with what was indicated by ref. [105] when analyzing the uses of
the DEMs through a user survey.

Quantitative, objective metrics lead naturally to a ranking, but there are subjective
alternatives as well. One of these is visual analysis. It also offers numerous options, but
there are no standardized methods. Some form of visual analysis is indicated in thirteen
references. The most complete example is the one presented by ref. [106], which includes
profiles, DEM visualization, and relief shading.

We consider that in general the analyses carried out are weak. There are numerous
alternatives (e.g., elevation profiles, visualization, shaded reliefs, distribution goodness-of-
fit tests, parameters tests, analysis of variance, Q-Q plots, boxplots, hexbin scatter plots,
ROC curves, etc.) that are not typically used.
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In relation to the assessment, a clear formulation of the comparison method to be
followed is lacking, but the majority of the papers offer a ranking of the GDEM analyzed
(e.g., [65,107–110]), although very few propose some kind of procedure to combine various
analysis perspectives in a metric that allows ordering of the analyzed GDEMs ([68,111]).
There are numerous cases in which several criteria are used, but without resulting in an
ordering of the available GDEM. Even when various criteria are used the perspective of
these analyses is not multivariate, from the statistical point of view, nor multicriteria, from
the point of view of decisions. Moreover, there is a paradigmatic case which is that of
morphometric evaluations. There are numerous papers with a morphometric perspective
([66,109,112,113], etc.) where a number of indices are computed (e.g., Horton’s parameters)
and compared with those values computed using the reference DEM. However, in most of
the papers, no joint result is reached for all of them. Morphometric parameters are only
calculated, presented, and commented on in an attempt to uncover a relationship. Thus,
despite the popularity of these analyses and the applied interest they have, there is no
reference to a standard method for comparing and ranking (G)DEMs from this perspective.
In summary, numerous results are generated, but most of the time the authors are not able
to elucidate which GDEM behaves better than another. Regarding multicriteria analysis,
only one paper is noteworthy [65].

One of the most interesting and notable issues is that despite there are numerous
papers that present a certain orientation to fitness for use, the use of the most traditional
perspective, centered on vertical positional accuracy, is dominant. There are also cases in
which vertical positional accuracy indices (e.g., RMSE) derived from control points are
interpreted from an applied perspective, as is the case of ref. [114], who analyzed this
situation in connection with landslide applications.

We can consider the existence of traditional criteria (e.g., EL_RMSE, EL_STD, etc.)
that are focused on vertical elevation error and are based on common statistical metrics
(e.g., RMSE, STD, etc.). They show a generalist and data-centric perspective, typical of
data producers and in which the intended use is not considered. We can also consider the
existence of other criteria, very similar to the previous ones and also based on statistical
metrics, but which already include a broader perspective of what a DEM is. For example,
there are a few papers that rank the global DEM using planimetric accuracy. Ref. [115]
compared global DEM using the double buffer method described in ref. [116]. Instead
of using contour lines as homologous objects, they selected ridges and talweg lines, thus
connecting the analysis to hydrography. Another clear example is the metric applied
to slope and orientation. In some papers, these criteria have been used with a certain
fitness for use perspective, but we believe that they should really be part of a routine
evaluation of DEMs together with the criteria related to elevation (absolute and relative
accuracies). Finally, we can consider the existence of other criteria that are of a much
more applied nature, and the corpus presents numerous examples. We denote them
as functional accuracy, as part of a so-called functional quality concept. It should also
be noted that most of the papers that present an applied orientation usually combine
several criteria. For example, ref. [117] is focused on the suitability of GDEMs for micro-
scale watershed planning, and three watershed-defining parameters (elevation, slope, and
reservoir capacity) were tested in order to determine which performs better. Below are
some examples of fitness for use. Some of these options are directly linked to one or several
of the thematic areas that ref. [118] considers within current digital (geo)morphometry:

• Geomorphology. Ref. [65] is interested in peak detection as remnants of degraded
geomorphic surfaces and uses indices related to the presence of those peaks. Ref. [119]
is interested in the abilities of GDEMs for deriving the topographic wetness index
(TWI) and landform classifications. They use the overall accuracy and the kappa
indexes for the assessment of classification results.

• Geomorphometry. Ref. [120] pays attention to several basin properties: basin area,
average overland flow length, basin slope, basin length along the main channel, basin
slope along the main channel, basin perimeter, and shape factor. They aim to provide
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guidelines for users to select the most suitable GDEM that will obtain an accurate
analysis in less time. Ref. [109] uses “register difference” which represents the area
mismatching degree (%) (sliver polygons area) between the derived data set and the
reference. Ref. [112] applies twenty-one morphometric parameters and uses relative
error in evaluating the similarity between the derived drainage network of the GDEMs
and a stream network derived from a topographic map.

• Determination of water volumes. Ref. [121] estimates water volume variations, es-
tablishing a regression between the volume derived from the analysis of the GDEMs
and the reference values using the correlation coefficient (R2), the normalized root-
mean-square error (NRMSE), and the mean absolute percentage error (MAPE) for the
analysis. Ref. [122] compares three GDEMs and analyzes the behavior of the contour
lines, the longitudinal profiles of dams, and the curves for water reservoir elevation
and stored volume. Ref. [117] uses a flood level and determines the volume stored in
the reservoir vessel.

• Detection of depressions and peaks. Ref. [51] investigates the use of GDEMs to detect
and quantify natural karst depressions. For the evaluation, ref. uses the overall
accuracy and also a morphometric analysis based on the circularity index. Ref. [32]
focuses on the presence of peaks using the topographic prominence which is defined
as the vertical distance between a peak and the lowest contour line encircling it but
not another higher peak.

• Detection of lineaments. Ref. [50] examines various GDEMs at different resolutions in
order to recommend the best one based on lineaments elicitation. Variables of interest
are the density, length, and orientation of the extracted lineaments.

• Drainage network delineation. Ref. [123] analyzes several aspects, among them the
positional accuracy of the resulting drainage network, for which they apply a buffer
method [124]. This is an example of a case where something computable from the
DEM can be discerned as well in the terrain as 2D objects. The same can be anticipated
for roads, but there was no example in the corpus.

• Determination of the height of buildings. Ref. [125] analyzes the feasibility of using
GDEMs for extracting digital building height models and urban elevation profiles and
uses a completion metric that is equivalent to recall (true positive/(true positive +
false negative)).

The methods outlined above only require access to the DEM jointly with the DEM
reference data in order to perform the computation. Among those cases where extra
reference data is involved in the computation (other than elevation), we can mention:

• Quantification of soil loss and erosion. Ref. [126] applied the universal soil loss
equation and compared the results obtained with their reference using the Kappa
index and the producer and user accuracies for a certain number of erosion level
categories. Ref. [102] compared the GDEMs in terms of soil loss and various flavors of
slope (slope, slope length, etc.) as criteria.

• Landslide simulation. Ref. [127] compared the results of landslide risk estimates to
three real landslide events caused by rain. For their evaluation, they used receiver
operating characteristics (ROC) curves, confusion matrices, and a factor called LRClass,
which is the ratio of the percentage of landslide locations within a particular class of
factor of safety in relation to the total number of landslide locations considered.

• Hydraulics. In [110], part of the analysis is based on the use of a numerical model. Sev-
eral results of the simulations are considered: the discharge and water surface elevation
results from the hydraulic model, the delineation of the flooded area, and the relative
sensitivity of the hydraulic model to changes in Manning’s n roughness coefficient.

• Snow avalanches. Ref. [128] analyzed the case of snow avalanche dynamics. As
comparison criteria, they used: (a) flow path, (b) run-out distance and deposit, and
(c) flow velocities and impact pressure.

• Land cover classification. Ref. [64] analyzed the impact of various DEMs in the auto-
matic classification of land covers and the result is evaluated using the Kappa index.
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We consider that the high number of examples of evaluation applied to use cases clearly
shows its interest. Another remarkable aspect is that in many cases metrics already applied
in the geospatial field are used (e.g., completeness, overall accuracy, kappa index, recall,
density, etc.). Unfortunately, unlike the case of data-centric procedures already incorporated
into established standards, there are no standardized procedures for performing these user-
centric evaluations. It is evident that, here, there is a clear gap that offers opportunities for
research, standardization, and outreach.

An important issue to highlight here is that the papers are mostly based on open
GDEM data (despite some commercial ones having been considered), but almost all of
them use reference data that are not offered openly. In this sense, the proposal of [129]
to create a collaborative DEM (DTM + DSM) data control infrastructure worldwide is
interesting. This is also in line with the ongoing DEMIX initiative [16]. Finally, ending as
we have begun this section, the lack of standardization should be highlighted both in the
use of existing standards and in the development of new standards. We believe that many
of the problems indicated above could be avoided if adequate standards were available
that would prescribe certain elementary aspects in order to achieve rigorous comparisons
and guide other aspects of the comparisons.

5. Conclusions

Based on a multiple search strategy, an analysis of a corpus of 313 papers related
to comparisons of one GDEM and one or more DEM/GDEMs with a reference has been
performed. The number of findings in the search confirms that the use of GDEMs is
widespread and that the comparison between different GDEM options continues to be
a topic of interest for the scientific community and users. The most popular GDEMs
in comparison studies are SRTM and ASTER. The distribution by country of the papers
indicates that there is much greater activity in emerging countries (e.g., India, Brazil)
than in developed ones. In general, the definition of the data population to be compared
is not carried out rigorously and most of the comparisons focus on the use of classical
metrics on elevation (RMSE and STD). The RMSE applied to elevation is the standard in
comparisons. It is also common to use more than one metric in comparisons, a fact that
easily leads to conflictive rankings. A multivariate perspective to handle this is not applied
in the analyses. Comparisons have also been found in which criteria more widely applied
and closer to functional quality are used, but this perspective is still not very common.
Comparisons are made using very diverse sources as a reference (e.g., GNSS points, legacy
cartography, topographic network vertices, etc.). We noticed that the data sets used as
references do not always have adequate quality. Regarding the numerical values that result
from the comparisons, the lack of standardized methods, measures, criteria, and reporting
procedures makes it nearly impossible to perform any type of rigorous meta-analysis. Our
analysis has shown the importance of a more applied evaluation of the quality of the
GDEMs, closer to the uses (suitability for use), but also that there are no standardized
methods for it, neither proposed by the user communities nor by the producers. This opens
up a wide field for applied research.

In line with the criteria indicated above, and looking to the future, the main conclusion
of this study is the urgent need to standardize the GDEM comparison methods so that
the results will be interoperable and usable on a global scale. This standardization should
cover the definition of the use cases, the data population, the sampling, the criteria and
measures for comparison, the criteria for selecting the reference, the statistical analysis, and
reporting procedures. Along these lines, and with an open science perspective, a global
GDEM reference infrastructure would be an element of great value to assure transparency.
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