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Abstract: Digital 3D capture and reliable reproduction of architectural features is the first and most
difficult step towards defining a heritage BIM. Three-dimensional digital survey technologies, such
as TLS and photogrammetry, enable experts to scan buildings with a new level of detail. Challenges
in the tracing of parametric objects in a TLS point cloud include the reconstruction of occluded parts,
measurement of uncertainties relevant to surface reflectivity, and edge detection and location. In
addition to image-based techniques being considered cost effective, highly flexible, and efficient in
producing a high-quality 3D textured model, they also provide a better interpretation of surface
linear characteristics. This article addresses an architecture survey workflow using photogrammetry
and TLS to optimize a point cloud that is sufficient for a reliable HBIM. Fusion-based workflows were
proposed during the recording of two heritage sites—the Matbouli House Museum in Historic Jeddah,
a UNESCO World Heritage Site; and Asfan Castle. In the Matbouli House Museum building, which
is rich with complex architectural features, multi-sensor recording was implemented at different
resolutions and levels of detail. The TLS data were used to reconstruct the basic shape of the main
structural elements, while the imagery’s superior radiometric data and accessibility were effectively
used to enhance the TLS point clouds for improving the geometry, data interpretation, and parametric
tracing of irregular objects in the facade. Furthermore, in the workflow that is considered to be the
ragged terrain of the Castle of Asfan, here, the TLS point cloud was supplemented with UAV data in
the upper building zones where the shadow data originated. Both datasets were registered using an
ICP algorithm to scale the photogrammetric data and define their actual position in the construction
system. The hybrid scans were imported and processed in the BIM environment. The building
components were segmented and classified into regular and irregular surfaces, in order to perform
detailed building information modeling of the architectural elements. The proposed workflows
demonstrated an appropriate performance in terms of reliable and complete BIM mapping in the
complex structures.

Keywords: HBIM; laser scanner; photogrammetry; data fusion; multi-resolution data

1. Introduction

Building information modeling (BIM) describes the geometry of a structure in the
form of parametric objects with their attribute information. However, the implementation
of BIM in the field of heritage is a challenging task, as the parametric objects of the
available software are unable to adapt to the morphological irregularities that are common
in historical structures. Generally, modeling architectural elements that are not included
in BIM libraries takes a considerable amount of time [1]. Digital 3D capture and reliable
reproduction of architectural features is the first and most difficult step towards defining
a heritage BIM. Modern 3D survey techniques, such as terrestrial laser scanning (TLS)
and photogrammetry, were recently proposed in different lectures as possible methods
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for reconstructing heritage geometry in BIM, including a remotely sensed point cloud
acquisition technique called Scan-to-BIM [2].

The laser scanner directly records surface geometry, providing high-density and
reliable 3D point cloud representation in a given field of view, with specified measurement
uncertainty. Despite its heavy weight, high cost, and lack of adequate surface coloring,
the method is used in various fields of cultural heritage [3]. The scan density representing
the average spacing between the points should be selected for the level of information
specified in the project requirement [4,5]. However, in TLS point measurements, several
factors lead to imprecise acquisition, and the resulting geometry might be affected by
noise, mainly due to the position of the device during data acquisition, the object–sensor
distance, the angle of incidence of the laser beam with respect to the scanned surfaces, the
properties of the object being scanned, and the signal reflection in certain materials like
marble and gilded facades [6]. In addition, laser scans also have incorrect data points on
spatial discontinuities, such as edges, where the laser beam is partially positioned on two
different surfaces, which is known as the mixed pixel effect [7]. Removing all mixed pixels
from the point cloud would result in incorrect object size measurements. Unfortunately, the
effects of these errors cannot be independently evaluated [8]. As a result, the measurement
uncertainty cannot be represented in the current BIM approaches, and any dimensional
measurement taken using BIM would be considered accurate, regardless of the reliability
of the underlying data.

Furthermore, the lack of high platforms for higher planar data acquisition in TLS
can often lead to missing data of upper building zones, such as roofs and upper parts of
monuments [9]. In HBIM, color is also fundamental for big data interpretation. TLS has
limitations in capturing cloud colors; even when cameras are built into the device, the best
results from their use might not be consistent with the position of the scanner. For outdoor
applications, long intervals between scans result in different lighting conditions of the
captured images, which color the scans. The obtained models have poor color uniformity
after assembling the separate scans. These problems impact the subsequent modeling
phase and the efficiency of the Scan-to-HBIM methodology [10].

On the other hand, image-based approaches are considered cost effective and efficient
and allow a better interpretation of surface linear characteristics for representing real-world
structures in a high-quality 3D textured model [11]. The method is typically recommended
for monuments or buildings with complex geometric shapes [12]. The major advancements
in computer vision and algorithms automated the procedures available to obtain the corre-
sponding point for most pixels in the image. The result is dense, textured 3D points clouds.
The camera-equipped UAV platform overcomes the location restrictions of traditional terres-
trial sensors [13]. However, the available methods also implement standards for the quality
of images and their layout [14,15]. The main challenges are the shadow and textureless
elements that can affect the efficiency of the processing algorithms and the absence of scale
data [16,17].

Combining TLS and photogrammetric techniques to overcome previous bottlenecks
proved to be the most effective way to record large and complex heritage sites in appli-
cations for documentation [18], structure assessment [19–22], texture mapping [23,24],
feature extraction [25], etc. In this work, multi-resolution surveying that combines TLS
with 3D photogrammetric point clouds was used to create the HBIM model objects that are
capable of embodying the richness of the shape acquired. The approach workflow, shown
in Figure 1, provides an effective methodology for data fusion using the Iterative Closest
Point (ICP) algorithm to produce a complete and accurate geometry. These elements were
not only geometrically reconstructed in detail but were also located in their true position in
the building framework, with their respective topological details. Sensor integration was
approached during the recording of two heritage sites in Jeddah, Saudi Arabia—Matbouli
House Museum in Historic Jeddah, a UNESCO World Heritage site; and the Asfan Castle.
The historical houses of Jeddah are rich in detailed architectural elements, known as the
Hijazi architecture style. In the Matbouli building, multi-sensor recording at different levels
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of detail was used to improve the interpretation and plotting of complex parametric objects.
Furthermore, UAV mobility and accessibility were effectively used in the historic Asfan
Castle to allow TLS data completeness.
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Figure 1. Scan-to-BIM workflow.

This paper provides the following main contributions:

- TLS and photogrammetry data fusion to improve built heritage digitization for reliable
BIM with different levels of detail.

- Combination of TLS and UAV imagery point clouds to provide complete geometry
for the Scan-to-BIM process.

- Enrichment of the Hijazi Architectural Object Library by designing high-detail para-
metric and non-parametric objects.

The article is structured as follows. The literature review in Section 2 demonstrates
the rise of BIM in the increasing amount of research on the reconstruction of BIM geometry.
Case studies are stated in Section 3. Data collection and the configuration of the sensor are
discussed in Section 4, including the strengths and limitations. Section 5 describes the data
fusion methodology to improve the geometry of point clouds. The results of the HBIM are
presented in Section 6. The results and conclusions are discussed in Sections 7 and 8.

2. Related Work

Heritage BIM applications were recently identified in a variety of areas, such as
restoration activities [26–28], structural analysis and monitoring [29,30], and facility man-
agement [31,32]. However, implementing these procedures is challenging because heritage
buildings contain unique and irregular elements that are not specified in BIM software
libraries [33]. The lack of advanced BIM platforms with such modeling tools prevents
the proper digital construction of heritage buildings [5,34,35]. This can only be achieved
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by developing more adaptable BIM libraries with additional parametric elements that
represent various heritage objects [36,37]. These elements require accurate recording and
detailed surveys that can be properly interpreted and modeled on a BIM platform [38–40].
This often involves the recognition of objects, the extraction of relational information, and
the handling of occlusions and noise data [41]. Dore and Murphy [42] suggested guidelines,
rules, and methodologies for digitally recording cultural heritage sites. Lopize et al. [43]
also described the most relevant techniques and tools for the acquisition and management
of HBIM objects. The reliability of the HBIM output mainly depends on the needs of the
end user, as well as on the details and shape interpretation of the structural components in
the scan points. Digital 3D survey technologies, such as TLS and photogrammetry, enabled
researchers to record structures with a different level of detail [44].

Baik and Boehm [45] and Oreni et al. [46] proposed a series of measures to restore a
historic library by using TLS point clouds for entire buildings. In the methods provided,
only visible sections of the structures could be modeled and reconstructed, while invisible
sections were predicted from other similar recorded elements. The differences between the
idealized BIM model and the visible defects in the measured survey were crucial with regard
to structural modeling, as stated by Nieto-Julián et al. [47]. Barazzetti et al. [19] proposed
different ways of scanning to obtain appropriate cloud point data for the final model. The
most common problems identified in these analyses were the object type and the scanner
construction technology [48]. Godinho et al. [32] discuss the issues of laser signal reflection in
gilded materials and the resulting point cloud noise. Amico and Curra [49] also discussed
the impact of mixed pixels on element detection, which resulted in a dense cloud of “noise”
surrounding the constructive elements. The mixed pixel phenomenon was resolved by a
critical assessment carried out by the operator assigned to the survey.

Barrile et al. [50] and Bagnolo et al. [51] used photogrammetry techniques to survey
and reconstruct object characteristics for BIM processing, but the geometric processing
of complex structures using imagery alone did not guarantee reliable reconstruction and
management of the structural elements. The efficiency of the used 3D reconstruction algo-
rithms was affected by shadow and textureless object problems. Moreover, close-spaced
photographs had to be successfully aligned, which could be challenging for large and
complex systems. Error propagation and noisy point clouds arise in long image sequences
with a large-scale structure. Matching failures can also be caused by radiometric varia-
tions between photographs [16,17,52]. Furukawa et al. [53] described the difficulties faced
during photogrammetric reconstruction of interiors, including texture-poor surfaces, visibil-
ity reasoning between rooms, and scalability issues where the objects required capture at
different resolutions.

Several researchers proposed merging photos and TLS to improve the quality of BIM.
During a survey, Sztwiertnia et al. [6] used non-metric photographs to distinguish and
interpret a TLS point cloud’s unique and complex architectural elements. Lopize et al. [54]
presented a workflow that combined point clouds, historical sources, and images, to
precisely model irregular or complex surfaces of heritage buildings; the photo showed the
frames and dimensions of the inserted element and the edges of the shape. Banfi et al. [34]
used a similar workflow to link data with a modeling environment to enhance the HBIM
model using photo planes and precise orthophotos. Murphy et al. [55] proposed a hybrid
approach, whereby a photo scaling program was built using two-dimensional segmented
data to plot and quantify distances and angular values. This automated the development of
numeric parametric data for the revision and plotting of library items on laser survey data.
Generally, the combination of sensors in a survey was particularly effective in digitizing
complex structural features, but, on the other hand, it required extensive manual post-
processing for data cleaning and alignment. While previous hybrid works improved the
geometry of the HBIM approach, separate, individual modeling of multiple artifacts would
result in a loss of information from the general perspective of the construction framework;
the relevant topology information between architectural elements might allow for a better
analysis of buildings for conservation and restoration activities.
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3. Case Studies
3.1. Matbouli House Museum in Historic Jeddah

Jeddah is one of the most significant cities in the Kingdom of Saudi Arabia, containing
many historic buildings that were constructed over 300 years ago. In 2014, Historical
Jeddah was added to the UNESCO World Heritage Sites list. Jeddah’s historic houses
are rich in architectural elements, known as the Hijazi style of architecture, derived from
various aspects of Islamic culture. The ornaments of Roshan, gates, Manjur, and plaster are
examples of such elements, illustrated in Figure 2. Although many traditional buildings
were restored and made open to the public, a large number of historic buildings in Jeddah
are still at risk or in need of restoration. Many of these structures do not have any engineer-
ing data attached to them that could be used for reconstruction and recovery, in the event
of a disaster or collapse.
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Figure 2. Common architectural elements of Jeddah historic buildings (highlighted); (left to right)—
Roshan, gate, Manjur, and decorated plaster.

The privately owned Matbouli House, shown in Figure 3, is located on the edge of
the historic town. This beautiful example of a traditional Hijazi merchant’s house is now
turned into a museum. At the front of the building, the three-story property features
stunning wood-latticed Roshan and doors with intricate ornamental wood carving. These
architectural styles are common in various historic sites, especially in the Hijazi region and
the Red Sea region.
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Figure 3. Matbouli Museum House in Historic Jeddah.

The Hijazi objects have the same type of structure; the difference, however, is in the
details of the decorations and how they are assembled, which vary from one building to
another. The Roshan in Hijazi buildings is the most significant feature. It is located almost
anywhere in the historic facades as a “great projecting wooden frame” that casts light
and shadows on the houses. The Roshan is formed by three main parts—the head, the
body, and the base, as shown in Figure 4. It is made of wood that has mixed moving and
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fixed sections. The whole structure of the Roshan is fastened by a series of wall brackets or
consoles to the brick. These consoles are designed to incorporate elaborate and polychrome
ornamentation in some cases. These wooden structures were carved and decorated. The
pieces are mounted on the underpins of the console within the stone. The sideboards are
“stacked” over the opening using metal spikes that are connected to the pieces of wood and
attached to the wall. The boards have built-in grooves in the lower section, constituting
a perfect plinth. Above, from the inside, it can be seen that the eye level is fitted with
sliding wooden shutters, while the Mashrabiyah sections are fitted at a higher level to
provide space with air circulation. These structures are surmounted by a wide, exquisite
cornice [56].
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3.2. Asfan Castle

The Asfan Castle is located 30 km north of Jeddah. It was built on a hilltop near the
roads that pass through the village of Asfan, shown in Figure 5. The fort was built by the
Ottomans in the 14th century and served as a caravanserai for pilgrims coming from the
north on their annual pilgrimage. The square-shaped castle consists of a tower at each
corner and two additional towers on the walls; the entire structure is 200 square meters
in size. The only entrance to the fort was the arched gateway. There was a vault near the
center of the castle, which led to the lower part of the fort. The castle was built from basalt
stones brought from the nearby mountainous areas. In 2015, the historic castle was restored
by Asfan municipality, and the collapsed columns and stairways were reconstructed to
allow visitors to enter the site.
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4. Acquisition Laser Scanner and Photogrammetric Data
4.1. Matbouli House Museum

For our surveys, a Leica station C10 laser scanner was used to acquire the surface
point clouds. The scanning distance of the system was between 2 and 300 m, with an
accuracy between 6 mm and 50 m. The flight time scanner could receive up to 50,000 points
per second and had a 360-degree horizontal and 270-degree vertical field of view. The
system was equipped with a 4-megapixel resolution camera (1920 × 1920 pixels) to color
the produced point cloud. In order to provide 3D coverage of the Matbouli House Museum,
22 different scanner views were selected—17 interior floor scans and 5 exterior facade
scans; the scanning work plan is depicted in Figure 6. The precise locations of the scanning
stations were defined to reduce the possibility of hidden areas. Ground control points
(GCPs) had to be specified according to the local reference system (Ain el abed UTM
36 North) in order to obtain a georeferenced 3D point cloud of the building’s exterior and
interior. In addition to a Leica Total Station TCR 1201 (0.3 mgon, 1 mm + 1.5 ppm with
reflector), Leica GNSS Viva GS15 receivers (accuracy of 3 mm + 0.5 ppm) were used. The
orthometric height values of these GCPs were obtained through geometric leveling with a
Leica Runner 24 level (2.0 mm per km double-run leveling).
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Figure 6. General scanning work plan.

The collected scans were aligned into a single reference to create a unified point
cloud that provided a complete overview of the scene. The registration was carried out
using artificial targets with a nominal average accuracy of 4 mm, which was primarily
due to errors in the point cloud representing the target. For each scan pair, at least three
targets should be used, and the 3D location of the targets was measured to determine the
transformation parameters of the scans. Figures 7 and 8 depict 3D colored point clouds of
the building’s facades and interior spaces, respectively. The model had an overall ground
sampling distance (GSD) of 1cm with 280 million points.
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Figure 8. Colored 3D point cloud for the interior of the Matbouli House Museum.

Despite TLS’ previously mentioned potential, the data obtained using these tools
pose a number of challenges to the goal of accurate and complete 3D recording. TLS has
limitations in capturing cloud colors with cameras mounted on the device. The results
showed other difficulties related to the reflection of the laser signal in the gilded facades.
Such problems can affect data interpretation and model geometry in the HBIM process. The
data might also include incorrect data points on spatial discontinuities, such as edges of
objects, where the laser beam spot is located partially on two different surfaces. Subsequent
manual editing would be required to remove such unnecessary points.

On the other hand, the images can explain the irregular and linear surface character-
istics better than the results of the laser can. In the Matbouli building, fine architectural
features such as the Roshan, Munjar, and decorated doors were modeled separately using
a professional 18-megapixel Nikon D5100 camera. The selected configuration of camera
geometry for data acquisition is an important part of the image-based modeling process. In
our projects, closely spaced images were steadily collected by the camera in a circle, so that
more than 80 per cent of the images overlapped for effective model processing. The photos
were taken with a fixed focal length in order to perform photogrammetry analysis. A focal
length of 18 mm was used to obtain the camera’s widest shooting range. Some parameters
were set during the acquisition of the imagery, depending on the incoming light.

The Structure from Motion (SfM) algorithm was used to determine the external
orientation parameter for all photos and to generate a sparse point cloud in an arbitrary
space model. Automatic image matching was performed using the camera position and
orientation parameters, to generate points for each overlapping pixel. The Roshan and the
door were reconstructed at 4.7 million points, with an average ground sampling distance
(GSD) of 1.6 mm; depicted in Figure 9. As the main door had 3.2 million points with an
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average GSD of 1.3 mm, the resultant dense point cloud could help improve the texture and
data interpretation of objects; as shown in Figure 10, which compares the photogrammetry
and TLS datasets.
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4.2. Asfan Castle

The work at the castle was guided by careful planning. The available orthoimagery and
topographical elevations on Google Earth were analyzed to perform a preliminary evaluation
of visibility for the optimal laser scanner pathway and positioning. The preliminary plan for
scanner positions had to be changed in some cases for safety reasons; the adopted layout



ISPRS Int. J. Geo-Inf. 2021, 10, 316 10 of 20

of scanner positions and control points is shown in Figure 8. The scanner was preferably
positioned at locations where it was possible to accurately map large portions of the region
of interest. Sixteen scans georeferenced in the national coordinate system (Ain el Abd UTM
37 North) were taken from outside and inside the castle, to provide potential 3D coverage of
the site, as shown in Figure 11. Figure 12 shows the produced model, which had 124 million
points. Here, the time gaps between the successive scans gave rise to varying lighting condi-
tions, the homogeneity of the assembly of the different scans was poor, and the color jumping
affected the appearance of the model. Another problem was shadow data (unsampled areas)
from the hidden regions not within the laser field of view, such as the upper part of the castle,
as shown in Figure 13.
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A further campaign for the data voids presented in the TLS point clouds was con-
ducted. Aerial photogrammetry with improved mobility and visibility was involved in
mapping, to complement the point data. The combined approach has the benefit of signifi-
cantly reducing data shadows, while also improving the quality of photographic images for
photorealistic interpretation. For the aerial surveys, we used a Phantom 4RTK multi-copter
rotary wing drone with D-RTK 2 Mobile Stations. It weighed 1391 g and travelled at a
speed of 50 km per hour, equipped with an 18-megapixel digital camera. Despite the fact
that the UAV could follow a pre-programmed trajectory and camera configuration, we
chose to operate it manually. The reason for this was to ensure the aircraft’s stability and
safety, which required direct flight control during wind gusts. The UAV took 220 pictures
with 2.1 million points and a 10-cm average resolution for the interest region, at a low
average flight height of 90 m. The positioning data observed by the on-board GPS antenna
were georeferenced in the WGS84 geographic coordinate system. The focal length of
the camera should be set when adjusting the steps used in SfM to simplify the bundle’s
adjustment and self-calibration. For each part of the surface to be reconstructed, photos
were taken to keep an 80–90% overlap. The production pipeline typically consisted of
several phases. First, the parameters of the camera were determined by matching the
corresponding features shared between the various viewpoints and overlapping regions.
The bundle adjustment procedure was used to increase the precision of camera trajectory
estimation, eliminate prediction errors, and avoid camera tracking error accumulation. The
SfM method tried to retrieve the camera parameters and the scene’s sparse point cloud;
then, pixel-wise matching was created by the dense point cloud. In Figure 14a, the UAV
picture trajectories were represented. The digital surface model (DSM) of the castle with
a 6.8-cm/pixel resolution is shown in Figure 14b. Figure 14c shows the final 3D model,
where the missing and occluded areas of the TLS are sampled with UAV point clouds.
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5. TLS and UAV Data Fusion

The most challenging aspect of multi-sensor data fusion is aligning and converting all
point cloud data to the same coordinate system, i.e., the two datasets should be associated
with the same spatial location. Besl and McKay [57] developed the Iterative Closest Point
(ICP) algorithm, which is now a widely used method of dataset registration. The basic
principle of ICP is to consider the nearest point to be a correlated point in the other cloud. It
is carried out by iteratively converting and rotating a free dataset to a fixed one with six
degrees of freedom, until the data transformation change converged within the required
tolerance. The registration form was of a non-target nature that completely automated the
process. The scans, on the other hand, should be positioned in a reasonable manner for
the process to converge efficiently and quickly [58]. In this case, the homologous points
were defined manually in order to calculate the initial motion between the two clouds,
by using a set of correlated features in the corners and roof boundaries. The relationship
between the TLS coordinate systems and image models is described in the translation and
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), shown in Figure 15. The ICP algorithm could then
be used as a fine or local registration process. This procedure was repeated until all sensors’
point clouds were precisely registered. The photogrammetric data of the Hijazi architecture
elements (Roshan and door) were combined with the TLS data; as shown in Figure 16.
Figure 17 depicts the process of integrating the UAV model with the TLS data. The final
textured model of the castle as a result of data integration is shown in Figure 18.
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Figure 18. Enhanced 3D model of the Asfan Castle using the UAV and TLS data fusion.

6. BIM Implementation

The noise in the point cloud was cleaned and filtered after combining the TLS and
photogrammetry point clouds to improve scene interpretation (e.g., clean points of people,
trees, cars, and furniture). After that, a BIM platform was used to index the optimized point
cloud. The Autodesk Revit Architecture Software was used as the modeling tool. Revit uses
two coordinate systems—the project base point, which represents the position of objects
within the model’s local context, and the survey coordinate system, which provides a real-
world context for the model. In order to insert the point clouds with their georeferenced
coordinates, the first step was to obtain the coordinates of a selected point in the point
cloud (for example, a point on the ground level) and assign the same coordinates to the
survey point in Revit. The point cloud was then imported into Revit by selecting the shared
coordinates option.

The building components were categorized into regular and irregular surfaces, in
order to perform detailed building information modeling of the architectural elements.
The classification criteria were based on the complexity of the shape, quantity, and type
of detail. Simple or uniform objects, such as floors, roofs, columns, and walls, were
considered regular surfaces. Hijazi architectural elements, such as doors and windows,
were considered to be irregular surfaces because they have many details.

The point cloud for the Matbouli House Museum was first segmented to provide
the plans and elevations. The point cloud was sliced longitudinally and transversally, as
shown in Figure 19a,b. These cuts were used to demonstrate the structure’s internal layout
and composition, and to determine the dimensions of the elements. Subsequently, a set of
grids at a given level were created on the planimetry; shown in Figure 19c. These grids,
which run along the center of the point boundary regions, define the outline of the cloud
surfaces. The resulting point cloud views was used to create a profile that would represent
the model’s levels at various heights, so that the vertical distances between two points
could be estimated.

Once these actions were completed, the planes, vertical grid sections, and regular
simple objects were manually traced on the point cloud. The point cloud was characterized
by closed polygons to be used as a guide for modeling the various architectural elements,
as depicted in Figure 19a–e,h. Where the geometry of a given surface was regular and
simple (walls, floors, columns, arches, and stairs), modeling was performed using the basic
tools of the BIM platform and modified to properly describe the current component, as
shown in Figure 20.
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However, when the surface geometry was irregular or complex, the point clouds
obtained from the imaging point cloud survey could provide details about the object
components, allowing the correct dimensions and sizes to be estimated, as shown in
Figure 19f,g and Figure 21. Modeling mainly began with the segmentation of the point
cloud representing the object. Secondly, simple drawing tools, such as polyline, were used
to draw the outline of the object and identify all of its components—frames, exact edges,
and sophisticated decorative items. The details depended on the precision required for the
final 3D models to be achieved. The material, texture, and historical data of the modeled
elements were then inserted into the HBIM library. The library was linked to the different
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elements’ database, thus enabling users to modify the shape of the architectural elements
by adjusting the corresponding parameters. This library is regarded as a practical solution
for repetitive 3D modeling of a wide range of buildings with similar forms without the
need to start from scratch.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21. The Roshan was created as a parametric family using the enhanced point cloud.

The Asfan Castle’s architectural elements were modeled using the previously de-
scribed method. The point cloud was segmented to provide sections and elevations as a
map for finding and drawing different library objects, such as walls, towers, arches, vaults,
floors, and other accessibility and interior features, as shown in Figure 22. In the tower
modeling example, it was essential to incorporate length, depth, internal and external
height, base dimensions, and external and upper widths, in order to provide a parametric
function that could be modified in all its components. Another unique feature was the
staircase. The investigation started with the development of the exact 3D contour of the
structure and was then transformed into 3D elements for each step of the stairs, taking into
consideration the height increments; the resultant model is shown in Figure 23.

Figure 22. From enhanced point clouds to a HBIM model—the Asfan Castle.
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Figure 23. The granular model of the Asfan Castle.

7. Discussion

The key challenges in the building information modeling of existing building compo-
nents are the uniqueness of their artifacts and their complexity, which has a major impact
on the 3D data acquisition and organization. Capturing methods such as TLS can help to
improve the level of detail of each recorded component and determine its location, size,
physical attributes, and, in particular, its shapes and irregularities. Accurate 3D mapping is
a challenge due to the positioning of the points and the detection of the edges of the laser
data. For this purpose, the present investigation presents a workflow using both TLS and
imagery datasets to enhance the digitization of built heritage sites for the detailed HBIM
plotting. The Matbouli House Museum and the Asfan Castle are two cases that were used
to demonstrate the validity of our methodology. After defining the proposed methods
and evaluating the results obtained in the experiments, it is important to summarize their
contribution, as compared to the other state-of-the-art workflows used for HBIM.

1. As stated in Section 2, several methods were developed within the scientific commu-
nity to build workflows to enhance the interpretation and plotting of complex parametric
objects in laser point clouds using non-metric images [6,54]. Tracing object features in 2D
images that have no scale information will not ensure the correct tracing and positioning
of object shapes in the corresponding laser data. In comparison, the proposed approach
identifies complex and irregular objects in the context of a scaled dense point cloud that is
effectively blended with TLS data.

2. Some other approaches [34,55] used SfM photogrammetry for capturing occluded
areas or specific building parts. Although these elements are georeferenced to the TLS
model, individual, separate BIM modeling of the object surfaces would result in a loss of
topological information needed for structure component analysis. Therefore, the proposed
workflow processes and manages the BIM elements in their actual position in the built
environment. This creates intelligent interactions between the architectural components
that make up the model and ensures the efficient study of buildings for conservation and
restoration activities.

However, in the model design process, vertical and horizontal elements are not time
or labor intensive, but Hijazi elements and surfaces with more complicated geometry entail
complex and manual operations. Furthermore, occlusions and the partial point coverage
problem have an impact on the conversion process (e.g., the interior surfaces that are not
visible from the laser scanners or cameras would have poor point coverage). As a result,
the walls, floors, columns, and other construction elements were carefully constructed to
ensure that the intersection was appropriate. After the elements were modeled with their
attributes, the full HBIM model enabled better spatial data representation and manage-
ment. Furthermore, these components could be used to automatically produce technical
documents such as sections, elevations, and floor plans. Figure 24 depicts the longitudinal
cross-sections created from the BIM models. Switching between 3D and 2D documentation
and layouts is useful for architects and conservators.
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8. Conclusions

Heritage building information modeling provides a common platform for engineers,
architects, historians, and public authorities to integrate and access spatial information
and attribution data. The task, here, is to reconstruct and model the as-built conditions of
architectural elements. The challenges of modeling the occluded parts, edge borders, and
gilded surfaces might not be adequately addressed when plotting a parametric heritage
building information model using only laser data. In this context, the proposed work
presents an efficient workflow combining TLS and photogrammetry point clouds to ensure
representation of the complete geometrical reality of the structure with the required level of
detail. During the modeling phase, it is necessary to understand the different architectural
components from a typological context, allowing for the advanced analysis necessary for
the conservation and management of buildings. For this purpose, the proposed workflow
models HBIM objects with their actual 3D position within the construction system. Com-
plex and occluded objects are modeled using photogrammetry in the context of a scaled
dense point cloud that is effectively blended with TLS data. The proposed case studies of
the Matbouli House Museum and the Asfan Castle appear to be good examples. A library
of parametric BIM elements, including traditional architectural features of the Hejazi style,
was developed during the project’s development and would be available for future use.
Future studies should explore the usability of the proposed workflow for automating the
HBIM process using hybrid point clouds. In order to automate the parametric reconstruc-
tion of complex objects, a reliable approach for intelligent geometric feature detection and
recognition is required. New algorithms based on the intensity values of color images
might be used in this context to automatically segment and quantify the perimeter of the
object shape in the corresponding point cloud.
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