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Abstract: The classification and recognition of the shapes of buildings in map space play an im-
portant role in spatial cognition, cartographic generalization, and map updating. As buildings in
map space are often represented as the vector data, research was conducted to learn the feature
representations of the buildings and recognize their shapes based on graph neural networks. Due
to the principles of graph neural networks, it is necessary to construct a graph to represent the
adjacency relationships between the points (i.e., the vertices of the polygons shaping the buildings),
and extract a list of geometric features for each point. This paper proposes a deep point convolutional
network to recognize building shapes, which executes the convolution directly on the points of the
buildings without constructing the graphs and extracting the geometric features of the points. A
new convolution operator named TriangleConv was designed to learn the feature representations of
each point by aggregating the features of the point and the local triangle constructed by the point
and its two adjacency points. The proposed method was evaluated and compared with related
methods based on a dataset consisting of 5010 vector buildings. In terms of accuracy, macro-precision,
macro-recall, and macro-F1, the results show that the proposed method has comparable performance
with typical graph neural networks of GCN, GAT, and GraphSAGE, and point cloud neural networks
of PointNet, PointNet++, and DGCNN in the task of recognizing and classifying building shapes in
map space.

Keywords: map space; shape recognition; shape classification; point convolution; TriangleConv

1. Introduction

As an indispensable part of geographic objects, buildings are widely distributed in
large and medium-sized maps [1,2]. The classification and recognition of the shapes of
buildings in map space play an important role in spatial cognition, cartographic general-
ization, and map updating [3-6].

In practice, it is challenging to describe the shapes of buildings due to their irregular
outline. Researchers have proposed many methods for this purpose, such as coding the
shapes of buildings according to the left and right directions of buildings [7] or using
letter symbols as templates for shape matching [8]. Moreover, the cognition of building
shapes is subjective and may be affected by many factors in practice, such as personal bias.
Thus, many methods have also been presented to extract the geometric features of the
buildings from different perspectives for the cognition of the building shapes, such as the
smallest bounding rectangle (SBR) [9] and the triangular centroid distances (TCDs) [10].
Although these methods are intuitive to understand, they often fail to obtain deeper feature
information about the objects.

Deep learning, due to its state-of-the art feature extraction ability, has gained much
attention in recent years. The typical deep learning models of convolutional neural net-
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works [11-14] have become major players in many fields, such as natural language process-
ing [15,16], visual image processing [13,17,18], and other fields in which the data are often
located in the Euclidean space and have a regular structure. However, there exist many
other kinds of non-Euclidean data that do not have regular structures in our lives [19].
One typical example is social network data, which are graphs. The convolutional neural
networks cannot run on the irregular graph data because the convolution operators, i.e.,
the fundamental building blocks of convolutional neural networks, cannot be applied to
the graphs [20]. Therefore, graph neural networks, such as GCN [21-23], GAT [24], and
GraphSAGE [25] have been proposed for deep learning on the graph data [26]. Different
convolution operators have been designed for graphs.

In map space, buildings are often represented with vector data. Similar to social
networks, these buildings in the form of non-Euclidean vector data also do not have
a regular structure. Therefore, related work has been done to extract the deep feature
representations of the buildings and recognize their shapes based on graph neural networks.
For example, Yan et al. used graph Fourier transform and the convolution theorem to
extract the shape features of building groups [27] and used the graph neural network of the
spectral domain to construct a graph convolutional autoencoder (GCAE) model to extract
the shape features of the buildings [28].

Due to the principles of graph neural networks, when extracting shape features from
buildings, it is necessary to first construct the graph for each building to represent the
adjacency relationships between the points (i.e., the vertices of the polygons shaping the
buildings). The points are taken as the vertices of the graph and the adjacency between
points as the edges. Moreover, the geometric features of each point also need to be extracted
in advance to improve the feature learning performance. For example, 14 features were
designed and extracted for each point in the work of reference [28].

This paper—different from these existing works—proposes a deep point convolutional
network (DPCN) to learn the deep shape feature representations of the buildings in map
space and recognize their shapes. DPCN executes the convolution directly on the points of
the buildings without constructing the graphs and extracting the initial geometric features
for the points. A new convolution operator named TriangleConv wass designed to perform
convolution on the points. We note that the convolution operation in deep learning can
be viewed as an aggregation of the features of a point and its neighbor points in the
receptive field. Accordingly, the main idea of the TriangleConv operator was to aggregate
the features of a point and its two adjacency points to generate the new features of the
point. Particularly, in order to obtain more information from the adjacency points, the
features of the local triangle constructed by the point and its two adjacency points are used
for the aggregation instead of using the features of two adjacency points directly.

The proposed method is inspired by the deep learning methods for point clouds.
Similar to 2D vector data, a point cloud is also a collection of points. However, unlike
vector data, point cloud data are position invariant. Changing the position of a point in the
collection does not affect the shape represented by the point cloud data. Before Qi et al.
proposed the PointNet method [29], the deep learning methods for point clouds usually
first projected the 3D point cloud data to a regular structure, such as a 2D plane or the
voxels, without performing operations directly on the points. Following PointNet, many
new neural networks have been proposed for performing operations on the points, such
as the PointNet++ [30] and the DGCNN [31]. Although the vector data are similar to the
point cloud data, the neural networks for point cloud data are not applicable for the vector
data. This is because they do not consider the point order that represents the adjacency
between the points in vector data. The same feature representations will be learned for two
different vector objects, which have the same set of points, but with different orders.
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To evaluate the proposed method, these vector polygon data representing the build-
ings that have been used in the work of [28] are taken as the experimental dataset. This
dataset contains 5010 buildings. Based on the similarity between the buildings and the
letters in the alphabet, the buildings were labeled with similar letters. Based on this
dataset, we compared our method with commonly used graph neural networks and point
cloud neural networks. The experimental results show that in the task of classifying the
shapes of buildings in map space, the proposed method achieves comparable performance
in terms of accuracy, macro-precision, macro-recall, and macro-F1, which are often used in
multi-classification tasks.

The main contribution of this paper is that we propose a new convolution operator
TriangleConv, which can execute the convolution directly on the points of the buildings
and build a deep point convolutional network to classify the shapes of the buildings in
map space. The remainder of this paper is structured as follows. Section 2 introduces the
proposed DPCN method, including the framework of DPCN, the TriangleConv operator,
and the implementation and the parameters of training. Section 3 details the dataset and
metrics. Section 4 analyzes the results of the experiments and describes the application
of the proposed method to recognize the shapes of the buildings in the Open Street Map.
Finally, Section 5 concludes the work.

2. The Deep Point Convolutional Network

Inspired by point cloud neural networks, this paper proposes a deep point convo-
lutional network (DPCN) to recognize the shapes of the buildings in map space. The
proposed model can execute the convolution directly on the points of the buildings with
the TriangleConv convolution operator. In this section, we introduce the framework of the
proposed DPCN, the details of the TriangleConv convolution operator, and the implementa-
tion and training of the network.

2.1. The Framework of DPCN

The framework of DPCN is shown in Figure 1. The inputs are the buildings in the
form of an ordered list of points {p;|i =1,2,- - - ,n}. In particular, all of the buildings were
preprocessed with the same number of points. The points in the list correspond directly to
the vertices of the polygons shaping the buildings, and the order between them represents
the adjacency relationships between the vertices. Each point contains a two-dimensional
coordinate, i.e., p; = (x;,¥;). The outputs are the score vectors of which each dimension
shows the possibility that buildings belong to a certain class. Given the vector data of
buildings, DPCN consists of three modules: point feature extraction, building feature extraction,
and building shape recognition.

Input Deep Point Convolutional Network Output
- - Building F - P
Point Feature Extraction u‘Exltrl\'gact?gr':"e Building Shape Recognization
F | %I%ﬂﬂl* *l_* TP 1=
scores
1x1024 1x512 1x256 XK
TriangleConv layers Max pooling layer Fully connected layers Softmax layer

Figure 1. The framework of DPCN. The left-most side indicates that the input of DPCN is a list of
points with the coordinates as their initial features. The middle part is the network used by DPCN to
learn the feature representations of the input buildings and predict their classes. The right-most part
shows the output of DPCN, which is a score vector of which each dimension means the possibility
that the input building belongs to a certain shape class.
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¢ Point feature extraction module: this module aims to learn and extract the feature
representations of each point of the input building. As shown in Figure 1, it stacks
two TriangleConv layers. Each TriangleConv layer performs the TriangleConv operator
on the points. The first TriangleConv layer generates a feature representation with
64 dimensions for each point. Taking this new feature representation as input, the
second TriangleConv layer extracts a higher dimensional feature representation with
1024 dimensions for each point. Through these TriangleConv layers, DPCN embeds
each point of the input building into a high dimensional space.

¢ Building feature extraction module: this module is to aggregate the features of the
points and obtain the feature representation of the input building. To achieve this
purpose, a max pooling layer is used, which executes the max operation on each
dimension of the feature representations of the points. Accordingly, a tensor with
1024 dimensions is derived to represent the deep features of the shape of the building.
This feature representation will be used by the building shape recognition module to
predict the shape of the input building.

¢ Building shape recognition module: this module aims to predict the shape of the
input building with its feature representation. It usually stacks several fully connected
layers and one softmax layer. As shown in Figure 1, there are three fully connected
layers in DPCN. The fully connected layers transform a feature of one space into a new
feature of another space and aggregate the information of different dimensions in this
process. With three fully connected layers, the building shape feature representation
with 1024 dimensions is transformed into a k dimensional representation where k is
the number of shape classes. Finally, the softmax layer executes the softmax operation
on the k dimensional representation to output the possibility scores that the input
object belongs to different shape classes.

2.2. The TriangleConv Operator

In DPCN, each TriangleConv layer performs the TriangleConv operator on the points.
The TriangleConv operator is designed to execute the convolution directly on the points of
the buildings without constructing the graphs and extracting the initial geometric features
for the points. It aims to generate new feature representations for each point during
the convolution operation. As convolution operation in deep learning can be viewed as
an aggregation of the features of a point and its neighbor points in a receptive field, to
generate new feature representations of a point of the buildings, the TriangleConv operator
aggregates the features of the point and the local triangle constructed by the point and its
two adjacency points. As shown in Figure 2a, each building in map space is represented by
an ordered point list. By treating this point list as an end-to-end list, the neighbors of either
point p; are the adjacency points p;_1 and p;;1, which are before and after p; in the list.
When learning the feature representations of p;, we take the features of an invisible local
triangle, such as Figure 2b constructed by p; and its two adjacency points rather than just
take the features of the two adjacency points. This local triangle contains more information
about the local relationships between p; and its two adjacency points. For example, such
feature information includes the distance between the points, the size of the triangle, the
angle between the sides. Thus, given the features of the point p; and its local triangle A,
TriangleConv operator is a function of these features as shown by Formula (1).

vy, = h(vp, F(A)) 1)

As shown in Formula (1), v, denotes the feature representation of point p;. Initially,
vy, is the coordinate of p;. The function f means the feature representation extraction
process from the local triangle A;. There are many kinds of information about the triangle
A; that can be used for generating its feature representation. In this paper, we take the
information of the three sides of the triangle into consideration as shown in Formula (2).
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f(Al) = f(vellvezlve3) (2)

As shown in Figure 2b, the representations of the three sides can be derived by the
subtraction between the feature representations of the three points. From the perspective
of vector operation, the subtraction can capture the information of the distance and the
angles between the three points. Given the list of points shaping the polygon of a building,
such information can better encode the local structure of the polygon around a point.

Uey = Up; = Upig 3)
Ve, = Up; = Upiny 4)
Ues = Upi1 = Upin &)

Given the feature representations of three sides, we concatenate them together as the
feature representation of the local triangle A;. This means the concatenation function is
used as the implementation of function f in Formula (2). This concatenation is to aggregate
the feature information of three sides together, which will be used by the function & to
generate the new feature representation of the point p;.

p‘i op e
i-1 =1 =]
° op % €1 oP S S,
° ° 2 H )
€ €2 S > eeccee — S
° ° = ] o
%0 E E
S e
o o

(a) The vector data of a building (b) The local triangle of a point (c) The artichetecture of TriangleConv operator

Figure 2. TriangleConv operator. (a) The vector data of a building; (b) the local triangle constructed
by a point and its two adjacency points; (c) the architecture of the TriangleConv operator.

For the function / in the formula (1), there are many candidate implementations. In
this paper, we implement it with multilayer perceptron (MLP). We first concatenate the
feature representation of point p; with that of the local triangle and then input them into
the MLP as shown in Figure 2c. The MLP is implemented as the connection of several
convolution components. Each component stacks a 1D-Conv module (kernel_size = 1), a
batch normalization module, and a Relu module. More accurately, there are three such
components in the MLP of the first TriangleConv layer and two components in the second
TriangleConv layer. We will detail their implementations in the following section.

From the above definition of the TriangleConv operator, it should be noted that since
the TriangleConv operator is designed for the buildings, which can be shaped by polygons,
the proposed method may not apply to all kinds of vector objects.

2.3. The Implementation and the Parameters of Training

For the first TriangleConv layer, the MLP consists of three convolution components as
shown in Figure 2c. The numbers of input channels and output channels of the 1D-Conv
modules in the components are (8,64), (64,64), (64,64). For the second TriangleConv layer,
there are two convolution components in the MLP, and the numbers of input channels and
out channels of the 1D-Conv modules in the components are (256,512), (512,1024). The
numbers of input channels and out channels of the linear modules in these fully connected
layers are set to (1024,512), (512,256), (256,10). Moreover, there are two dropout modules
following the first and second fully connected layers.
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Our implementation of the proposed DPCN was based on the Pytorch [32] library,
version 1.6.0. When training the network, we used 4000 of the buildings in the dataset
as the training set and 1010 buildings as the test set. This also means that training set
was about 80% and the ratio of the test set was about 20%. The network was trained for
150 epochs. The cross loss function was used, and the Adam optimizer [33] with the initial
parameter of 0.01 was adopted, and this parameter will change with the increase of the
training epoch. Meanwhile, the StepLR mechanism was adopted to constantly adjust the
learning rate of the network with a step size of 20 and the gamma parameter was set to 0.5.
The batch size of the training was set to 32. What is more, all experiments were conducted
on a computer with Intel Core i5-7500 and NVIDIA GeForce RTX 2080Ti.

3. Dataset and Metrics

To evaluate the performance of the proposed method, this section introduces the
dataset and metrics we used for the experiments.

3.1. Experimental Dataset and Preprocessing

We took the dataset used by the work of [28] as the experimental dataset. This dataset
was filtered from different types of areas on OpenStreetMap. It consists of a total of 5010
buildings. According to their shapes, each building was labeled with a similar letter in
the alphabet as shown in Figure 3 [34]. Finally, there were 10 different shape types in
the dataset, such as O-shape, Y-shape, and F-shape. That is, there were 501 buildings for
each type.

F- E- T-
shape [shape |shape

L AmMA
YTk §

Figure 3. Examples of 10 different types of data in the experiment.

U- H-
shape|shape

QN
¢

Class

We followed the methods used by [28] to preprocess the dataset. The buildings in
the dataset have a different number of points. Similar to the usual convolutional neural
networks and graph neural networks, the dimensionality of the data input to DPCN should
be consistent. Therefore, we need to preprocess all of the buildings in the dataset with the
same number of points. Specially, the Douglas—-Peucker method [35] with a conservative
and empirical threshold of 0.1 m was used to first simplify the original data. This method
is an algorithm that approximates the curve as a series of points and reduces the number
of points. Then, the equally spaced interpolation method was performed on the simplified
data to unify the number of points of different buildings. This method is performed on a
curve composed of a list of points. According to the preset number of points, it sets new
points at equal intervals between two points on the curve or deletes the extra points in
the list. In addition, considering the large variation of the coordinate values of the points
of different buildings, the Z-score method was further used to normalize the coordinate
values of the points of all buildings into decimals between (0,1) [28].

3.2. The Evaluation Metrics

To evaluate the performance of the proposed method, the metrics, which are often used
by the multi-classification tasks, were adopted in this paper. They are the macro-precision,
the macro-recall, the macro-F1, and the accuracy, which are defined as follows.
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n
Y precisiony

macro — precision = kzlf (6)
n
Y recally
macro — recall = k:% (7)
n
Y Fli
macro — F1 = kzln (8)

In the above definitions, the precisiony, recally and F1; means the precision, the recall,
and the F1 for class k. The definitions of them are as follows.

- TP,
precisiony = m 9)
TP,
= ——"—— 1
recally TP, + FN; (10)
F1, = 2 % precisiony * recally (1)

precisiony + recally

In the definitions, TP means the number of positive samples correctly classified,
FP is the number of negative samples incorrectly labeled as positive samples, and FN
is the number of positive samples incorrectly labeled as negative samples. This means
that precision; measures how many samples are correctly classified among these samples
predicted as positive samples for class k, recally measures how many positive samples are
correctly classified for class k, and F1; combines the values of precisiony and recally. Based
on these definitions, we can see that macro-precision, macro-recall and macro-F1 measure the
average values of the precision, the recall and the F1 among the 7 classes.

For the metric of accuracy, its definition is as Formula (12), and it measures the
proportion of all correctly classified samples to the total number of samples.

m

1
accuracy = — Y~ (f(xi) = y:) (12)
i=1
In the above definition, m is the total number of samples, x; and y; correspond to the
i-th sample and its class label, and f(x;) is the label predicted.
The values of all the metrics above range between 0 and 1. The higher the values, the
better the performance of the methods.

4. Results and Analysis

To evaluate the proposed method, several experiments were done to compare the
method with a variety of related methods, including graph neural networks and point
cloud neural networks. We present and analyze the results of these experiments in this
section. All results in this section are derived from the epoch with best accuracy after
model convergence.

4.1. The Sensitivity Analysis of the Number of Input Points of Each Building

The proposed method executes the convolution directly on the points of the buildings
to learn the feature representations of each point and derives the shape feature representa-
tion of building through a max pooling operation. Thus, the number of points of the input
buildings actually affects the performance of building shape recognition. For example, it is
often assumed that more points will contribute to the recognition because more information
is present. To evaluate the effects of the number of the points, we preprocessed the input
buildings with the different number of points and observed the recognition performance.
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In practice, two points can shape a line, four points can shape a polygon-like I-shape and
O-shape, eight points can shape a polygon-like T-shape and U-shape, and twelve points
can shape all types of standard (simplest) shapes in Figure 3. Therefore, we start with two
points to validate the influence of different numbers of points on the performance of our
proposed method in recognizing building shapes. The results are shown in Table 1.

Table 1. The results of the sensitivity analysis of the number of input points of each building.

Point Number Accuracy Macro-Recall Macro-Precision Macro-F1
2 0.3941 0.6731 0.3689 0.3273
4 0.8624 0.8537 0.5437 0.5955
8 0.9624 0.9872 0.7486 0.8137
16 0.9842 0.9902 0.8376 0.8874
32 0.9752 0.9882 0.8079 0.8664
64 0.9762 0.9881 0.7914 0.8509
128 0.9733 0.9871 0.7300 0.8077

The result shows that when there are two points in each building, the performance is
very poor. When the number is increased to four, the performance is greatly improved. The
accuracy is improved significantly, which reaches 86.24%, but the results of macro-precision
and macro-F1 are still unsatisfactory. When the number is up to eight, the values of all
metrics are further improved and the macro-F1 value is over 80%. When the number of
points is 16, the performance of each evaluation metric reaches an optimal result. When
the number of points is 32 or more, the performance of the evaluation metric decreases
instead. This may be because when the number of points is more than 12 points, some
details of the shapes can be supplemented, but if the number of points is too large, it will
cause redundancy of input information. When there are too many points for a building,
there will be many points distributed on the straight line. For these points, distributed
on the straight lines, it is impossible to construct the effective triangles required by the
TriangleConv operator of our method. Instead, the information extracted from these points
will interfere with the performance of the whole method. This may explain why the
performance decreases when the number of points of the buildings is 32 or more. These
results also show that it will not always contribute to the shape recognition by increasing
the number of points. Accordingly, we preprocessed the buildings with 16 points in
our experiments.

4.2. The Performance Analysis of the Candidate Convolution Methods

Because buildings in map space are in the form of an ordered list of points, the
convolution on points can be done by aggregating the features of one point and its two
adjacency points. Instead, we proposed to aggregate the features of the point and the local
triangle constructed by the point and its two adjacency points. To validate the choice, we
conducted the experiment to compare the performance of the two different convolution
implementations.

Table 2 shows the results of the performance comparison between the two convolution
implementations, where the DPCN-3 point denotes the method to execute the convolution
on points by directly aggregating the features of the points and their two adjacency points.
The comparison results show that the proposed method outperforms the DPCN-3 point.
The possible reason is that the triangle contains more local information than the two
adjacency points. In the proposed method, the feature information of three sides are taken
into the convolution for generating the new feature of a point. The features of three sides
are generated by the subtraction between the features of the three points constructing
the triangle. From the perspective of vector operation, the subtraction can capture the
information of the distance and the angles between the three points. The information can
better express the local shape of the polygon shaping a building. The comparison results
also confirm the contribution of the information.
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Table 2. The results of the sensitivity analysis of the candidate convolution methods.
Accuracy Macro-Recall Macro-Precision Macro-F1
DPCN-3point 0.9653 0.9858 0.7443 0.817
DPCN 0.9842 0.9902 0.8376 0.8874

4.3. Comparison with Related Methods

Because there are some works used to apply graph neural networks, such as GCN,
to extract the shape features of buildings in map space [28], and relevant experiments
have shown that GAT [24] and GraphSAGE [25] perform better than GCN, we have
selected the graph neural networks of GCN, GAT, and GraphSAGE for comparison. Their
implementations in the Deep Graph Library (DGL) [36] are used; DGL is a Python package
built for easy implementation of the graph neural network method family. All of the
buildings in the experiment dataset were preprocessed with 16 input points to ensure
the fairness of the comparison. In practice, all of these networks take a feature matrix
describing the feature representations of the vertices of the graph as input. For example,
the work in [28] defined and extracted 14 geometric features for each point constructing
the graph. However, similar to our method, these graph neural networks can also take
the coordinates as the initial features of each point without using these manually defined
geometric features. Considering that, we conduct comparisons with these selected graph
neural networks in two cases. In the first case, we compare our method with these graph
neural networks by taking the 14 geometric features defined in [28] as the features of
each point. In the second case, we compare with these networks by directly taking the
coordinates as the initial features of each point. To distinguish these networks in the
two cases, we call these graph neural networks in the first case GCN+F, GAT+F, and
GraphSAGE+FE.

Moreover, the proposed method is inspired by the point cloud neural networks. A
point cloud is also a collection of points, which is similar to 2D vector data. This means
that point cloud neural networks can also run on the 2D vector data. To evaluate the
performance of these point cloud neural networks on the buildings, we also selected these
typical point cloud neural networks of PointNet [29], PointNet++ [30], and DGCNN [31]
for comparison. Their implementations on the GitHub were adopted. All of the buildings
are still preprocessed with 16 points.

The results of the comparison are shown in Table 3. Figure 4 also shows the value
change of the metrics along with the increase in the number of epochs. The results of the
comparison with GCN, GAT, and GraphSAGE show that when taking these manually
defined geometric features for each point, these graph neural networks(GCN+F, GAT+F,
GraphSAGE+F) work well for classifying building shapes in map space, for example,
their accuracies are over 95% directly, but when directly taking the coordinates as the
initial features of the points, the performances of these graph neural networks(GCN, GAT,
GraphSAGE) fall a lot. This indicates that it is necessary to define and extract these
geometric features for each point. However, these results also show that although the
proposed method has not explicitly extracted the geometric features for each point, it still
achieves comparable performance with the TriangleConv operator. This means that the
proposed point convolutional network can also capture deep feature information of the
building shapes compared with these graph neural networks. In addition, for these point
cloud neural networks, the results show that they have also achieved good performance in
the task of classifying the buildings in map space, but still fall behind the method proposed
in this work. For example, the performance of DPCN is 2.28%, 3.37%, and 2.08% higher
than that of PointNet, PointNet++, and DGCNN in accuracy. Particularly, in terms of the
metric of macro-F1, DPCN performs better than PointNet by 8.26%, PointNet++ by 12.51%
and DGCNN by 10.84%. The reason for this result may be that, unlike vector data, point
cloud data are position invariant, and these point cloud neural networks do not consider
the point order that represents the adjacency between the points constituting the buildings.
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When using these networks to extract the shape feature representations of the buildings,
the same feature representations will be learned for two different buildings, which have
the same set of points but with different orders.

Table 3. The results of graph neural network methods(two cases), point cloud neural network
methods, and our proposed DPCN using the same experimental environment and parameters.

Accuracy Macro-Recall Macro-Precision Macro-F1
GCN+F 0.9505 0.9827 0.6877 0.7689
GAT+F 0.9505 0.9886 0.7455 0.8041
GraphSAGE+F 0.9574 0.9902 0.7498 0.8173
GCN 0.3396 0.3224 0.2835 0.1802
GAT 0.6465 0.4544 0.3298 0.3015
GraphSAGE 0.5010 0.7598 0.5116 0.4780
PointNet 0.9614 0.9243 0.7622 0.8048
PointNet++ 0.9505 0.9637 0.6999 0.7623
DGCNN 0.9634 0.9348 0.7135 0.7790
DPCN 0.9842 0.9902 0.8376 0.8874

accuracy

e DPCN ——— GCN+F GAT+F ~——— GraphSAGE+F —— DGCNN = DPCN —— GCN+F GAT+F ~——— GraphSAGE+F —— DGCNN
~—— Pointnet Pointnet++ GCN GAT GraphSAGE —— Pointnet Pointnet++ GCN GAT GraphSAGE

o
Y
macro-F1
°
@

macro-precision
o o
5 @

= DPCN —— GCN+F GAT+F —— GraphSAGE+F —— DGCNN = DPCN —— GCN+F GAT+F —— GraphSAGE+F —— DGCNN
—— Pointnet Pointnet++ GCN GAT GraphSAGE —— Pointnet Pointnet+ + GCN GAT GraphSAGE

Figure 4. The values of each evaluation metric of our proposed DPCN, graph neural network
methods(GCN+F, GAT+F, GraphSAGE+F, GCN, GAT, GraphSAGE), and point cloud neural network
methods(PointNet, PointNet++, DGCNN) vary with the increase of the number of epochs.

4.4. The Application of DPCN

To further evaluate the proposed approach of DPCN, we also applied it to the shape
recognition of buildings in the map from the Open Street Map. The selected area is shown
in Figure 5. There are a total of 3059 buildings in this area. Most of them are shown in
orange. However, the ones in the red box are in bright green, and they are in various
shapes, such as I-shape and O-shape.
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Figure 5. The selected area from Open Street Map, which is a part of the urban area of Shanghai, China.
Using the WGS84 coordinate system, this area is in the extent of 31.225670 dd (Up), 31.225670 dd
(Down), 121.452669 dd (Left), and 121.498787 dd (Right).

We have preprocessed all 3059 buildings with 16 input points. After training DPCN
with the experimental data described in the above section, we applied DPCN to these
buildings and predicted their shapes. Because DPCN has learned the feature extraction
and shape recognition ability of the ten types of buildings as shown in Figure 3, the outputs
are also the shapes of the ten types with which the buildings are most similar.

The prediction results for all the bright buildings in the red box in Figure 5 are shown
in Figure 6. We can find that our method is able to correctly classify the shapes of most of
the buildings. For example, for buildings with significant visual features such as 1, 3, 5,
9, their shapes can be correctly recognized by DPCN, and the prediction probabilities are
close to 1. For some visually ambiguous buildings, such as 2, 4, 14, DPCN is also able to
select the shape types with which there is the greatest similarity. By comparing the results
between 5 and 8, and 7 and 10, we can see that DPCN is not sensitive to the orientation of
buildings. For object 12, it looks like object 13, i.e., I-shape, but is predicted as an O-shape,
which is not consistent with our visual perception. In the training dataset used in our
experiments, the square shape buildings are labeled as O-shape. This may show that our
method has learned to distinguish the O-shape from the I-shape according to the ratio of
the long axis to the short axis of the building. When this ratio is less than the threshold
learned by DPCN through training, DPCN assumes that the probability of the building
belonging to the O-shape is greater than that of the I-shape. Therefore, with a probability
of 0.6115, the building of 12 is predicted as O-shape instead of I-shape.

The results also show that some classification results do not match our visual percep-
tion. We believe there are several reasons for this phenomenon. First, the dataset we used
to train DPCN was not rich enough, which led to DPCN not being able to classify buildings
with less distinctive shape features. Second, because the shapes of some buildings do not
belong to any of the 10 categories learned by DPCN, then DPCN can only give the result
with the highest probability.
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1 2 3 4 5 6 7
O-SHAPE I-SHAPE T-SHAPE F-SHAPE L-SHAPE Z-SHAPE U-SHAPE
0.999 i 0.5055 i 0.9999 i 0.9999 i 0.9990 i 0. 9099 0.9997
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L-SHAPE | I-SHAPE U-SHAPE F-SHAPE O-SHAPE I-SHAPE 7-SHAPE
0.9509 0.9999 0.6558 0.6571 0.6115 0.8956 0.9999

Figure 6. The predicted results of the buildings in the selected area of Figure 5, which is marked with
the red box.

5. Conclusions

To better recognize the shapes of buildings in map space, this paper proposes a deep
point convolutional network, which can execute the convolution directly on the points of
the vector data. It does not require any intermediate representations, such as adjacency
matrices and the geometric features of the points. A new convolution operator named
TriangleConv is designed to perform the convolution on the points. It learns the feature
representations of each point of the building by aggregating the features of the point and
the local triangle constructed by the point and its two adjacency points.

To evaluate the proposed method, the dataset from the work of [28] was used, which
consisted of 5010 vector buildings. Under the experimental conditions we used, compared
with the typical graph neural networks of GCN, GAT, and GraphSAGE, and the point
cloud neural networks of PointNet, PointNet++, and DGCNN, the proposed method has
shown comparable performance on classifying the shapes of the buildings in map space
in terms of accuracy, macro-precision, macro-recall, and macro-F1. The parameter sensitivity
analysis also shows that too many or too few points for buildings will affect the shape
recognition. Too few points make our method unable to obtain the shape features of the
building well. Too many points will cause redundancy of information, thereby weakening
the ability of our method to extract shape features.
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