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Abstract: This paper explorethe patternsof human activitiesvithin a geographical space
by adopting the tagabstatic pointswvhich referto thelocations with zero speealong the
tracking trajectory We reportthe findings from both aggregated and individual aspects.
Results from the aggregated levedlicatethe following (1) Human activiies exhibit an
obvious regularityin time, for example, there is a burst activity during weekend nighbt
and a lull during theveek. (2) They show aremarkablespatial drifting pattern, which
strengthens our understanding of the ac#isitin any givenplace (3) Activities are
heterogeneous in space irrespectivéhefr drifting with time. These aggregatedsultsnot
only helpin city planning,but also facilitatdraffic control andmanagementOn the ober
hand, investigation®n anindividual level suggest thaf4) activities witnessed byone
taxicabwill havedifferenttemporal regularityo anotherand(5) each regularitympliesa
high level of predictiorwith low entropyby applyingthe LempelZiv algorithm.

Keywords: static pants (SPs)humanactivities regularity; scalingentropy

1. Introduction

In recent decades, people are more likely to use digital media or mobile devices in their daily life
which consists of a series of activities, such as workmegt shopping andrecreation [1].
The increasing pervasiveness and proliferation of locatware sensors in these devices has left
behind a massive dataset of hummability providing a potential chance for analyzing and mining
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interestpatterns of human activitiethes patternglay an impatantrole in our society.They helpin
the understandingdf contemporary urbanism, and particulathey strengtherour understandingpf
society in placg2]. Most importantly they facilitatetheissues of urbaplanning[3], trangortation[4],
infectious disease control aneimergency managemeif]. Therefore, extensive researdboth
theoretical and empiricalk being focused on this topic

Theoretically, as an antecedent of activity analysis, the time geogpraphyated by€] is usefulin
revealingthe pattern of interaction between individuahd place with time, but it lacks the ability to
present a more sensual and richer picture of these synchronic acfijiti€snsequently, Edensff]
recommended using Rhythmanadyf8] to explore the everyday activities in spdicee, mainly to
examine how rhythms shape human activities. By observing the characteristics of activities in urban
space, Gehl9] suggested three categories: timed saatdivity, optional sociahctivity and resultant
activity. Among theseategoriesthe timed sociahctivity constitutes a large proportion and referaro
individual constrained by institutional timetables and sched[6$ such as going to work in the
morning. Furthermore, these abraints lead to twpossible patternsf human activity namely the non
identical repetitionin time andthe particular place relatet described bf8]. Therefore, the purposely
related taxicab data provides a good source for ilpadstg the timed soal activity.

Empirically, papeibased activity diariefl1i 13] have been adopted for obtaining information on
human spatialemporal behaviors and activities. These diaries provide detailed information on the type
of activity, butaretime-consumingpffering only small data samples aidve amemory biagl4]. On
the other handyoluminous nobility data can be collecteby devices equipped with GPS @SM.

This inspires a renaissance on the investigation of this issue since these data are massiventconveni
and even objective. For exampssveral previoustudies[15i 17] examined the spadene dynamic

of urban life for a better understanding of hawity functions. In addition, based on the aggregated
level, Krygmanet al [14] showed the daily urbadynamic using a small sample of participants,
whereas Ahast al [18] found the diurnal rhythm of city life and its spatial difference in Tallinn using

a relatively large sample of participants. Furthermore, Neufi@jsaptured the pulse of city life in
London from the perspective ahindividual level. Apart from the mobile phone data, keiual [20]

also studied the spat¢®ne urban mobility pattesin Shenzhen by using the GPS based taxicab data
and public transportation data.

This research differfrom the above studies in two maways Firstly, the emphasis is put on the
static points (SPs) instead of the entire tracking records, and secongigitdr@sof humanactivities
areinvestigated from both the aggregated and individual level.r&@sto locations with zero speed
along the tracking trajectoryrhey are the locations where taxicabs stop for a vehdag route tdhe
customer destinatioe.g.,traffic intersection, parking logtc From this pointit allowsa good proxy of
activitiessincein most cases they are associated wifferent typesof activities. Note that weare not
concerned withthe type of activity associatedo the location([12i 14,18]) but simply consider it as a
general activity. With this generality, we examin®e tactivity patterns in the cas&om both
aggregated and individual legeOn the aggregated levele reportthe findingsfrom the tempora)
spatialand scaling analysisThe temporal analysis enables us to understand the pulse of activities
within theentire study areahe spatial analysis allows us to detect the pattern of activities drifting
which is a topic thatreceiveslittle attention and the scaling analysiexamines the diffusion
characteristiof activities.On the individual levelthis pape firstly examines thectivity patternof
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each taxicab, and then we report findiran predictability, for example how much information is
needed to describe the next activity location.

The remainder of this paper is organized as faldw Section2, we describe the data adopted and
the correspondingrocedureo extract the SPs. I8ection3, we report the main findings, namely the
patternsof humanactivities fromthe temporal, spatial and scaliragaly®s. In Section4, we present
the patternand thke ensuing predictability of individual taxicabFinally, we draw a conclusion in
Section5.

2. Data andData Preprocessing

In this sectiontwo issues are described. Firstly, we present the data adepteld contains the
taxicab GPS data and theistrict boundariesof the study areacoveringfour cities or towns: @le,
Sandviken, Storvik and Hofors. Secondly, we introdacgmple method to extract the taxi static
points (SPs) from the taxi trajectory and the corresponding two properties of SPs, nalomaky &nd
wait time.

2.1.Data

Our taxicab GPS data is obtained by GPS receivers instaltbe 54 taxicabs of a local company
from the period ofili 28 October 2007. It covers the entire study area including four cities or towns in
the middle of SwederGa&le, Sandviken, Storvik, and Hoforgf( Figure 1). Each taxicab records its
location every 10 s, and thereforea large dataset containing around 13 million records. Apart from
the spatiotemporal data in terms of longitude, latitude and time (whigxedéaand longitude are
WGS84 geereferenced and time is when the location is captured), there are several other attributes,
such as car ID, customer informatiaic. However, for the issue of business sensitivity and sgcre
we omit all other informaion except the longitude, latitude, time and car ID (which is replaced by an
arbitrary number specified from 1 to 54).

Figure 1. A map of thecity districtsoverlaid with one dagtatic points $P9 (Note: The
white dots represent the SPsIo@ctober2007 four black stars denote tleentral location
of four cities or townsand each city district is numbered from 1 t9.69
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Our second data are cityistrict boundaries(Figure 1) which come from theéSwedish election
authority GSource http://www.val.se/vdival2010/statistik/gis/alla_valdistrikt.2ip There are totally
69 city districts within the four cities or towns, and they are served as the geographical units in the
Swedishnationalelection City districts are derived according to the number of resgjeind they are
normally composed of,@00 to 2000 persons entitled to vote although there is no absolute limit on the
population sizeFor exampleanurban area may contain ovef@0 persons, whereas rural arezay
only have a few hundreghes.In this respect,hey areadopted as the boundary data in this study for
two reasonsFirst, the governmerdl origin hashigh data accuracy and can be acquired freslgond
they are the reasonable demarcationthetity area based on populatiandtherely can be accepted
as a good datsourcefor the investigatioron spatial driftingof human activities

2.2. DataPreprocessing

In general, a trajectory is a path that a moving object followspace as a function of time.
Following this definition, a taxiab trajectory is defined as a path that the taxicab moves in space as a

function of time. Mathematically, we denote a trajectory for taxicdbom time T1 to T2 as

TrajT2(i) ={Loc(i,t) | TL¢ t ¢ T2}, which is a sequence of tirstamped locationdt naively reflects all

the mobility characteristics of a taxicab no matter whether itseimice or oubf-service. Therefore,

in this context, there are 54 trajectories since each object has only one trajectory within the period.
Based on the taxicab trajecy definition, we split a trajectory into two parts: moving points (MPs)

and static points (SPs), denoted by green smadladat red large detrespectively inFigure2. In this

study, we assume that SPs are more meaningful than MPs. This is becanséandthey are highly

associated with many events, for instance, traffic jam, customer dropping off (in) and parking. On the

other hand, SPs of different trajectories are more likely to be clustered together, and these clusters ar

also associated withomts of interest (POIs). For examplduring the daythey could be clustered

around the train station or city mall since most residents take it as a destination or the taxi drivers

consider it as a goopoint for business. Therefore, from these perspestisPs are considered as a

better proxy tanvestigatehe patternof activities within urban domain. Generally, SPs are denoted as

SPg2(i) ={Loc(i,t) | TL¢ t ¢ T2and Loc(i,t) = Loc(i,t +r)} (1)

where r is the GPS sampling interval in seconds. By applying the above rule to the GR&data,
obtain a total number of 10 067 674 SPs.
To examine the property &PsZ(i), we devise two variables to describe them. One is the SPs

volume N{Z(i) , which represents the number of distinct statints for trajectoryi from time T1 to

T2. The other one is the SPs wait titv&,,?(i) which means the average time duration of the distinct
static points of a trajectoryfrom T1 to T2. Obviously, both of the two properties cafiect the

activity status but from a converse perspective. For example, a high value of SPs volume within a
particular period reflects the burst of human activities while a high value of SPs wait time represents
a silent situation. Generally, they atenoted as,

NT20) =4 " ulSPS2(. ) - SPS2(, - 1) @
w2 =(8 ¢ (sP42a. ) - SPS2G. i - D))/NiZa) 3)



ISPRSnt. J. Geelnf. 2012 1 93

where g(x- y):\';el(l),’ XX: 3’,,0(_ y):i;e'r,xX: :i’/ SPL2(i, j)is thej™ static point for trajectory, andk; is the
| 5 5

Y
numberof static points of trajectory

Figure 2. An illustration of the volume and wait time of SPs for a trajectory
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As the percentage of SPs within the apéaity districts it is reported that this value is as high as
95% although with a small fluctuatiofrom day to dayKigure 3). Importantlythe small proportion of
SPs falling outside the city distridislls usthat most of the activities are concentratethe study area,
and it further hintghe feasibility of using SPs to stutlyiman activity pdernsin this area from the
perspective of data consistency.

Figure 3. Plot of the percentage of SPsadity districtsas a function of dagf themonth
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3. Analysis of Human Activities from the Aggregated Perspective

This section aims to examine theeoall patters of human activitiesn the study areaWe firstly
report the result of the temporal pattern in the entire study region, and thereafter we present the spatia
drifting patternfrom one district to anotheFinally, wecarry out a scaling anais on the diffusion
patternof activities inthe study region

3.1. TemporaAnalysis

Time cycles regularly in terms of 24 h a dayall individuals in every part of the world. Following
this regularity, everyone participaten a series of activitiee.g, sleeping, wakingetc). However,
this activity-sequence variesvith different customs,albeit that there is little fluctuation among
individuals in the same city. For example, the Swedes celebrate Christmas Eve with their families
staying at homeyhereas during the New Year Eve they, particularly the young people, are more likely
to go out to count dowto the coming new year with their friendSdurce www.sweden.se From
this point, it can be seen that time plays an importantirofapingacivities.

Besides as noted by [21human society is formed by the sequence of activities performed by
individuals, the aggregated individual activities reflect the overall pattern for a particular society.
Bearing this idea mind, we coin a term city tne spectrum (CTS) illustrating activities changing with
time. In CTS, the »axis represents the hours in one day, Haxig represents the dates and each cell
reflects the intensity of activitiewhich can bedefinedfrom the perspective d6Ps volume owvait
time, e.q, |(TlT2):ai5:1NTT12(i) or IUlT2)=é'12V\fFTTf(i)- This kind of analysis is similar to the concept of
real timeuse in time geography proposed[Bg], but with theemphasis otthe entire urbaarea.

As shown inFigure 4(a,b), the CTScleaty revealthe activity patternsDuring the weekdays, we
can observe that: (1) there is a burst of human activities from 07:00 tg &rRd(@) there is dull in
human activities from 18:00 to 06:00. Howeven, the weekends, it displays the conversaasion.
Besides, CTS can uncover contextual information péricularcity which shows how idiffers from
others For examplenights onthe weekend is clearly depicted as high intensitizigure 4(a) while
low intensity in Figure 4(b), which generallyreflects the distinct culture of the local society.
Particularly, the red color cell irigure4(a) at02:00 on 28 Oaberuncovers théurst of activitieslue
to the Halloween weekend. Apart from the Caialysis we further illustrate this phenomenon in
Figure4(c,d) where the periaglof relative burst or silence of human activitiesre identified for both
weekdays and weekenddhese specific periods not onigvealthe regularity of activities, but also are
useful for traffic control and management.

To further explore the pattern of human activities, we present the changes of the two properties,
volume and wait time, with time on a daily basis in Figure 5. It clearly shows that human activities
repeat a high degree of regularity from one week to anothreaches a peak on Friday bligson a
Sunday. The peak on Fridagan be attributed to extrautings,people go tdhe pub duringthe night
or travelaway forthe weekend. On the other hand, the dip on Sunday is reasonable since we usually
want tohave a rest on this dagreparingfor the coming week. However, a relative high value in SPs
volume or low value in SPs wait time is observed on 28 October, which can also be attributed to the
Halloween weekend.
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Figure 4. Human activities changing on aourly basisNote: (a) shows the CTS for SPs
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volume, where we can clearly observe the activities patiethe local residents repeats

daily and weeklyWorthy ofnote is that the date @I0-07 was a Sunday; ) demonstrates
the CTS for SPs wait time, wieethe pattern exhits the opposite characterisis that

shown in @); (c) plots hourly based change of average SPs volameveekdays and
weekends respectively, and the-hoi represents the period of relative bsiostsilence of
activities; @) plotsthe hourly based change of the average SPs waitoimeekdays and

weekends respectively but displays an opposite tiee(a)).
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Figure 5. Plot of human activities changingn a daily basigNote: Thee uncover the
periodic regularity of activitieen a daily basis. To be specifi@) reflects this regularity
from the SPs volumepb] reveals this pattern from the SPs wait time, which depicts the
same regularity frornthe oppositeviewpoiny).
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3.2. SpatiaAnalysis

The temporal analysis shows thatnfan activitiessurge during certain periods, whereas they
disappear in others. However, this does not tell us which region of the city is in vitality or in silence. In
other words, we need to explore how activities drift in space. To answer this questidor ahe
simplicity of analysiswe adopt the9 city districtsin the study area as the basic spatialts These
spatial unitgepresent an administrative demarcation of the study area, and they reflect the underlying
contextualinformation of each dirict, such as land use type and population. Theredoireproblem
has been simply converted to answer the question of how activities drift amanity tistricts.

To cope with this problemwve assign the intensity of activities to each city distridte intensity
valuehereis measured byhe averagevolume of SP$or one monthand wefirstly take a look at how
the activities intensity changes in span an hourly basis. As shown Kigure6, we present the map
of the activities intensity driftingni 69 city districtswithin four peak period®n both weekday and
weekend. Note that dfferent city districts aralepictedby different colors according to the value of
the intensity, and can be compared with each other across four different peak peadse of our
uniform rendering strategy.he pattern of the weekday spatial drifting suggests that activities are
mainly concentratedn the city central districts during the small hquasd then there is a burst and
expansion towards the surroumglidistricts during the morningeriod which can be observedasilyin
the three districts adjacent to the Sandviken central digstnehichthe largesBwedish higktechnology
engineering company SandviiSource http://en.wikipedia.org/wiki/Sandv)k is located In the
afternoon,most districtsremain stableexceptfor a smalldecrease arounithe G&le central districts,
and then a majatecreasén all city central districts in the evening.

However,the pattern of the weekend spatial drifting tells a different story. The actisitigeand
spread across the central and surrounding districts from 00:00 to 02:00,reftectsthe night life of
the local residents, followed by a reduction and cotitlado a few central districts from 04:00 to
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08:00. Duringthe afternoon, there is an increase and expanisidghe neighboring districts, which is
followed by a minor decrease the central districts in the eveninigrom the above descriptiptwo
factscan bedentified. First the spatial drifhg pattern is differenfrom weekdays to weekends, which
is highly associated with the life style of the local residents. Sedbwedtotal intensity of human
activities is proportional to the extent of spatiiffusion and is mainly concentrated on very few
central districts

Figure 6. Map of the intensity ofactivities changing wittime onan hourly basis.
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To takethe investigation a stefprther, we examine the spatial diify patternon a daily basifrom
Monday to SundayAs shown inFigure?7, there is significant regularity of activiti@gensityfor each
district from Monday to Sundayalthough there are smdllctuationsin very few districts Besides
each city or town has its own patterndiffusionamongits districtswhich keeps relatively stable on a
daily basis from Monday to Sundalfor example, activities are more concentratedhe northern
districts of G&le city. Finally, we can observe that activitiegée morediffused on Fridayand less
diffused on Sundayvhich isin agreementvith our reportin Figure5b.

Figure 7. Map of the intensity of activities changing with time on a daily basis.
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Unlike the temporal analysis which investigates the entire region, the spatial analysis altows us
delve into the individual spatial unit and examine the drifting of human activities from one unit to
anotherlIn this respectit not only strengthens our understanding of the activities in pcbut also
helps usin many other fields, such adisease contrgl traffic management andity planning
For examplean importanissue incity planning is to investigate the mutual relationship between the
human activities and the urban landscagedour conjecture is thahe spatial drifting pattermay
help to establish this relationshiihirough thecorrelation analysis ahe intensity of human activities
within the spatibunit with the different landscape metrscof the spatial unit, it may be possible to
build a mathematical model to explain thisitoal relationshipBesides, our findinguggestdhatthe
activitiesare more concentrated a few districtsrrespective of their drifting in space witime. This
fact hints thatvery few districts acts attractors of human activitiedereasothersare rarely visited,
and thisfactis further analyzed in the followinggction

3.3. ScalingAnalysis

To support the above viewpoint, we coneuta scaling analysis. The aim is to identify whether the
property of a phenomenon follows a hedsyed distrilution. The detailed proceduris specified
in [237 25]. A heavytailed distribution indicates that there are far more small ones than large things [26],
and includes the distributions of power law, lognormal, stretched exponeotiar law with cutoff
and so on[23]. In this study, we find that the intensity of human activities agrees well with the power
law (P(x)=cx?) or lognormal (P(x)=(c/(xs2p))exp(- (Lnx- m)?/2s?)) distribution with high
p-value passing the KS test [23] on either an hourly or & dmkis (Figure 8, Takdel and 2).
Importantly, the intensity of human activities during the rest periods (from 00:00 todbv€ekday
and from 04:00 to 08:00n the weekend) can be well approximated by the power law distributions,
whereas all otheragree well with the lognormal distributions. Moreover, here the power law
distribution appears much more heterogeneous than the logrdistnddution which can alsdewell
observedn Figure6.

Figure 8. The plot for theheavytailed distribution of thantensity of human activities
(Note: on an hourly basj (a) shows weekday and p) weekend; on a daily basis(c)
displays theplot from Monday to Sundgy
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