Radiative Recombination and Photoionization Data for Tungsten Ions. Electron Structure of Ions in Plasmas
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Abstract: Theoretical studies of tungsten ions in plasmas are presented. New calculations of the radiative recombination and photoionization cross-sections, as well as radiative recombination and radiated power loss rate coefficients have been performed for 54 tungsten ions for the range W^6+–W^71+. The data are of importance for fusion investigations at the reactor ITER, as well as devices ASDEX Upgrade and EBIT. Calculations are fully relativistic. Electron wave functions are found by the Dirac–Fock method with proper consideration of the electron exchange. All significant multipoles of the radiative field are taken into account. The radiative recombination rates and the radiated power loss rates are determined provided the continuum electron velocity is described by the relativistic Maxwell–Jüttner distribution. The impact of the core electron polarization on the radiative recombination cross-section is estimated for the Ne-like iron ion and for highly-charged tungsten ions within an analytical approximation using the Dirac–Fock electron wave functions. The effect is shown to enhance the radiative recombination cross-sections by <20%. The enhancement depends on the photon energy, the principal quantum number of polarized shells and the ion charge. The influence of plasma temperature and density on the electron structure of ions in local thermodynamic equilibrium plasmas is investigated. Results for the iron and uranium ions in dense plasmas are in good agreement with previous calculations. New calculations were performed for the tungsten ion in dense plasmas on the basis of the average-atom model, as well as for the impurity tungsten ion in fusion plasmas using the non-linear self-consistent field screening model. The temperature and density dependence of the ion charge, level energies and populations are considered.
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1. Introduction

Experimental and theoretical investigation of tungsten becomes important due to its employment in up-to-date tokamaks. In fusion reactors, the core plasma temperature is expected to be about 25 keV. Tungsten is used as a wall material for the divertor in JET and for the first-wall in ASDEX Upgrade. It is assumed that tungsten will be used as a plasma-facing material in the fusion reactor ITER due to such features as high thermal conductivity, a high melting point, low erosion, low sputtering and low tendency to trap tritium [1–3]. However, tungsten as a high-Z plasma impurity is an efficient radiator at high temperature, and the tungsten influx should be controlled. Because of this, the tungsten radiative characteristics have become the subject of study. Radiative recombination (RR) of tungsten impurity ions with plasma electrons and the inverse process of photoionization of tungsten ions are significant mechanisms that influence the ionization equilibria and the thermal balance of fusion plasmas. Tungsten is also investigated for such devices as ASDEX Upgrade and EBIT to produce data for ITER. In particular, the new active spectroscopy diagnostic of highly-charged ions is applied in studies at EBIT [4]. The diagnostic involves accurate theoretical values of the RR cross-sections for different tungsten ions. However, until recently, the systematic theoretical data on ionization-recombination cross-sections and coefficients for heavy-element ions have been practically unavailable.

Therefore, our purpose was to elaborate a new database, including accurate values of partial and total RR cross-sections (RRCS), partial photoionization cross-sections (PCS), partial and total RR rate coefficients (RR rates) and radiated power loss rate coefficients (RPL rates) for the majority of tungsten ions. We have performed fully relativistic calculations of RRCS and PCS using the Dirac–Fock (DF) method taking into account all significant multipoles of the radiative field for a large number of the heavy element impurity ions, among which are tungsten ions with closed shells, namely, W$^{6+}$, W$^{28+}$, W$^{38+}$, W$^{46+}$, W$^{56+}$, W$^{64+}$, as well as W$^{72+}$–W$^{74+}$ [5]. Then, calculations of the RR rates for these highly-charged tungsten ions, with the exception of W$^{6+}$, have been carried out in a wide temperature range [6]. Analysis of data for tungsten ions and a comparison of our results with available previous calculations are described in [7]. Numerical results of RPL rates for the eight highly-charged tungsten ions are also given in [7].

In the framework of the IAEA Coordinated Research Project (CRP) “Spectroscopic and Collisional Data for Tungsten in Plasma from 1 eV to 20 keV”, we performed new calculations of the RR and photoionization data for additional 54 tungsten ions in the charge range W$^{6+}$–W$^{71+}$ [8–10]. Accurate relativistic values of the partial and total RRCS, partial PCS, as well as partial and total RR/RPL rates were obtained. Total RRCS were calculated in the electron energy range from 1 eV–∼80 keV. Partial PCS and RRCS were fitted by an analytical expression with five fit parameters in the wide photon energy range for all electron states with principal quantum numbers $n \leq 10$ and orbital momenta $\ell \leq 4$. Partial RR and RPL rates for the same states and the associated total rates are presented for eleven values of temperature in the range from $10^4$ K–$10^9$ K. Values of RR and RPL rates for W$^{6+}$ are given in this paper.
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(see Tables A1 and A2 in Appendix). Now, the part of our database concerning tungsten contains data for 62 ions from the range W$^{6+}$–W$^{74+}$. The results were added to our extended unified database containing the RR and photoionization data for about 170 heavy element impurity ions occurring in fusion plasmas. New data were included in the IAEA Atomic and Molecular database [11].

With the context of CRP, we estimated also an impact of the target core electron polarization following the RR process on RRCS outside the regions of the dielectronic recombination resonances, i.e., the so-called polarization RR effect (PRR effect). Calculations were carried out in the framework of the analytical “stripping” approximation using the relativistic DF electron wave functions. The approximation was shown to provide a reasonable estimation of the PRR effect.

The effect was considered for the Fe XVII ion where a comparison with experimental data was performed [12]. The experimental values of the electron-impact excitation cross-section (EIECS) were determined in [13] by normalizing to measured intensities of the RR peaks, which were independently normalized to the associated theoretical RRCS. The experimental EIECS turned out to be lower by $\sim 25\%$ as compared to all available theoretical values. We showed that the problem with the determination of absolute values of the measured EIECS was that only the RR channel was taken into account in theoretical RRCS used for normalization, while the PRR channel was overlooked. The inclusion of the PRR channel eliminates this puzzling discrepancy between experimental and theoretical EIECS.

Then, the PRR effect was assessed for the tungsten highly-charged ions [14]. It was obtained that enhancement factor $F_n$ changes from $\sim 15\%$ to $\lesssim 1\%$. We showed that the factor $F_n$ depends on the photon energy, the principal quantum number of polarized shells and the ion charge, but is practically independent of the final electron state in the RR process.

We studied also an electron structure of ions in local thermodynamic equilibrium (LTE) plasmas [15]. The influence of plasma temperature and density on the energy spectrum and level populations of an ion in dense and fusion plasmas was considered. The code PLASMASATOM was designed on the basis of our computer program complex RAINE (Relativistic atom. Interaction of electromagnetic radiation and nucleus with atomic electrons) [16–18]. The electron wave functions were calculated by the Dirac–Slater (DS) method with approximate consideration for the electron exchange. The code is of the type of the Los Alamos INFERNO code [19,20] and PURGATORIO code [21], as well as more advanced PARADISIO code [22]. Our results concerning the ionization charges of iron and uranium ions are shown to be in a good agreement with data of previous calculations. New results were obtained for the impurity tungsten ion in fusion plasmas at low temperatures using the non-linear self-consistent field screening model and for the dense tungsten plasmas in the wide temperature range using the average-atom model.

2. Radiative Recombination and Photoionization Data

2.1. Method of Calculations

The exact relativistic treatment of the photoionization process having regard to all multipoles of the radiative field leads to the following expressions for PCS in the i-th atomic subshell [5]:

\[\text{PCS}_{\text{RR}} = \ldots\]

\[\text{PCS}_{\text{PI}} = \ldots\]
\[ \sigma_{ph}^{(i)} = \frac{4\pi^2\alpha}{k(2j_i + 1)} \sum_L \sum_{\kappa} \left[ (2L + 1)Q_{LL}^2(\kappa) + LQ_{L+1L}^2(\kappa) \right] + (L + 1)Q_{L-1L}^2(\kappa) - 2\sqrt{L(L+1)}Q_{L-1L}(\kappa)Q_{L+1L}(\kappa) \]  
(1)

Here, \( k \) is the photon energy, \( L \) is the multipolarity of the radiative field, \( \kappa = (\ell - j)(2j + 1) \) is the relativistic quantum number, \( j \) and \( \ell \) are the total and orbital momentum of the electron and \( \alpha \) is the fine structure constant. Equation (1) is written per one electron. Relativistic units (\( \hbar = m_0 = c = 1 \)) are used in equations throughout this text, unless otherwise specified. The reduced matrix element \( Q_{\Lambda L}(\kappa) \) has the form:

\[
Q_{\Lambda L}(\kappa) = \left[ (2\ell + 1)(2\ell_i + 1)/(2\Lambda + 1) \right]^{1/2} C_{\ell\ell_i\ell_i00}^{\Lambda0} \mathcal{A} \left( \begin{array}{ccc} \ell & 1/2 & j \\ \ell_i & 1/2 & j_i \\ \Lambda & 1 & L \end{array} \right) R_{1\Lambda} 
+ \left[ (2\ell + 1)(2\bar{\ell}_i + 1)/(2\Lambda + 1) \right]^{1/2} C_{\ell\bar{\ell}_i\ell_i00}^{\Lambda0} \mathcal{A} \left( \begin{array}{ccc} \ell & 1/2 & j \\ \ell_i & 1/2 & j_i \\ \Lambda & 1 & L \end{array} \right) R_{2\Lambda} 
\]

where \( \bar{\ell} = 2j - \ell \), \( C_{\ell\ell_i\ell_i00}^{\Lambda0} \) is the Clebsch–Gordan coefficient and \( \mathcal{A} \left( \begin{array}{ccc} \ell_1 & 1/2 & j_1 \\ \ell_2 & 1/2 & j_2 \\ \Lambda & 1 & L \end{array} \right) \) is the recoupling coefficient for four angular momenta. Radial integrals \( R_{1\Lambda} \) and \( R_{2\Lambda} \) are given by:

\[
R_{1\Lambda} = \int_0^\infty G_i(r) F(r) j_\Lambda(kr) dr 
\]
\[
R_{2\Lambda} = \int_0^\infty G(r) F_i(r) j_\Lambda(kr) dr 
\]

where \( G(r) \) and \( F(r) \) are the large and small components of the Dirac electron wave function multiplied by \( r \) and \( j_\Lambda(kr) \) is the spherical Bessel function of the \( \Lambda \)-th order. The subscript \( i \equiv n_i\ell_i j_i \equiv n_i\kappa_i \) relates to the bound electron state, while designations with no subscript relate to the continuum state. The electron wave functions are calculated in the framework of the DF method where the exchange electron interaction is included exactly both between bound electrons and between bound and free electrons [18]. The bound and continuum wave functions are calculated in the self-consistent fields (SCF) of the corresponding ions with \( N + 1 \) and \( N \) electrons, respectively.

The partial RRCS \( \sigma_{rr}^{(i)} \) for a recombining ion \( W^{q+} \), as an example, can be expressed in terms of PCS \( \sigma_{ph}^{(i)} \) for the associated recombined ion \( W^{(q-1)+} \), which makes up as the recombining ion with one additional electron in the \( i \)-th subshell with quantum numbers \( n_i, \ell_i \) and \( j_i \):

\[
W^{(q-1)+} = W^{q+} + (n_i\ell_i j_i) 
\]

(4)
We use the relativistic relationship between PCS and RRCS, which may be written as [23]:

\[ \sigma_{rr}^{(i)} = \frac{k^2}{2m_0c^2E_k + E_k^2} q^{(i)} \sigma_{ph}^{(i)} \]  

(5)

where \( E_k \) is the kinetic electron energy and \( q^{(i)} \) is the number of vacancies in the \( i \)-th subshell prior to recombination.

The relativistic RR rates \( \alpha_{rel}^{(i)}(T) \) can be found using the thermal average over the relativistic RRCS/PCS provided the continuum electron velocity is described by the relativistic Maxwell–Jüttner distribution. The associated distribution function \( f(E) \) normalized to unity is written as follows [24]

\[ f(E)\,dE = \frac{E(E^2 - 1)^{1/2}}{\theta \exp(1/\theta)K_2(1/\theta)} \times \exp\left(-(E - 1)/\theta\right)\,dE \]  

(6)

Here, \( E \) is the total electron energy in units of \( m_0c^2 \), including the rest energy, \( \theta = k_B T/m_0c^2 \) is the characteristic dimensionless temperature, \( k_B \) is the Boltzmann constant and \( T \) is the temperature. The modified Bessel function of the second order is denoted by \( K_2 \).

Taking account of the relativistic distribution (Equation (6)) along with the relativistic relationship (Equation (5)), the expression for the relativistic RR rates takes the factorized form:

\[ \alpha_{rel}^{(i)}(T) = \langle v \sigma_{rr}^{(i)} \rangle = F_{rel}(\theta) \cdot \alpha^{(i)}(T) \]  

(7)

Here, \( v = (p/E)c \) is the electron velocity with the momentum \( p = \sqrt{E^2 - 1} \). The factor \( \alpha^{(i)}(T) \) is the usual RR rate with the non-relativistic Maxwell–Boltzmann distribution, which can be written as:

\[ \alpha^{(i)}(T) = (2/\pi)^{1/2} c^{-2} (m_0k_B T)^{-3/2} \int_{\varepsilon_i}^{\infty} k^2 \sigma_{ph}^{(i)}(k) e^{(\varepsilon_i - k)/(k_B T)} dk \]  

(8)

where \( \varepsilon_i \) is the ionization threshold energy of the \( i \)-th subshell. According to Equation (7), to obtain the relativistic RR rates, \( \alpha^{(i)}(T) \), involving relativistic values of \( \sigma_{ph}^{(i)}(k) \), should be multiplied by the relativistic factor \( F_{rel}(\theta) \), which is written as:

\[ F_{rel}(\theta) = \sqrt{\frac{\pi}{2}} \theta / K_2(1/\theta) \exp(1/\theta) \]  

(9)

This is just the factor that comes from the relativistic Maxwell–Jüttner distribution with allowance made for relativistic relationship between PCS and RRCS. The factor has been obtained for the first time by us [6,7,25]. It has been taken into consideration in all our calculations of RR/RPL rates.

Similarly, the expression for relativistic RPL rates can be found as:

\[ \gamma_{rel}^{(i)}(T) = \langle v k \sigma_{rr}^{(i)} \rangle = F_{rel}(\theta) \cdot \gamma^{(i)}(T) \]  

(10)

Here, \( \gamma^{(i)}(T) \) is the RPL rate obtained using the non-relativistic Maxwell–Boltzmann electron distribution:

\[ \gamma^{(i)}(T) = (2/\pi)^{1/2} c^{-2} (m_0k_B T)^{-3/2} \int_{\varepsilon_i}^{\infty} k^3 \sigma_{ph}^{(i)}(k) e^{(\varepsilon_i - k)/(k_B T)} dk \]  

(11)

Note once again that Equations (8) and (11) have to involve relativistic values of PCS. Numerical methods used for calculations of integrals in Equations (8) and (11) are described at length in [7].
2.2. Results and Discussion

The influence of relativistic, non-dipole and exchange effects on PCS, RRCS and RR/RPL rates was considered in [7,25]. It is significant that relativistic and non-dipole effects are of importance for highly-charged ions and at high energies. For example, as is evident from Figure 1, where the factor \( F_{\text{rel}}(\theta) \) is displayed versus temperature, the relativistic Maxwell–Jüttner distribution decreases RR/RPL rates considerably at a high temperature as compared with the commonly-used non-relativistic Maxwell–Boltzmann distribution. For example, the decreasing is \( \sim 25\% \) at the highest temperature in our calculations \( T = 10^9 \text{ K} \approx 86 \text{ keV} \).

![Figure 1](image-url)  
**Figure 1.** The relativistic factor \( F_{\text{rel}} \) for radiative recombination (RR) rates and radiated power loss (RPL) rates.

On the contrary, the exact consideration of the electron exchange is of importance in the RR and photoionization calculations for low-charged ions, especially at low energies. Partial RRCS for recombination of W\(^{6+}\) with an electron captured in the \( 5d_{3/2}, 5f_{5/2} \) and \( 6p_{1/2} \) states calculated by the DF method having regard to the exact exchange (red curves) and by the DS method having regard to the approximate exchange according to Slater (blue curves) [16] are presented in Figure 2. As is seen, there is a significant difference between the two calculations especially at low electron energies and in the vicinity of the Cooper minimum. The exact consideration of the electron exchange may change partial RRCS and PCS by several times at electron energies \( E_k < \sim 1,000 \text{ eV} \) and up by \( \sim 70\% \) at high electron energies.

Calculations were performed for the most stable tungsten ions. For each ion, the electron configuration with the lowest total energy was found by the DF method taking into account the Breit magnetic interaction between electrons. It should be noted that all ion configurations obtained by us coincide with those presented in compilation [26], where the experimentally-derived energy levels are used. The adopted electron configuration for 54 ions considered in the framework of CRP are listed in Table 1 along with the values of total energies. For these ions, partial and total RRCS were calculated for 46 values of the electron energy \( E_k \). The energies are logarithmic over the range \( 4 \text{ eV} \leq E_k \leq 80 \text{ keV} \). In addition, three values near the threshold, \( E_k = 1, 2, 3 \text{ eV} \), are included. Partial \( \alpha^{(i)}_{\text{rel}}(T) \) and total \( \alpha^{(i)}_{\text{tot}}(T) \) RR rates, as well as partial \( \gamma^{(i)}_{\text{rel}}(T) \) and total \( \gamma^{(i)}_{\text{tot}}(T) \) RPL rates were calculated for eleven values of temperature in the range from \( 10^4 \text{ K} – 10^9 \text{ K} \), i.e., from 0.86 eV–86 keV.
**Figure 2.** Partial RR cross-sections (RRCS) for RR of W$^{6+}$ with an electron captured in the 5$d_{3/2}$, 5$f_{5/2}$ and 6$p_{1/2}$ states. Red, Dirac–Fock (DF) calculation with regard to the exact electron exchange; blue, Dirac–Slater (DS) calculation with approximate consideration for the exchange.

**Table 1.** Electron configurations adopted for tungsten ions along with total energies calculated by the DF method taking into account the Breit magnetic interaction between electrons.
Table 1. Cont.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Configuration</th>
<th>(-E_{\text{tot}}) (eV)</th>
<th>Ion</th>
<th>Configuration</th>
<th>(-E_{\text{tot}}) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W(^{31+})</td>
<td>[Kr](4d^{5/2}) (4d^{5/2})</td>
<td>425,744.0</td>
<td>W(^{61+})</td>
<td>[Ne](3s^2) (3p^1_{1/2})</td>
<td>321,835.9</td>
</tr>
<tr>
<td>W(^{32+})</td>
<td>[Kr](4d^{3/2}) (4d^{3/2})</td>
<td>424,465.6</td>
<td>W(^{62+})</td>
<td>[Ne](3s^2)</td>
<td>315,110.6</td>
</tr>
<tr>
<td>W(^{33+})</td>
<td>[Kr](4d^{3/2}) (4d^{3/2})</td>
<td>423,135.8</td>
<td>W(^{63+})</td>
<td>[Ne](3s^1)</td>
<td>308,108.4</td>
</tr>
<tr>
<td>W(^{34+})</td>
<td>[Kr](4d^{1/2}) (4d^{1/2})</td>
<td>421,754.1</td>
<td>W(^{65+})</td>
<td>[He](2s^2) (2p^1_{1/2}) (2p^3)</td>
<td>285,369.8</td>
</tr>
<tr>
<td>W(^{35+})</td>
<td>[Kr](4d^{1/2}) (4d^{1/2})</td>
<td>420,299.3</td>
<td>W(^{66+})</td>
<td>[He](2s^2) (2p^1_{1/2}) (2p^3)</td>
<td>269,426.1</td>
</tr>
<tr>
<td>W(^{36+})</td>
<td>[Kr](4d^{1/2}) (4d^{1/2})</td>
<td>418,790.9</td>
<td>W(^{67+})</td>
<td>[He](2s^2) (2p^1_{1/2}) (2p^3)</td>
<td>253,138.4</td>
</tr>
<tr>
<td>W(^{37+})</td>
<td>[Kr](4d^{3/2}) (4d^{3/2})</td>
<td>417,228.1</td>
<td>W(^{68+})</td>
<td>[He](2s^2) (2p^1_{1/2})</td>
<td>236,503.6</td>
</tr>
<tr>
<td>W(^{39+})</td>
<td>[Ar](3d^{3/2}) (3d^{3/2}) (4s^2) (4p^2_{1/2}) (4p^3)</td>
<td>413,781.3</td>
<td>W(^{69+})</td>
<td>[He](2s^2) (2p^1_{1/2})</td>
<td>218,086.5</td>
</tr>
<tr>
<td>W(^{40+})</td>
<td>[Ar](3d^{3/2}) (3d^{3/2}) (4s^2) (4p^2_{1/2}) (4p^3)</td>
<td>411,897.7</td>
<td>W(^{70+})</td>
<td>[He](2s^2)</td>
<td>199,257.1</td>
</tr>
<tr>
<td>W(^{41+})</td>
<td>[Ar](3d^{3/2}) (3d^{3/2}) (4s^2) (4p^2_{1/2}) (4p^3)</td>
<td>409,958.8</td>
<td>W(^{71+})</td>
<td>[He](2s^1)</td>
<td>179,889.0</td>
</tr>
</tbody>
</table>

To have a chance of getting partial cross-sections at any energies and presenting a great body of data in compact form, PCS for all electron states with principal quantum numbers \(n \leq 10\) and orbital momenta \(\ell \leq 4\) were fitted by the following analytical expression [27]:

\[
\sigma_{\text{ph}}^{(n\ell)}(k) = \sigma_0 \left[ \left( k/k_0 - 1 \right)^2 + y_{w}^2 \right] \left( k/k_0 \right)^{0.5p-\ell-5.5} \left[ 1 + \sqrt{k/(k_0y_a)} \right]^{-p}
\]  

(12)

where \(\sigma_0\), \(k_0\), \(y_w\), \(p\) and \(y_a\) are fit parameters. With Equation (12), the fit parameters were found by minimizing the mean-square deviation of fitted PCS from calculated values with the simplex search method. The fitting was performed in the following range of the photon energy:

\[
\varepsilon_{n\ell j} + 1 \text{ eV} \leq k \leq k_{\text{max}}
\]  

(13)

where \(\varepsilon_{n\ell j}\) is the ionization threshold energy. The maximum fitting energy \(k_{\text{max}}\) is determined by decreasing PCS \(\sigma_{\text{ph}}^{(n\ell)}(k_{\text{max}})\) as compared with its maximum by five/six orders of magnitude. Usually, \(k_{\text{max}}\) is of the order of a few hundred of \(\varepsilon_{n\ell j}\) for the \(s\), \(p\) and \(d\) states and of a few tens of \(\varepsilon_{n\ell j}\) for the \(f\) and \(g\) states. Consequently, the fit parameters and Equation (12) allow one to obtain PCS at any value of \(k \leq k_{\text{max}}\). The associated value of RRCS is readily obtainable using Equation (5).

Calculations of partial PCS are performed with a numerical precision 0.1%. However, the accuracy may be changed in the course of fitting. Therefore, the real root-mean-square (RMS) error \(\delta_{av}\) was found for each a state as follows:

\[
\delta_{av} = \sqrt{\frac{1}{M} \sum_{m=1}^{M} \left[ \frac{\sigma_{\text{ph}}^{(n\ell)}(k_m) - \sigma_{\text{ph}}^{(n\ell)}(k_m)}{\sigma_{\text{ph}}^{(n\ell)}(k_m)} \right]^2} \cdot 100\%
\]  

(14)

where \(M\) is the number of the energy points involved in the fitting and \(\sigma_{\text{ph}}^{(n\ell)}\) and \(\sigma_{\text{ph}}^{(n\ell)}\) are calculated and fitted values of PCS, respectively. As a rule, the error is \(\delta_{av} \lesssim 2\%\). However, for comparatively low-charged ions, the RMS error may be larger. For example, for the \(nf\) shells with \(n \geq 5\), as well as for the \(ns\) and \(np\) shells with \(n \geq 7\) of W\(^{14+}\), the maximal error reaches \(\sim 7\%\). The PCS fit parameters are presented for recombined ions along with associated ionization threshold energies \(\varepsilon_{n\ell j}\), maximum fitting energies \(k_{\text{max}}\) and RMS errors \(\delta_{av}\) (see [5,7–10]).
Total RRCS $\sigma_{tot}(E_k)$ are determined by summation of partial values over all electron states beginning from the lowest open shell up to shells with the principal quantum number $n = 20$ as follows [5,7]:

$$\sigma_{tot}(E_k) = \sum_{n=n_{min}}^{20} \sum_{\kappa=\mp1}^{-n} \sigma_{tr}^{(nlj\equiv n\kappa)}(E_k)$$  \hspace{1cm} (15)$$

where $n_{min}$ along with a corresponding value of $\kappa$ refers to the ground state. To obtain total RR/RPL rates, summations over electron states are performed in the same manner.

A part of our calculations refers to the comparatively low-charged tungsten ions with charges $6 \leq q \lesssim 20$. A peculiarity of the ions is that RRCS, PCS as well as RR/RPL rates may be bent or even nonmonotonic functions of the energy. Such ions are more difficult for calculations and especially for fitting. Figure 3 demonstrates total RRCS (3a), RR rates (3b) and RPL rates (3c) for eight representative tungsten ions in the charge range $6 \leq q \leq 57$. As is seen, curves $\sigma_{tot}(E_k)$ and $\alpha_{tot}(T)$ for ions with $q \lesssim 20$ have noticeable bends at energies $\sim$100–300 eV. This tendency brings into existence the minimum and maximum in $\sigma_{tot}(E_k)$, explicit bends in $\alpha_{tot}(T)$ and into the oscillating curve $\gamma_{tot}(T)$ for the low-charged tungsten ion W$^{6+}$ (rose curves). The $E_k$-dependence of $\sigma_{tot}$ and the $T$-dependence of $\alpha_{tot}$ for ions with $q \gtrsim 20$ become smooth curves. As is evident from Figure 3c, the behavior of total RPL rates is nonmonotonic for ions W$^{6+}$–W$^{17+}$ and has noticeable bends up to W$^{45+}$. Only for W$^{57+}$, the curve $\gamma_{tot}(T)$ becomes smooth.

![Figure 3](image)

**Figure 3.** Total RRCS (a), RR rates (b) and RPL rates (c) for representative tungsten ions. Rose, W$^{6+}$; black solid, W$^{14+}$; red, W$^{17+}$; green, W$^{20+}$; blue, W$^{23+}$; yellow, W$^{35+}$; light blue, W$^{45+}$; black dashed W$^{57+}$.

It is self-evident that such a structure of total cross-sections and rates for low-charged ions is caused by the behavior of the associated partial cross-sections and rates. Displayed in Figure 4 are partial RRCS (4a), RR rates (4b) and RPL rates (4c) for states contributing significantly to the relevant total values for W$^{6+}$. The oscillating and bent $E_k/T$-dependence of the 5d, 5f, 6s, 6p and other higher states manifests itself in total RRCS and RR/RPL rates. Total RRCS are found by summation up to states with $n = 20$ (see Equation (15)). For low-charged ions, like W$^{6+}$, all $nd$ and $nf$ states with, at least, $n \lesssim 15$ have a bent or oscillating structure. Certainly, the contributions of higher states are less. For example, contributions of states with $n = 6$ are $\sim$3–4-times less than of states with $n = 5$, and contributions of states with $n = 7$ are $\sim$2-times less than of states with $n = 6$, etc. However, these states contribute...
noticeably. It should be noted that increasing the fitting error $\delta_{av}$ mentioned above is just due to such behavior of partial PCS and RRCS.

![Graphs showing partial RRCS, RR rates, and RPL rates for the recombination of the W$^{6+}$ ion with an electron captured in various states.](image)

**Figure 4.** Partial RRCS (a), RR rates (b) and RPL rates (c) for the recombination of the W$^{6+}$ ion with an electron captured in various states. Black, the 5$^d_{3/2}$; red, the 5$^f_{5/2}$; green, the 6$^s_{1/2}$; blue, the 6$^p_{1/2}$.

We would like to emphasize that RR and RPL rates for the ion W$^{6+}$ were first obtained in this work. Partial and total values of the rates are presented in Tables A1 and A2 in Appendix.

Although total RR rates were computed at eleven values of temperature, an analytical expression is convenient to use in fusion studies. Therefore, total RR rates for tungsten ions under consideration were fitted by the following expression [8,28]:

$$\alpha_{tot}(T) = a \left[ \sqrt{T/T_0} (1 + \sqrt{T/T_0})^{1.5-b} (1 + \sqrt{T/T_1})^{2.5+b} \right]^{-1}$$

where $a$, $b$, $T_0$ and $T_1$ are fit parameters. The temperature range of the fitting is from $10^4$ K–$10^9$ K. The RMS error was calculated using the expression that is analogous to Equation (14) with $M = 11$. Usually, the RMS error is $\lesssim$1.5%. Note once more that the fitting becomes less accurate when the ion charge decreases. The fit parameters for $\alpha_{tot}(T)$ together with the associated RMS error $\delta_{av}$ are presented for all tungsten ions in [8–11].

3. Polarization Radiative Recombination Effect

3.1. Model Used in Calculations

To obtain more accurate values of RRCS, we estimated the impact on RRCS of the core electron polarization following the RR process for highly-charged ions. It has been revealed previously (see [29] and the references therein) that the standard RR probability may be enhanced due to virtual excitations (polarization) of the ion core electrons by the Coulomb field of an incident electron. In the PRR process, the photon is emitted not by the incident electron as in the RR process, but by core electrons. The RR and PRR amplitudes are shown in Figure 5a,b, respectively.
Here, thin lines describe the transition of the incident electron with the energy $\varepsilon$ into the bound \textit{f}-state. Thick lines “c” relate to the target electrons and “v” to their virtual states. Dashed lines denote the emitted photon with the energy $\omega$. The Coulomb interaction is indicated with wave lines.

Since the initial continuum electron states $\varepsilon$ and final bound states $f$ in the RR and PRR amplitudes are identical, there is quantum interference between them. At energies of dielectronic resonances, PRR is indistinguishable from an interfering part of dielectronic recombination (DR), leading to the final state with a single excited electron. Quantum interference between RR and DR for highly-charged ions was first considered in [30]. In energy regions free from dielectronic resonances, PRR is the dominant process, where its main effect is the enhancement of the RR background [31,32]. Such non-resonance photon energy ranges for polarization of the $n\ell j$ shells may be written as:

$$\varepsilon_{ns} \lesssim k \lesssim \varepsilon_{(n-1)\ell_{\text{max}}\jmath_{\text{max}}}$$

where $\varepsilon_{ns}$ is the ionization energy of the $ns$ shell and $\varepsilon_{(n-1)\ell_{\text{max}}\jmath_{\text{max}}}$ is the ionization energy of the most outer subshell with the principal quantum number $n - 1$. Such energy intervals may be rather wide, because ionization potentials are well separated for highly-charged ions. The total cross-section of the RR and PRR processes for intervals defined by Equation (17) is written as:

$$\sigma_{(\text{tot})} = \sigma_{\text{rr}} + \sigma_{\text{int}} + \sigma_{\text{prr}}$$

where $\sigma_{\text{rr}}$ is the standard RRCS, $\sigma_{\text{prr}}$ is the PRR cross-section and $\sigma_{\text{int}}$ is the interference term. The term $\sigma_{\text{prr}}$ was shown in [29,31,32] to be much less than $\sigma_{\text{rr}}$, i.e., $\sigma_{\text{prr}}/\sigma_{\text{rr}} \ll 1$. Therefore, it is the interference term $\sigma_{\text{int}}$, which is responsible for the RRCS enhancement. The contribution to the interference term comes from all virtual electron excitations, including excitations into the continuum. Therefore, the enhancement factor for RRCS due to PRR may be written as:

$$F_n = \frac{\sigma_{(\text{tot})}}{\sigma_{\text{rr}}} \approx 1 + \frac{\sigma_{\text{int}}}{\sigma_{\text{rr}}}$$

where the subscript $n$ denotes the principal quantum number of the polarized shell.

We used the “stripping approximation” for an analytical estimation of the enhancement factor $F_n$. The “stripping” approximation is based on the assumption that outer electrons with the ionization energy $\varepsilon_{\text{out}} < k$ are considered as quasi-free. As a result, the enhancement factor is given by the expression [31]:

$$F_n \approx 1 + \frac{2N_{\text{out}}(r_0)}{k^2r_0^3}$$
where \( N_{\text{out}} \) is the number of the outer-shell electrons with the principal quantum number \( n \) within the sphere of radius \( r_0 \), which may be written in the relativistic case as:

\[
N_{\text{out}}(r_0) = \int_0^{r_0} \sum_{\ell j} Q_{n\ell j}[G_{n\ell j}^2(r) + F_{n\ell j}^2(r)] \, dr
\]  

(21)

Here, quantum numbers \( n\ell j \) refer to polarized electrons, and \( Q_{n\ell j} \) is the occupation number of the \( n\ell j \) shell. According to the quasi-classical theory of radiative transitions [33], the emission of photons with the energy \( k \) by an electron is most effective in the turning point \( r_0 \) of the classical trajectory for which the angular electron velocity is close to \( k \). Therefore, the distance \( r_0 \) in Equation (21) may be determined as a root of the equation, which is written in atomic units as follows:

\[
E_k = -\frac{Z}{r_0} + U_{\text{el}}(r_0) + \frac{k^2 r_0^2}{2}
\]  

(22)

where \( U_{\text{el}}(r) \) is the electrostatic potential of ion electrons. We used the relativistic DF electron wave functions and the potential \( U_{\text{el}}(r) \), because highly-charged ions of tungsten were considered.

To check the validity of this model, we compare enhancement factors \( F_n \) obtained within the analytical “stripping” approximation by the use of the relativistic DF electron wave functions with the exact non-relativistic Hartree–Fock values obtained in [31] for the Ni-like and Ne-like ions of Ru, Cd and Xe. Factors \( F_2 \) and \( F_3 \) for the Ni-like ions are displayed in Figure 6. Here, the RR process with a capture of an electron into the \( 4p \) state (\( 4p_{1/2} \) in the relativistic case) is followed by the polarization of ion electrons with \( n = 3 \) in the photon energy range \( I_{3s} \lesssim k \lesssim I_{2p_{3/2}} \) and with \( n = 2 \) in the range \( k \gtrsim I_{2s} \). In the case of Xe\(^{26+}\), the only non-resonant interval is presented.

![Figure 6](image-url)

**Figure 6.** Enhancement factors \( F_2 \) and \( F_3 \) for the capture in the \( 4p \) state of the Ni-like ions. Red, present calculations; blue, exact non-relativistic calculations [31]. Vertical lines denote ionization energies obtained in the DF calculations. The lines relate from left to right to the \( 3d_{5/2} \) and \( 3d_{3/2} \) states merged together, the \( 3p_{3/2}, 3p_{1/2}, 3s \) and the \( 2p_{3/2}, 2p_{1/2}, 2s \) states.
One can see that with exception of the narrow energy ranges close to ionization thresholds, our approximate results (red curves) correlate rather well with exact calculations (blue curves). The agreement becomes better when the ion charge increases. The relative difference between the exact enhancement factor $F_n^{(ex)}$ from [31] and our approximate value $F_n^{(appr)}$ is written as:

$$\Delta(F_n) = \left[ \frac{(F_n^{(ex)} - F_n^{(appr)})}{F_n^{(ex)}} \right] \times 100\%$$  \hspace{1cm} (23)

The difference $\Delta(F_3)$ does not exceed 6% for Ru$^{16+}$, 5% for Cd$^{20+}$ and 4% for Xe$^{26+}$, except for threshold ranges. For the highest-charged ion Xe$^{26+}$, $\Delta(F_3)$ equals $\sim$5% even at the very threshold.

In Figure 7, the similar comparison of factors $F_2$ is given for RR of Ne-like ions with an electron captured in the $3s$ shell. As is seen, the difference $\Delta(F_2)$ is small at any electron energy and tends to decrease when the ion charge increases. Maximal $\Delta(F_2)$ changes from 5.5% for Ru$^{34+}$ to 3.8% for Xe$^{44+}$.

![Figure 7](image_url)

**Figure 7.** The enhancement factor $F_2$ for the capture in the $3s$ states of the Ne-like ions. Red, present calculations; blue, the exact non-relativistic calculations [31]. Vertical lines denote ionization energies of the $2p_{3/2}$, $2p_{1/2}$ and $2s$ states (from left to right) obtained by the DF method.

### 3.2. PRR Effect for Fe XVII

We assessed the PRR effect for the Ne-like ion Fe XVII to explain the puzzling discrepancy between experimental and theoretical values of EIECS [12]. Measurements of EIECS for dominant X-ray lines from Fe XVII and RR of the beam electrons into the M-shell levels of the source ions were reported in [13]. Absolute values of EIECS $\sigma_{EIE}$ were determined by normalizing to the measured intensity of the RR peaks, which were, in turn, independently normalized to theoretical RRCS $\sigma_{rr}$ calculated by the DS method for the $3s$, $3p$ and $3d$ states at electron energy $E_k = 964$ eV. Experimental values of $\sigma_{EIE}$ turned out to be lower by $\sim$25% as compared to all available theoretical EIECS. We assumed that the problem with the determination of absolute values of the measured $\sigma_{EIE}$ by normalizing the measured intensity of RR peaks to the theoretical $\sigma_{rr}$ is that only the RR channel is taken into account in the $\sigma_{rr}$ calculations, while the PRR channel is overlooked.

To account for the PRR channel, we estimated the enhancement factor $F_2$ using the “stripping” approximation and the DF method. The resulting value of $F_2$, on average, equals 1.22 for RR into
Table 2. Values of RRCS in barns for RR of the ion Fe XVII with the capture in the $3\ell j$ electron states calculated by the DF and DS methods at $E_k = 964$ eV. $\Delta = [(\sigma_{DS} - \sigma_{DF})/\sigma_{DF}] \times 100\%$.

<table>
<thead>
<tr>
<th>$n\ell j$</th>
<th>$\sigma_{DF}$ (barn)</th>
<th>$\sigma_{DS}$ (barn)</th>
<th>$\Delta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3s_{1/2}$</td>
<td>33.9</td>
<td>35.6</td>
<td>5</td>
</tr>
<tr>
<td>$3p_{1/2} + 3p_{3/2}$</td>
<td>84.7</td>
<td>89.4</td>
<td>6</td>
</tr>
<tr>
<td>$3d_{3/2} + 3d_{5/2}$</td>
<td>29.5</td>
<td>31.6</td>
<td>7</td>
</tr>
</tbody>
</table>

the $3\ell j$ levels of the ion Fe$^{16+}$. Comparison between our approximate and exact results for the Ne-like ion Kr$^{26+}$ [31] suggests the uncertainty in $F_2$ to be $\simeq 4\%$. Therefore, the corrected value for Fe$^{16+}$ is $F_2 = 1.26$.

Besides, we verify by inspection relevant theoretical data used in [13] for normalizing the measured intensity of RR peaks by comparison with our RRCS calculations by the DF method. The DF values of RRCS $\sigma_{DF}$ for the $3s$, $3p$ and $3d$ states at electron energy $E_k = 964$ eV are listed in Table 2 together with RRCS calculated by the DS method $\sigma_{DS}$ and differences $\Delta$ between the two calculations.

As is seen from Table 2, the DF method decreases RRCS, on average, by 6%, as compared to the DS method. Thus, the correction associated with the inclusion of PRR channel (26%) along with the use of the more appropriate DF method in the RRCS calculations (6%) increases RRCS and, consequently, EIECS by $\sim 20\%$. This resolved the contradiction between experimental and theoretical values of $\sigma_{EIE}$.

3.3. PRR Effect for Highly-Charged Tungsten Ions

The agreement of our calculations with exact results [31] and, particularly, a good agreement between experimental and theoretical values of EIECS resulting from including the PRR effect in the RRCS calculations give good grounds for believing that the adopted approximation provide a reasonable estimation of the RRCS enhancement for highly-charged tungsten ions. We consider the PRR effect for tungsten ions with charges $24 \leq q \leq 64$. The $k$-dependence of $F_n$ is demonstrated in Figure 8 for representative tungsten ions. The enhancement factor $F_4$ is presented in the photon energy range $I_{4s} \lesssim k \lesssim I_{5d_{5/2}}$; the factor $F_3$ is given in the range $I_{3s} \lesssim k \lesssim I_{2p_{3/2}}$; and the factor $F_2$ for $k \geq I_{2s}$. Electron configurations of tungsten ions along with the states in which an electron is captured in the RR process are listed in Table 3.

As is evident from Figure 8, the enhancement factors $F_3$ and $F_4$ drop rapidly as the photon energy increases (see Equation (20)). All factors decrease gradually when the ion charge increases. For example, the maximum value of $F_3$ decreases from 17% for W$^{24+}$ to 11% for W$^{46+}$ in spite of the fact that the $3s$, $3p$ and $3d$ subshells are closed in both ions. The largest enhancement factor is $F_3$ provided that the $3d$ electrons are involved into polarization. The factor $F_4$ involving the closed $4d$ subshells is not so large. For example, the maximum value of $F_3$ for W$^{28+}$ equals $\sim 15\%$, while $F_4$ equals $\sim 6\%$, both the $3d$ and $4d$ shells being closed. Polarization of the $ns$ and $np$ shells at $n = 3, 4$ results in a small effect, $F_3$ and $F_4$ being less than $3\%$. For W$^{56+}$ and W$^{60+}$ where the $3s$ and $3p$ subshells are polarized, $F_3 \lesssim 2.5\%$ and $\lesssim 1.1\%$, respectively. Calculations also showed that for W$^{38+}$ and W$^{42+}$ with polarization of the $4s$ and $4p$ shells, the maximum value of $F_4$ is $\sim 2\%$ and $1.3\%$, respectively. The factor $F_2$ associated
with polarization of the 2s and 2p shells decreases gradually from \( \sim 7\% \) down to \( \sim 3\% \) when the photon energy increases. The factor also decreases with increasing the ion charge. It should be noted that, as is shown in Figure 6, our values of \( F_3 \) are overestimated at low energies as compared with the Hartree–Fock calculations in [31]. Because of this, it is quite possible that enhancement factors \( F_3 \) presented in Figure 8 for tungsten ions are also overestimated near the threshold.

Table 3. Electron configurations adopted for recombining tungsten ions given in Figure 8 and the electron state in which an electron is captured.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Electron Configuration</th>
<th>Final State</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W^{24+} )</td>
<td>[Kr]4( d_{3/2} ) 4( d_{5/2} ) 4( f_{5/2} )</td>
<td>4( f_{5/2} )</td>
</tr>
<tr>
<td>( W^{28+} )</td>
<td>[Kr]4( d_{3/2} ) 4( d_{5/2} )</td>
<td>5( s_{1/2} )</td>
</tr>
<tr>
<td>( W^{34+} )</td>
<td>[Kr]4( d_{3/2} )</td>
<td>4( d_{5/2} )</td>
</tr>
<tr>
<td>( W^{46+} )</td>
<td>[Ar]3( d_{3/2} ) 3( d_{5/2} )</td>
<td>4( s_{1/2} )</td>
</tr>
<tr>
<td>( W^{56+} )</td>
<td>[Ar]</td>
<td>3( d_{3/2} )</td>
</tr>
<tr>
<td>( W^{64+} )</td>
<td>[Ne]</td>
<td>3( s_{1/2} )</td>
</tr>
</tbody>
</table>

The difference between \( F_3 \) and \( F_4 \) involving the 3\( d \) and 4\( d \) shells, respectively, is associated with the fact that the 3\( d \) density in the interval [0–\( r_0 \)] (see Equations (20)–(22)) is considerably larger than the 4\( d \) density. Relativistic electron densities for these shells of \( W^{28+} \) are compared in Figure 9 at the photon energies close to their ionization thresholds that determine different values of \( r_0 \). In spite of the fact that \( r_0 = 0.183 \) a.u. for the 3\( d_{3/2} \) electron is less than \( r_0 = 0.303 \) a.u. for the 4\( d_{3/2} \) electron in the case displayed in Figure 9, it is evident that the density, and hence, the integral value \( N_{\text{out}}(r_0) \), is much larger for the 3\( d_{3/2} \) shell. In line with this, as is seen from Figure 8, the maximum value of \( F_3 \) for \( W^{28+} \) considerably exceeds the maximum value of \( F_4 \).

![Figure 8](image_url)  
**Figure 8.** Enhancement factors \( F_n \) for RR of representative tungsten ions with an electron captured in the lowest state. Green, \( F_4 \); blue, \( F_3 \); rose, \( F_2 \). Vertical lines denote ionization energies.
As is clear from Table 3, enhancement factors in Figure 8 are presented for RR of tungsten ions with an electron captured in the lowest ion state. However, there is only a slight difference between $F_n$ for a capture in various electron states within the approximation used here. The enhancement factors for various final electron states in the photon energy ranges free from DR resonances are listed in Table 4. As is seen, the difference between $F_n$ at the electron capture in various states does not exceed 0.3%.
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**Figure 9.** The electron density $G^2(r) + F^2(r)$ in the range $[0 - r_0]$ for the $3d_{3/2}$ (red) and $4d_{3/2}$ (blue) shells of the ion W$^{28+}$. Vertical lines denote values of $r_0$ for the $3d_{3/2}$ (red) and $4d_{3/2}$ (blue) shells.

**Table 4.** The percentage enhancement factor $(F_n - 1) \times 100\%$ for RR of W$^{28+}$ with an electron captured in various states.

<table>
<thead>
<tr>
<th>n</th>
<th>$k$, keV</th>
<th>$5s$</th>
<th>$4f_{5/2}$</th>
<th>$5d_{3/2}$</th>
<th>$6p_{1/2}$</th>
<th>$5g_{7/2}$</th>
<th>$7s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3.82</td>
<td>14.8</td>
<td>15.0</td>
<td>14.7</td>
<td>14.8</td>
<td>14.8</td>
<td>14.7</td>
</tr>
<tr>
<td>3</td>
<td>7.00</td>
<td>5.2</td>
<td>5.2</td>
<td>5.2</td>
<td>5.2</td>
<td>5.2</td>
<td>5.2</td>
</tr>
<tr>
<td>3</td>
<td>11.23</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>4</td>
<td>1.70</td>
<td>4.9</td>
<td>5.0</td>
<td>4.9</td>
<td>4.9</td>
<td>4.9</td>
<td>4.8</td>
</tr>
<tr>
<td>4</td>
<td>2.79</td>
<td>3.5</td>
<td>3.5</td>
<td>3.4</td>
<td>3.4</td>
<td>3.4</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Consequently, we showed that the simple analytical “stripping” approximation provides a reasonable estimation of the PRR enhancement factor for RRCS. The approximation was used for an assessment of the PRR enhancement for RR with a capture of an electron in the $3\ell j$ levels of Fe XVII. Enhancement factors for highly-charged tungsten ions were calculated. It was obtained that the most enhancement occurs when the $3d_{3/2}$ and $3d_{5/2}$ electrons are involved in the polarization. The enhancement factor decreases with increasing of the photon energy. The factor depends on the principal quantum number of polarized shells and on the ion charge. This factor should be taken into account in the RRCS calculations.
4. Ions in Dense Laser and Fusion Plasmas

4.1. Average-Atom Model

To study the electron structure of ions in LTE plasmas, the code PLASMASATOM has been designed on the basis of our computer program complex RAINE [16–18]. The code PLASMASATOM is based on the average-atom model. The model has been applied in the Los Alamos code INFERNO [19,20], code PURGATORIO [21] and the more advanced code PARADISIO [22].

In the average-atom model, the plasma is taken to consist of the neutral Wigner–Seitz (WS) cells [34,35]. Each of them contains a nucleus with a charge \( Z \) and \( Z \) bound and continuum electrons. The bound wave function and its derivative coincide with those of a neighboring atom. The continuum density is finite at the WS cell boundary and merges into the uniform free-electron density outside the cell. Therefore, we treat an isolated neutral cell in a local thermodynamic average sense, neglecting the interaction of the cell with other ones. The radius of the WS cell \( R_{WS} \) is determined from the material density and atomic weight.

In the following studies, we used the relativistic DS method where an electron is assumed to satisfy the system of the Dirac central-field equations:

\[
\begin{align*}
\frac{dG(r)}{dr} &= -\kappa G(r) + [E + 1 - V(r)]F(r) \\
\frac{dF(r)}{dr} &= \kappa F(r) - [E - 1 - V(r)]G(r)
\end{align*}
\]

(24)

Here, \( E \) is the total electron energy, and \( V(r) \) is the electron potential energy. The potential with the exchange term in the local density approximation may be written as:

\[
V(r) = \begin{cases} 
-\frac{\alpha Z}{r} + \frac{\alpha}{r} \int_0^r 4\pi r^2 \rho(r) dr + r \int_r^{R_{WS}} 4\pi r \rho(r) dr & \text{at } r \leq R_{WS} \\
0 & \text{at } r > R_{WS}
\end{cases}
\]

(25)

where \( \rho(r) \) is the total electron density:

\[
\rho(r) = \rho_b(r) + \rho_c(r)
\]

(26)

The bound density contribution \( \rho_b(r) \) is written as:

\[
4\pi r^2 \rho_b(r) = \sum_i (2j_i + 1)f_i(\varepsilon_i, \mu)[G_i^2(r) + F_i^2(r)]
\]

(27)

where the summation is over all bound states, and the Fermi–Dirac factor \( f_i(\varepsilon_i, \mu) \) is given by the Fermi distribution:

\[
f_i(\varepsilon_i, \mu) = \left[ 1 + \exp \left( \frac{\varepsilon_i - \mu}{k_b T} \right) \right]^{-1}
\]

(28)

Here, \( \varepsilon_i = 1 - E < 0 \) is the electron binding energy, \( \mu \) is the chemical potential and \( k_b T \) is the temperature. The occupation number of the i-th level is determined by:

\[
N_i = (2j_i + 1)f_i(\varepsilon_i, \mu)
\]

(29)
Bound electron wave functions are normalized so that:

$$\int_{0}^{R_{WS}} [G_{\kappa}^2(r) + F_{\kappa}^2(r)] dr = 1$$

(30)

The continuum density contribution $\rho_c(r)$ has the form:

$$4\pi r^2 \rho_c(r) = \int_{0}^{\infty} d\varepsilon f(\varepsilon, \mu) \sum_{|\kappa| = \pm 1} 2|\kappa| [G_{\kappa}^2(r) + F_{\kappa}^2(r)]$$

(31)

Here, $\varepsilon = E - 1 > 0$, and the associated Fermi–Dirac factor $f(\varepsilon, \mu)$ is given by:

$$f(\varepsilon, \mu) = \left[1 + \exp\left(\frac{\varepsilon - \mu}{k_B T}\right)\right]^{-1}$$

(32)

Continuum wave functions are normalized per unit energy interval, so that:

$$\lim_{r \to \infty} \left[ G_{\kappa}^2(r) + \frac{E + 1}{E - 1} F_{\kappa}^2(r) \right] = \frac{1}{\pi} \sqrt{\frac{E + 1}{E - 1}}$$

(33)

The chemical potential $\mu$ appearing in Equations (28) and (32) is determined provided that the cell with the radius $R_{WS}$ is electrically neutral:

$$F(\mu) = Z - 4\pi \int_{0}^{R_{WS}} r^2 \rho(r) dr = 0$$

(34)

The sum over $\kappa$ in Equation (31) converges slowly. Because of this, to eliminate the need of a direct calculations of the sum, we transform Equation (31) by the method, which makes it possible to perform the summation over $\kappa$ not to infinity, but only for a few values of $|\kappa| \leq |\kappa_{\text{max}}|$ [36]. In the case of the DS method and for our notations, Equation (31) may be rearranged by the following way. Where the influence of the potential $V(r)$ is negligible, the continuum wave function normalized according to Equation (33) may be written as:

$$G_{\kappa}(r) = N_{\varepsilon} pr \left[ \cos \delta j_\ell (pr) + \sin \delta y_\ell (pr) \right]$$

$$F_{\kappa}(r) = \frac{\kappa}{|\kappa|} N_{\varepsilon} pr \sqrt{\frac{E - 1}{E + 1}} \left[ \cos \delta j_\ell (pr) + \sin \delta y_\ell (pr) \right]$$

(35)

where $\delta(r)$ is the phase shift, $p = \sqrt{E^2 - 1}$, $N_{\varepsilon} = \sqrt{\frac{E + 1}{\pi p}}$ is the normalization factor and $j_\ell$ and $y_\ell$ are the spherical Bessel functions of the first and second kind, respectively.

Setting in Equations (35) $\delta = 0$, we arrive to functions $G(r)$ and $F(r)$ for a free wave:

$$G_{\delta=0,\kappa}(r) = N_{\varepsilon} pr j_\ell (pr)$$

$$F_{\delta=0,\kappa}(r) = \frac{\kappa}{|\kappa|} \sqrt{\frac{E - 1}{E + 1}} N_{\varepsilon} pr j_\ell (pr)$$

(36)
Further, we replace the summation over $\kappa$ in Equation (31) by two sums:

$$\sum_{\kappa=\pm 1}^{\pm \infty} 2\kappa[G_\kappa^2(r) + F_\kappa^2(r)] = \sum_{\kappa=\pm 1}^{\pm |\kappa_{\text{max}}|} 2\kappa[G_\kappa^2(r) + F_\kappa^2(r)] + \sum_{\kappa=\pm (|\kappa_{\text{max}}|+1)}^{\pm \infty} 2\kappa[G_\kappa^2(r) + F_\kappa^2(r)]$$  \hspace{1cm} (37)

In addition, to accelerate the sum convergence, we subtract from the real density $(G_\kappa^2 + F_\kappa^2)$ the relevant density for a free wave $(G_{\kappa=0}^2 + F_{\kappa=0}^2)$ in each $\kappa$-term of the first sum in the right part of Equation (37). To compensate these terms and to include the second sum in Equation (37), we add the total sum of such terms for $\pm 1 \leq \kappa \leq \pm \infty$. Then, the expression for $\rho_c(r)$ takes the form:

$$\rho_c(r) = \int_0^{\infty} d\varepsilon f(\varepsilon, \mu) \left\{ \sum_{\kappa=\pm 1}^{\pm |\kappa_{\text{max}}|} \frac{|\kappa|}{2\pi} \left[ \frac{G_\kappa^2(r) + F_\kappa^2(r)}{r^2} - \frac{(E + 1)p}{E + 1} \right] \right\}$$

$$+ \frac{N^2 p^2}{2\pi} \left[ \sum_{\kappa=\pm 1}^{\pm |\kappa_{\text{max}}|} |\kappa| j_\ell^2(\text{pr}) \right]$$

$$+ \frac{E}{E + 1} \sum_{\kappa=\pm 1}^{\pm |\kappa_{\text{max}}|} |\kappa| j_\ell^2(\text{pr})$$  \hspace{1cm} (38)

Terms in the second line of Equation (38) compensate the sum over $\pm 1 \leq \kappa \leq \pm |\kappa_{\text{max}}|$ for a free wave, which we have subtracted, as well as include approximately the sum over $\pm (|\kappa_{\text{max}}|+1) \leq \kappa \leq \pm \infty$. It is easy to check that:

$$\sum_{\kappa=\pm 1}^{\pm \infty} |\kappa| j_\ell^2(\text{pr}) = \sum_{\ell=0}^{\infty} (2\ell + 1) j_\ell^2(\text{pr}) = 1$$  \hspace{1cm} (39)

$$\sum_{\kappa=\pm 1}^{\pm \infty} |\kappa| j_\ell^2(\text{pr}) = \sum_{\ell=0}^{\infty} (2\ell + 1) j_\ell^2(\text{pr}) = 1$$  \hspace{1cm} (40)

Taking into consideration Equations (33), (39) and (40), we arrive at the following expression for the continuum density:

$$\rho_c(r) = \int_0^{\infty} d\varepsilon f(\varepsilon, \mu) \left\{ \sum_{\kappa=\pm 1}^{\pm |\kappa_{\text{max}}|} \frac{|\kappa|}{2\pi} \left[ \frac{G_\kappa^2(r) + F_\kappa^2(r)}{r^2} - \frac{(E + 1)p}{E + 1} \left( j_\ell^2(\text{pr}) + \frac{E - 1}{E + 1} j_\ell^2(\text{pr}) \right) \right] + \frac{Ep}{\pi} \right\}$$  \hspace{1cm} (41)

It is instructive to evaluate how many terms have to be taken into account in sum over $\kappa$ in Equation (41). We present in Table 5 results obtained with various values of $|\kappa_{\text{max}}|$ for the iron ion at temperature 100 eV and $R_{\text{WS}} = 2.672$ a.u. Data of Table 5 demonstrate differences in a third or fourth significant digit of the $\varepsilon_i$, $N_i$ and $\mu$ magnitudes obtained in calculations having regard to $|\kappa_{\text{max}}| = 10$ and $|\kappa_{\text{max}}| = 15$. This means that the difference between the two calculations is less than 0.5%. We checked that further increasing $|\kappa_{\text{max}}|$ has no influence on the results. Therefore, the value $|\kappa_{\text{max}}| = 10$ is slightly lacking to give a high accuracy, while $|\kappa_{\text{max}}| = 15$ is quite enough. Consequently, adoption of Equation (41) for $\rho_c(r)$ permits one to restrict $|\kappa_{\text{max}}| = 15$, while the direct summation in Equation (31) requires several tens of $\kappa$-terms to reach the same accuracy.

The integral over $\varepsilon$ in Equation (41) is evaluated up to $\varepsilon_{\text{max}}$, where $\varepsilon_{\text{max}}$ is chosen so that the Fermi–Dirac factor is small:

$$f(\varepsilon_{\text{max}}, \mu) \leq \delta_{\varepsilon}$$  \hspace{1cm} (42)
where $\delta_{e} = 10^{-8}$. The integrand is calculated for $10^{3}$ equidistant points $\varepsilon$ in the interval $[0 - \varepsilon_{\text{max}}]$. This energy grid is used for calculation of the integral in Equation (41) by the Simpson method. Calculations where the continuum density is based on Equations (31)–(42) will be refereed to as the DS-DS model.

Table 5. Binding energies $\varepsilon_{i}$, occupation numbers $N_{i}$, $N_{\text{bound}}$ (see Equation (53) below), the charge $q$ and the chemical potential $\mu$ calculated for various $|\kappa_{\text{max}}|$ for the iron ion at $k_{\beta}T = 100$ eV and $R_{\text{WS}} = 2.672$ a.u.

| Shell | $|\kappa_{\text{max}}| = 10$ | $|\kappa_{\text{max}}| = 15$ |
|-------|-----------------|-----------------|
|       | $\varepsilon_{i}$ (eV) | $N_{i}$ | $\varepsilon_{i}$ (eV) | $N_{i}$ |
| 1s    | $-7,110.09$     | $2.0000$ | $-7,110.47$ | $2.0000$ |
| 2s    | $-931.53$      | $1.9986$ | $-931.91$ | $1.9986$ |
| $2p_{1/2}$ | $-822.19$ | $1.9957$ | $-822.84$ | $1.9957$ |
| $2p_{3/2}$ | $-809.54$ | $3.9903$ | $-809.92$ | $3.9903$ |
| 3s    | $-169.74$      | $0.8141$ | $-170.02$ | $0.8122$ |
| $3p_{1/2}$ | $-136.00$ | $0.6576$ | $-136.27$ | $0.6559$ |
| $3p_{3/2}$ | $-133.85$ | $1.2963$ | $-134.12$ | $1.2928$ |
| $3d_{3/2}$ | $-80.11$ | $0.8752$ | $-80.38$ | $0.8725$ |
| $3d_{5/2}$ | $-79.76$ | $1.3094$ | $-80.06$ | $1.3054$ |
| 4s    | $-16.98$       | $0.2594$ | $-17.06$ | $0.2580$ |

$N_{\text{bound}}$ | $15.1966$ | $15.1814$ |
$q$ | $10.8015$ | $10.8186$ |
$\mu$ (eV) | $-207.37$ | $-208.04$ |

To simplify and significantly accelerate the computational procedure, we also elaborated another version of code PLASMASATOM, where $\rho_{c}$ is evaluated within the framework of the semi-classical Thomas–Fermi (TF) approximation according to [34]. In this case, a continuum density is written in atomic units as follows:

$$\rho_{c}(r) = \frac{(2mk_{\beta}T)^{3/2}}{2\pi^{2}} I_{1/2}(b, x)$$

(43)

Here, $I_{1/2}(b, x)$ is the incomplete Fermi integral:

$$I_{1/2}(b, x) = \int_{b}^{\infty} y^{1/2}dy \quad 1 + \exp(y - x)$$

(44)

where:

$$x = \{\mu - [V(r) - V_{\text{ex}}(r)]\}/k_{\beta}T$$

(45)

$$b = -[V(r) - V_{\text{ex}}(r)]/k_{\beta}T$$

(46)

and $V_{\text{ex}}(r)$ is the exchange term of the potential $V(r)$. Calculations where the continuum density is based on Equations (43)–(46) will be refereed to as the DS-TF model.

In the both models, the SCF values of $V(r)$, $\rho(r)$ and $\mu$ are found by the iterative method. The process starts from calculations for a neutral atom by the DS method without regard for a temperature. The initial
potential $V(r)$ constructed from the DS bound wave functions allows us to determine the initial density. Two initial values of the chemical potential $\mu_0$ and $\mu'_0$ have to be specified so that:

$$F(\mu_0)F(\mu'_0) < 0$$  \hspace{1cm} (47)

Further, on the $n$-th iteration, we calculate a root of Equation (34) $\mu_n$. Knowledge of a new value of $\mu_n$ permits finding Fermi–Dirac factors $f_i(\varepsilon_i, \mu)$ and $f(\varepsilon, \mu)$, then new densities $\rho_b(r)$, $\rho_c(r)$ and $\rho(r)$, which permit, in turn, to determine a new potential $V^{n+1}(r)$. The iterative process is accomplished when the following condition is fulfilled:

$$\max_r |V^{n+1}(r) - V^n(r)| < \delta_V$$  \hspace{1cm} (48)

The accuracy of SCF calculations is chosen as $\delta_V = 10^{-5}$.

In a general case, the iterative process is unstable. Because of this, the initial potential for the $(n+1)$-th iteration $V^{(n+1)i}(r)$ is determined using the initial and final potentials for previous $n$-th and $(n-1)$-th iterations in the following manner. If the iteration number $(n+1)$ is odd, the initial potential is determined as:

$$V^{(n+1)i}(r) = AV^{ni}(r) + (1 - A) V^{nf}(r)$$  \hspace{1cm} (49)

where the mixing coefficient $A$ is prescribed within the limits $0.2 \leq A \leq 0.9$.

If the iteration number $(n+1)$ is even, the initial potential is calculated using the following scheme (see [16] and the references therein):

$$V^{(n+1)i}(r) = \begin{cases} V^{nf}(r) & \text{for } B(r) < 0 \\ \overline{V}(r) & \text{for } 0 \leq B(r) \leq A \\ AV^{ni}(r) + (1 - A)V^{nf}(r) & \text{for } B(r) > A \end{cases}$$  \hspace{1cm} (50)

Here:

$$B(r) = \frac{V^{nf}(r) - \overline{V}(r)}{V^{nf}(r) - V^{ni}(r)}$$  \hspace{1cm} (51)

and:

$$\overline{V}(r) = \frac{[V^{(n-1)i}(r)V^{nf}(r) - V^{ni}(r)V^{(n-1)f}(r)]}{[V^{nf}(r) - V^{(n-1)f}(r)] - [V^{ni}(r) - V^{(n-1)i}(r)]]}$$  \hspace{1cm} (52)

If the iterative process diverges just the same, the mixing coefficient $A$ should be increased.

4.2. Comparison with Previous Calculations

Our results were verified by comparing with calculations [34] for iron. The bound, continuum and total densities for the iron ion in plasmas with the normal density at $k_b T = 100$ eV are shown in Figure 10.

As is seen from Figure 10, our results (red curves) are very close to the results from [34] (blue curves). The slight differences occur in $\rho_b$ in ranges of maxima and minima where electron wave functions are usually very sensitive to all details of calculations and in $\rho_c$ near the very WS boundary.
Next, we compare our final results for the iron ion with calculations [34]. Presented in Table 6 are the spectrum of binding energies $\varepsilon_i$, level populations $N_i$ (Equation (29)), the chemical potential $\mu$, the ion charge $q$ and a number of bound electrons $N_{\text{bound}}$ in the resulting ion:

$$N_{\text{bound}} = \sum_i N_i = Z - q \quad (53)$$

Our data were obtained using the DS-TF and DS-DS models. One can see that the results calculated by the DS-TF model correlate with data from [34], where the same model has been adopted. Our binding energies are in excellent agreement with those from [34]. The largest difference for the binding energy of the valence 4s level is likely to be due to different boundary conditions. However, the difference in level occupation numbers reaches $\sim 12\%$. In addition, data of Table 6 allow one to compare results obtained within the DS-DS and DS-TF models. As is seen, there is a minor difference between the two calculations. The largest difference ($\sim 5\%$) occurs for the binding energy of the valence 4s shell. Values of $\mu$ obtained in the two models differ by $\lesssim 0.3\%$, and values of the charge $q$ only by $\sim 0.2\%$. It should be noted that all levels and the chemical potential become lower, as well as the charge increases when passing from the DS-TF model to the DS-DS one.
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**Figure 10.** The bound and continuum electron densities (a) and the total density (b) calculated using the DS-Thomas–Fermi (TF) model for the iron ion in laser plasmas at temperature $k_B T = 100$ eV and the normal density $7.87 \text{ g/cm}^3$, $R_{WS} = 2.67 \text{ a.u.}$ Red, present calculations; blue, calculations [34].

As is well known, the DS and TF continuum densities diverge drastically, the DS density $\rho_c(r)$ being an oscillating function, while the TF $\rho_c(r)$ is a quite smooth function. Nevertheless, the results obtained using the DS-DS and DS-TF models are very close to each other.

In addition, we compare our ion charge $q$ for iron in three cases listed in Table 7 with mean ionization stages $\langle q \rangle$ obtained by eight groups from Los Alamos, Livermore and with the data from Opacity Project (OPAC collaboration). The results have been calculated with different eleven codes to prepare LULI (Laboratoire pour L’Utilisation des Lasers Intenses) 2010 experiments [37]. The difference in the mean ionization stage obviously implies the discrepancy between the frequency-dependent opacity. Therefore, the data are of importance for astrophysics.
As is shown in Figure 11, our values of \( q \) (red asterisks versus codes with numbers 12 and 3) correlate well with previous calculations. Besides, the data of Table 7 show that our results are in excellent agreement with the best results [37] of \(< q >\) from OP. The largest difference is 4%.

**Figure 11.** Iron mean ionization stages \(< q >\) obtained by various codes. Codes used are:
1: FLYCHK (NLTE); 2: FLYCHK (LTE); 3: OP (⋆) and present results (⋆); 4: STA; 5: AA-Z\(_P\); 6: AA-Z\(_M\); 7: CASSANDRA; 8: OPAS; 9: SCO(rel.); 10: SCO-RG; 11: LEDCOP; 12: present calculations (⋆), PLASMASATOM. Codes 5, 6 and 12 are LTE average atom ionization models. Figure is taken from [37] with our results added for comparison.

**Table 6.** Spectrum of binding energies \( \varepsilon_i \), level populations \( N_i \), \( N_{\text{bound}} \), the charge \( q \) and the chemical potential \( \mu \) for the iron ion at \( k_B T = 100 \) eV and \( R_{\text{WS}} = 2.67 \) a.u.

<table>
<thead>
<tr>
<th>Shell</th>
<th>( \varepsilon_i ) (eV)</th>
<th>( N_i )</th>
<th>( \varepsilon_i ) (eV)</th>
<th>( N_i )</th>
<th>( \varepsilon_i ) (eV)</th>
<th>( N_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s</td>
<td>-7,110.47</td>
<td>2.0000</td>
<td>-7,110.04</td>
<td>2.0000</td>
<td>-7,109.00</td>
<td>2.0000</td>
</tr>
<tr>
<td>2s</td>
<td>-931.91</td>
<td>1.9986</td>
<td>-931.50</td>
<td>1.9986</td>
<td>-930.76</td>
<td>1.9988</td>
</tr>
<tr>
<td>2p(\frac{1}{2})</td>
<td>-822.84</td>
<td>1.9957</td>
<td>-822.16</td>
<td>1.9957</td>
<td>-821.40</td>
<td>1.9964</td>
</tr>
<tr>
<td>2p(\frac{3}{2})</td>
<td>-809.92</td>
<td>3.9903</td>
<td>-809.51</td>
<td>3.9903</td>
<td>-808.75</td>
<td>3.9919</td>
</tr>
<tr>
<td>3s</td>
<td>-170.02</td>
<td>0.8122</td>
<td>-169.77</td>
<td>0.8147</td>
<td>-169.96</td>
<td>0.9087</td>
</tr>
<tr>
<td>3p(\frac{1}{2})</td>
<td>-136.27</td>
<td>0.6559</td>
<td>-136.03</td>
<td>0.6581</td>
<td>-136.19</td>
<td>0.7453</td>
</tr>
<tr>
<td>3p(\frac{3}{2})</td>
<td>-134.12</td>
<td>1.2928</td>
<td>-133.88</td>
<td>1.2973</td>
<td>-134.04</td>
<td>1.4707</td>
</tr>
<tr>
<td>3d(\frac{3}{2})</td>
<td>-80.38</td>
<td>0.8725</td>
<td>-80.08</td>
<td>0.8757</td>
<td>-80.14</td>
<td>1.0131</td>
</tr>
<tr>
<td>3d(\frac{5}{2})</td>
<td>-80.06</td>
<td>1.3054</td>
<td>-79.76</td>
<td>1.3103</td>
<td>-79.81</td>
<td>1.5159</td>
</tr>
<tr>
<td>4s</td>
<td>-17.06</td>
<td>0.2580</td>
<td>-16.14</td>
<td>0.2577</td>
<td>-9.55</td>
<td>0.2868</td>
</tr>
</tbody>
</table>

\( N_{\text{bound}} \): 15.1814 15.1985 15.9277  
\( q \): 10.8186 10.8015 10.0723  
\( \mu \) (eV): -208.04 -207.27 -188.27
Table 7. Comparison of ionization stages $q$ for Fe obtained in present calculations with mean ionization stages $\langle q \rangle$ from OP [38].

<table>
<thead>
<tr>
<th>Case</th>
<th>$k_\beta T$ (eV)</th>
<th>$\rho$ (mg/cm$^3$)</th>
<th>$q$, Present</th>
<th>$\langle q \rangle$, OP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.3</td>
<td>5.48</td>
<td>5.58</td>
<td>5.35</td>
</tr>
<tr>
<td>2</td>
<td>27.3</td>
<td>3.39</td>
<td>8.69</td>
<td>8.65</td>
</tr>
<tr>
<td>3</td>
<td>38.5</td>
<td>2.63</td>
<td>11.22</td>
<td>11.2</td>
</tr>
</tbody>
</table>

We also compared results for the heavy uranium ion with those obtained in [22] using code PARADISIO. In Figure 12, the number of bound electrons $N_{\text{bound}}$ (Equation (53)) versus a temperature is presented for the uranium ion in plasmas with the density $\rho = 0.01$ g/cm$^3$ ($N_{\text{ion}}=2.5 \cdot 10^{19}$ cm$^{-3}$). As is seen, our calculation (red curve) is in excellent agreement with the previous results (blue dashed curve) in the wide temperature range $0.1$ eV $\leq k_\beta T \leq 10$ keV.
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**Figure 12.** A number of bound electrons $N_{\text{bound}}(k_\beta T)$ for the uranium ion. Red solid, present calculations; blue dashed, results obtained in [22]. The plasma density is $\rho = 0.01$ g/cm$^3$.

4.3. Results for Tungsten Ions

New calculations were performed within the DS-DS model for the tungsten ion in laser plasmas of two densities $\rho_1 = 1.93$ g/cm$^3$ (the ion density $N_{\text{ion}} = 6.3 \times 10^{21}$ cm$^{-3}$) and $\rho_2 = 0.01$ g/cm$^3$ ($N_{\text{ion}} = 3.3 \times 10^{19}$ cm$^{-3}$). The spectrum of energies $\varepsilon_i$ and level occupation numbers $N_i$ are given in Table 8 for the tungsten ion in plasmas with densities $\rho_1$ and the associated value of $R_{\text{WS}} = 6.339$ a.u. at temperatures 100 eV and 1,000 eV, as well as for $\rho_2$ and $R_{\text{WS}} = 36.635$ a.u. at temperature 100 eV. Comparing data for $\rho_1$ at different temperatures, it may be noted that the ion compresses when the plasmas temperature increases, *i.e.*, the levels become deeper and the outer shell occupation numbers decrease. As is seen from comparison data for various densities at $k_\beta T = 100$ eV, the ion compresses when the plasmas density decreases. As is seen from Table 8, high electron states contribute significantly at the higher density and lower temperature. For example, the $5f$, $5g$, $6s$, $6p$, $6d$, $6f$ and $7d$ levels have occupation numbers from $\sim 0.1 - \sim 0.5$ in the case of $\rho_1$ and $k_\beta T = 100$ eV. Occupation numbers for all levels decrease with the temperature increasing and the density decreasing.
The temperature dependence of $N_{\text{bound}}$ is presented in Figure 13 for the two densities. The blue curve refers to $\rho_1$ and the red curve to $\rho_2$. A comparison between the two curves gives an idea of the plasmas density dependence. As is seen, the red and blue curves are not too different, even though the associated densities differ by $\sim 200$-times. Increasing of a plasmas density shifts the curve $N_{\text{bound}}(k_\beta T)$ to higher temperatures.

Figure 13. A number of bound electrons $N_{\text{bound}}(k_\beta T)$ for the tungsten ion in plasmas of various densities. Blue, $\rho_1 = 1.93$ g/cm$^3$; red, $\rho_2 = 0.01$ g/cm$^3$.

Table 8. Spectrum of energies $\varepsilon_i$ and level populations $N_i$ for the tungsten ion in plasmas with densities $\rho_1 = 1.93$ g/cm$^3$, $R_{WS} = 6.339$ a.u. and $\rho_2 = 0.01$ g/cm$^3$, $R_{WS} = 36.635$ a.u.
To study tungsten impurities in fusion plasmas, we use the non-linear SCF screening model [39,40] for the calculation of the screening impurity potential. In the model, impurities in plasmas are considered as neutral pseudo-atoms. \( R_{WS} \) is assumed to be large. The chemical potential \( \mu \) is found before the SCF calculations on the basis of the prescribed values of the plasmas electron density \( N_e \) and temperature \( k_B T \) using the following expression [40]:

\[
N_e = \sqrt{\frac{2}{\pi}} (k_B T)^{3/2} \int_0^\infty \frac{y^{1/2} dy}{1 + \exp(y - \mu/k_B T)}
\]

(54)
We consider the typical fusion plasmas density \( N_e = 10^{14} \text{cm}^{-3} \) and the low temperature range \( 1 \text{ eV} \leq k_B T \leq 5 \text{ eV} \). The SCF potential \( V(r) \) and the total electron density \( \rho(r) \) are found by the iterative process described above. The DS-DS model is used.

In Figure 14, the ion charge \( q \) (14a) and the chemical potential \( \mu \) (14b) are displayed. As is evident, values of the charge and chemical potential change noticeably when the temperature increases. In Table 9, we present spectra obtained for the tungsten ion at various values of temperature. The case \( k_B T = 0 \) refers to the usual DS calculations for a free neutral tungsten atom. One can see that the increasing of temperature causes all binding energies of inner levels to become lower by approximately the same value. Outer levels also become lower, relatively to a greater extent. Consequently, the energy spectrum depends considerably on a plasma temperature, the changes being different for inner and outer levels. Calculations showed that only valence \( 5d_{3/2} \) and \( 5d_{5/2} \) states have large occupation numbers, while other excited states involved in calculations with regard to a temperature, for example \( 5f, 6d, 6f, 7d, 7s \) and \( 7p \), have zero occupation numbers. The \( 6s \) and especially \( 6p \) states have very small occupation numbers (\( \lesssim 0.1 \)), which decrease when temperature increases.
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**Figure 14.** The charge \( q \) (a) and the chemical potential \( \mu \) (b) for the impurity tungsten ion in fusion plasmas.

The data of Table 9 demonstrate different results for the free neutral atom \( (k_B T = 0) \) and for calculations with regard to a temperature. Nevertheless, this was just calculations for a free neutral atom, which were adopted as the initial data, as for instance in [41], where the non-LTE calculations in the collisional radiative model were performed. The average ionization stage \( \langle q \rangle = 2.07 \) was obtained in [41] for the tungsten ion at the electron density \( N_e = 10^{14} \text{cm}^{-3} \) and \( k_B T = 2 \text{ eV} \). It was also shown that the largest contributions were made by transitions \( 5d^86s^1 \rightarrow 5d^86p^1 \) and \( 5d^8 \rightarrow 5d^86p^1 \). This means that the \( 5d, 6s \) and \( 6p \) states are of primary importance in [41] as in our calculations. We obtained the ionization stage \( q = 3.45 \). Therefore, we believe that our results could be used as initial data in more
sophisticated calculations rather than data for a free neutral atom. This may considerably change the results of these calculations.

Table 9. Spectrum of energies $\varepsilon_i$ and level populations $N_i$ for the tungsten ion at low temperatures ($k_B T = 2, 3$ eV) as well as for a free neutral tungsten atom ($k_B T = 0$).

<table>
<thead>
<tr>
<th>$k_B T$ (eV)</th>
<th>0.0</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shell</td>
<td>$\varepsilon_i$ (eV)</td>
<td>$N_i$</td>
<td>$\varepsilon_i$ (eV)</td>
</tr>
<tr>
<td>1$s$</td>
<td>-69,312.37</td>
<td>2.0</td>
<td>-69,346.96</td>
</tr>
<tr>
<td>2$s$</td>
<td>-11,956.28</td>
<td>2.0</td>
<td>-11,990.83</td>
</tr>
<tr>
<td>2$p_{1/2}$</td>
<td>-11,439.93</td>
<td>2.0</td>
<td>-11,474.51</td>
</tr>
<tr>
<td>2$p_{3/2}$</td>
<td>-10,088.80</td>
<td>4.0</td>
<td>-10,123.37</td>
</tr>
<tr>
<td>3$s$</td>
<td>-2752.49</td>
<td>2.0</td>
<td>-2786.88</td>
</tr>
<tr>
<td>3$p_{1/2}$</td>
<td>-2521.35</td>
<td>2.0</td>
<td>-2555.74</td>
</tr>
<tr>
<td>3$p_{3/2}$</td>
<td>-2229.29</td>
<td>4.0</td>
<td>-2263.68</td>
</tr>
<tr>
<td>3$d_{3/2}$</td>
<td>-1837.59</td>
<td>4.0</td>
<td>-1872.00</td>
</tr>
<tr>
<td>3$d_{5/2}$</td>
<td>-1774.01</td>
<td>6.0</td>
<td>-1808.42</td>
</tr>
<tr>
<td>4$s$</td>
<td>-566.71</td>
<td>2.0</td>
<td>-601.09</td>
</tr>
<tr>
<td>4$p_{1/2}$</td>
<td>-470.77</td>
<td>2.0</td>
<td>-505.15</td>
</tr>
<tr>
<td>4$p_{3/2}$</td>
<td>-402.85</td>
<td>4.0</td>
<td>-437.23</td>
</tr>
<tr>
<td>4$d_{3/2}$</td>
<td>-244.71</td>
<td>4.0</td>
<td>-279.10</td>
</tr>
<tr>
<td>4$d_{5/2}$</td>
<td>-232.20</td>
<td>6.0</td>
<td>-266.58</td>
</tr>
<tr>
<td>4$f_{5/2}$</td>
<td>-34.17</td>
<td>6.0</td>
<td>-68.50</td>
</tr>
<tr>
<td>5$s$</td>
<td>-78.80</td>
<td>2.0</td>
<td>-112.82</td>
</tr>
<tr>
<td>5$p_{1/2}$</td>
<td>-50.29</td>
<td>2.0</td>
<td>-84.06</td>
</tr>
<tr>
<td>5$p_{3/2}$</td>
<td>-40.40</td>
<td>4.0</td>
<td>-73.90</td>
</tr>
<tr>
<td>5$d_{3/2}$</td>
<td>-5.10</td>
<td>4.0</td>
<td>-36.20</td>
</tr>
<tr>
<td>5$d_{5/2}$</td>
<td>-35.20</td>
<td>1.2392</td>
<td>-52.15</td>
</tr>
<tr>
<td>6$s$</td>
<td>-6.35</td>
<td>2.0</td>
<td>-31.99</td>
</tr>
<tr>
<td>6$p_{1/2}$</td>
<td>-25.14</td>
<td>0.0034</td>
<td>-37.44</td>
</tr>
<tr>
<td>6$p_{3/2}$</td>
<td>-23.47</td>
<td>0.0030</td>
<td>-35.25</td>
</tr>
</tbody>
</table>

| $N_{\text{bound}}$ | 74.0 | 70.5504 | 69.2204 |
| $q$            | 0.0  | 3.4496  | 4.7796  |
| $\mu$ (eV)     | -37.89 | -58.66 |

5. Conclusions

- Our unified database on the RR and photoionization data was supplemented with partial and total RRCS and RR/RPL rates, as well as partial PCS for 54 tungsten ions from the range W$^{6+}$–W$^{71+}$. Fully relativistic calculations were performed by the DF method. All multipoles of a radiative field were taken into account. Total RRCS were calculated in the electron energy range from
1 eV–∼80 keV. Partial PCS were fitted in a wide photon energy range by the analytical expression with five fit parameters for all electron states with $n \leq 10$ and $\ell \leq 4$. The fitting accuracy is usually better than 2%. Partial RRCS may be found by the use of the fit parameters and the relationship between RRCS and PCS. The partial and total RR/RPL rates were calculated in the temperature range from $10^4$ K–$10^9$ K. Total RR rates were fitted by an analytical expression with four fit parameters. All results were added to the IAEA electronic database. The data are required for fusion studies, for example at the reactor ITER and devices ASDEX Upgrade and EBIT.

- The influence of the core electron polarization following the RR process on RRCS was investigated for the ion Fe XVII, as well as highly-charged tungsten ions. The inclusion of the PRR channel was shown to eliminate the puzzling discrepancy between experimental and theoretical values of EIECS for dominant X-ray lines from Fe XVII. It was found for highly-charged tungsten ions that the PRR enhancement factor may reach more than 15%. The factor depends on the photon energy, the principal quantum number of polarized shells and the ion charge. However, the factor is practically independent of the state into which an electron is captured in the RR process.

- The effect of plasmas temperature and density on the electron structure of an ion in LTE plasmas was studied. For this purpose, the code PLASMASATOM was created on the basis of the average-atom model. The bound and continuum electron densities are calculated by the relativistic DS method. Our calculations for the iron and uranium ions in dense plasmas are in good agreement with previous results. In particular, our calculations of the Fe ion charge $q$ correlate well with the mean ionization stages $<q>$ obtained by collaboration OPAC using various codes. Our values of $q$ are in excellent agreement with the best data of $<q>$ from the Opacity Project, the difference being in the range from 0.2%–4%.

- New calculations for the tungsten ion in dense plasmas demonstrated the temperature and dense dependence of the energy spectrum and level populations in a wide temperature range. Calculations were also performed for the impurity tungsten ion in fusion plasmas at low temperature. Comparison of the results with previous non-LTE calculations for tungsten impurity atoms allow one to arrive at the conclusion that our results could be used as initial data in more sophisticated calculations rather than data for a free neutral atom. This may change the results of these calculations.
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### Appendix

**Table A1.** Radiative recombination rate coefficients for W$^{6+}$ in cm$^3$ s$^{-1}$. Presented for a value to its right is the decimal order, e.g., $8.42$–$13 = 8.42 \times 10^{-13}$.

<table>
<thead>
<tr>
<th>Shell</th>
<th>log$_{10}$ T (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>1.0</td>
</tr>
<tr>
<td>4.5</td>
<td>1.0</td>
</tr>
<tr>
<td>5.0</td>
<td>1.0</td>
</tr>
<tr>
<td>5.5</td>
<td>1.0</td>
</tr>
<tr>
<td>6.0</td>
<td>1.0</td>
</tr>
<tr>
<td>6.5</td>
<td>1.0</td>
</tr>
<tr>
<td>7.0</td>
<td>1.0</td>
</tr>
<tr>
<td>7.5</td>
<td>1.0</td>
</tr>
<tr>
<td>8.0</td>
<td>1.0</td>
</tr>
<tr>
<td>8.5</td>
<td>1.0</td>
</tr>
<tr>
<td>9.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

- **5d$^5/2$:**
  - $8.42$–$13 = 8.42 \times 10^{-13}$
  - $5d$$_3$:$1.14$–$12 = 1.14 \times 10^{-12}$
  - $5d$$_3$:$1.24$–$13 = 1.24 \times 10^{-13}$
  - $5f$$_3$:$2.02$–$13 = 2.02 \times 10^{-13}$
  - $5f$$_3$:$1.29$–$13 = 1.29 \times 10^{-13}$
  - $5g$$_3$:$1.01$–$13 = 1.01 \times 10^{-13}$
  - $5g$$_3$:$1.01$–$13 = 1.01 \times 10^{-13}$
  - $5g$$_3$:$1.29$–$13 = 1.29 \times 10^{-13}$
  - $6g$$_3$:$1.01$–$13 = 1.01 \times 10^{-13}$
  - $6g$$_3$:$1.29$–$13 = 1.29 \times 10^{-13}$
  - $7g$$_3$:$1.01$–$13 = 1.01 \times 10^{-13}$
  - $7g$$_3$:$1.29$–$13 = 1.29 \times 10^{-13}$

- **6s**:
  - $1.83$–$14 = 1.83 \times 10^{-14}$
  - $1.83$–$14 = 1.83 \times 10^{-14}$
  - $1.83$–$14 = 1.83 \times 10^{-14}$

- **6p**:
  - $8.69$–$14 = 8.69 \times 10^{-14}$

- **6d**:
  - $2.66$–$13 = 2.66 \times 10^{-13}$

- **7s**:
  - $8.09$–$15 = 8.09 \times 10^{-15}$

- **7p**:
  - $3.97$–$12 = 3.97 \times 10^{-12}$

- **7d**:
  - $1.49$–$13 = 1.49 \times 10^{-13}$

- **7f**:
  - $1.32$–$13 = 1.32 \times 10^{-13}$

- **7t**:
  - $1.72$–$8.67$ = $1.72 \times 10^{-8.67}$

- **8g**:
  - $1.09$–$13 = 1.09 \times 10^{-13}$

- **8s**:
  - $4.31$–$15 = 4.31 \times 10^{-15}$

- **8p**:
  - $2.65$–$14 = 2.65 \times 10^{-14}$

- **8r**:
  - $3.49$–$14 = 3.49 \times 10^{-14}$

- **9s**:
  - $9.38$–$14 = 9.38 \times 10^{-14}$

- **9p**:
  - $1.88$–$14 = 1.88 \times 10^{-14}$

- **9d**:
  - $2.50$–$14 = 2.50 \times 10^{-14}$

- **9t**:
  - $3.25$–$14 = 3.25 \times 10^{-14}$

- **10s**:
  - $2.57$–$15 = 2.57 \times 10^{-15}$

- **10p**:
  - $1.39$–$10 = 1.39 \times 10^{-10}$

- **10r**:
  - $1.86$–$14 = 1.86 \times 10^{-14}$

- **11s**:
  - $4.50$–$14 = 4.50 \times 10^{-14}$

- **11p**:
  - $6.71$–$14 = 6.71 \times 10^{-14}$

- **11r**:
  - $5.38$–$14 = 5.38 \times 10^{-14}$

- **12s**:
  - $7.04$–$14 = 7.04 \times 10^{-14}$

- **12p**:
  - $5.60$–$14 = 5.60 \times 10^{-14}$

- **12r**:
  - $6.98$–$14 = 6.98 \times 10^{-14}$

- **Total**
  - $2.13$–$11 = 2.13 \times 10^{-11}$

*Note: Values presented are in scientific notation, e.g., $8.42 \times 10^{-13}$.*
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