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Abstract: This work contains a brief and elementary exposition of the foundations of Poisson and
symplectic geometries, with an emphasis on applications for Hamiltonian systems with second-class
constraints. In particular, we clarify the geometric meaning of the Dirac bracket on a symplectic
manifold and provide a proof of the Jacobi identity on a Poisson manifold. A number of applications
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1. Introduction

In modern classical mechanics, equations of motion for most mechanical and field
models can be obtained as extreme conditions for a suitably chosen variational problem.
If we restrict ourselves to mechanical models, the resulting system of Euler–Lagrange
equations in the general case contains differential second-order and first-order equations, as
well as algebraic equations. The structure of this system becomes more transparent after the
transition to the Hamiltonian formalism, which studies the equivalent system of equations,
with the latter no longer containing second-order equations. For the Euler–Lagrange system
consisting only of second-order equations, the transition to the Hamiltonian formalism was
already formulated at the dawn of the birth of classical mechanics. For the systems of a
general form, the Hamiltonization procedure was developed by Dirac, and is known now as
the Dirac formalism for constrained systems [1–4]. In the Dirac formalism, the Hamiltonian
systems naturally fall into three classes, depending on the structure of algebraic equations
presented in the system. According to the terminology adopted in [3], they are called the
non-singular, singular non-degenerate, and singular degenerate theories.

The study of these Hamiltonian systems gave rise to a number of remarkable math-
ematical constructions. They are precisely the subject of investigation of Poisson and
symplectic geometries [5–13]. In particular, the geometry behind a singular non-degenerate
theory could be summarized by the diagram (136), that clarifies the geometric meaning of
the famous Dirac bracket. This will be explored in Section 7.2 to study the structure of a
singular non-degenerate dynamical system. The geometric methods are widely used in
current literature, in particular, for the study of massive spinning particles and bodies in
external fields as well as in the analysis of propagation of light in dispersive media and in
gravitational fields [14–42].

In the rest of this section, we briefly describe the non-singular and singular non-
degenerate theories1.

1.1. Non-Singular Theories

Non-singular theories are mechanical systems that in the Hamiltonian formulation can
be described using only first-order differential equations (called Hamiltonian equations)

q̇a =
∂H
∂pa

, ṗa = −
∂H
∂qa , (1)

where H(q, p) is a given function and q̇a = d
dτ qa. The variables qa(τ) describe the position of

the system, while pa(τ) are related to the velocities, and in simple cases are just proportional
to them. The equations show that the function H(q, p), called the Hamiltonian, encodes
all the information about the dynamics of the mechanical system. The equations can be
written in a more compact form if we introduce an operation assigning a new function to
every pair of functions A(q, p) and B(q, p), denoted {A, B}P, as follows:
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{A, B}P =
∂A
∂qa

∂B
∂pa
− ∂B

∂qa
∂A
∂pa

. (2)

This is called the canonical Poisson bracket of A and B. Then, the Hamiltonian equations
acquire the form

żi = {zi, H}P, (3)

where zi = (qa, pb), i = 1, 2, . . . , 2n. The equations determine the integral lines zi(τ) of the
vector field {zi, H} on R2n, created by function H. For smooth vector fields, the Cauchy
problem, that is, Equation (1) with the initial conditions zi(τ0) = zi

0, has unique solution in
a vicinity of any point zi

0 ∈ R2n. The formal solution to these equations in terms of power
series is as follows [4]

zi(τ, zj
0) = e

τ{zk
0,H(zi

0)}P
∂

∂zk
0 zi

0. (4)

The functions zi(τ, zj
0) depend on 2n arbitrary constants zj

0, and hence represent a general
solution to the system (3).

In the Lagrangian formalism, an analogue of this formula is not known. So, Equation (4)
can be considered as the first example, showing the usefulness of the transition from the
Lagrangian to the Hamiltonian description.

1.2. Singular Non-Degenerate Theories

Consider the system consisting of differential and algebraic equations

żi = {zi, H}P, Φα(zi) = 0, α = 1, 2, . . . , 2p < 2n, (5)

where H(zi) and Φα(zi) are given functions. It is supposed that Φα(zi) are functionally
independent functions2 (constraints), so the equations Φα(zi) = 0 determine 2n − 2p -
dimensional surface N. The system is called the singular non-degenerate theory if the
following two conditions are satisfied. The first condition is

det{Φα, Φβ}P

∣∣∣
Φα=0

6= 0, (6)

hence the name “non-degenerate system”. In the Dirac formalism, functions with the
property (6) are called second-class constraints. The second condition is that the functions
{Φα, H}P(zi) vanish on the surface N

{Φα, H}P|Φα=0 = 0. (7)

The two conditions guarantee the existence of solutions to the system (5). To discuss this
point, we adopt the following.

Definition 1. The system (5) is called self-consistent if a solution of the system passes through any
point of the surface N.

For a self-consistent system, its formal solution can be written as in (4), and it is
sufficient to take the integration constants zi

0 on the surface of constraints.
Let us discuss the self-consistency of the system. Given a point of the surface N, there

is a unique solution of the first from Equation (5) that passes through this point. It will be a
solution of the whole system if it entirely lies on the surface:

żi = {zi, H}P and Φα(zi(0)) = 0, implies Φα(zi(τ)) = 0 for all τ. (8)

This is a strong requirement, and Equations (6) and (7) turn out to be the sufficient condi-
tions for its fulfillment. In a physical context, the proof with use of special coordinates of
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R2n was done in [3]. A more simple proof with use of the Dirac bracket will be presented
in Section 7.2.

An example of a self-consistent system as in (5) will be considered in Section 7 (see
Affirmation 30).

Here, we discuss the necessity of the condition (7).

Affirmation 1. Consider the system (5) with functionally independent functions Φα.
Then, {Φα, H}P|zi(τ) = 0 for any solution zi(τ), if any. That is, the algebraic equations
{Φα, H}P = 0 are consequences of the system.

Proof. Let the system admit the solution zi(τ). Then, Φα(zi(τ)) = 0 for all τ, which implies
Φ̇α(zi(τ)) = 0. On other hand, we obtain

0 = Φ̇α =
∂Φα

∂zi

∣∣∣∣
zi(τ)

żi(τ) =
∂Φα

∂zi

∣∣∣∣
z(τ)
{zi, H}P

∣∣∣
z(τ)

= {Φα, H}P|z(τ). (9)

In other words, {Φα, H}P = 0 for any solution zi(τ).

Affirmation 2. If the system (5) with functionally independent functions Φα is self-
consistent, the conditions (7) hold.

Proof. Let zi
0 be any point of the surface Φα = 0. Due to the self-consistency, there is a

solution zi(τ) that passes through this point, zi(0) = zi
0. As the equation{Φα, H}P = 0 is a

consequence of the system, we have {Φα, H}P(zi(τ)) = 0, in particular {Φα, H}P(zi(0)) =
{Φα, H}P(zi

0) = 0, that is, it vanishes at all points of the surface N.

Consider the system (5), and now suppose that some of the functions {Φα, H}P do not
vanish identically on the surface N. As we saw above, this means that the system is not
self-consistent. Then, we can search for a sub-surface of N where the system could be self-
consistent. The procedure is as follows. We separate the functionally independent functions
among {Φα, H}P, say Ψ1, Ψ2, . . . , Ψk. As the equations Ψa = 0 are consequences of the
system (5), we add them to the system, obtaining an equivalent system of equations. If the
set Φα, Ψa is composed of functionally independent functions, we repeat the procedure,
analyzing the functions {Ψa, H}, and so on. As the number of functionally independent
functions cannot be more than 2n, the procedure will end at some step. If, in addition to
this, the resulting set of functions satisfies the condition (6), we arrive at the self-consistent
system of equations żi = {zi, H}P, Φα(zi) = 0, Ψa = 0, . . . .

It remains to discuss what happens if at some stage, the extended system of algebraic
equations consists of functionally dependent functions. Without loss of generality, we as-
sume that the extended system is żi = {zi, H}P, Φα = 0, Ψ ≡ {Φ1, H} = 0. By construction,
it is equivalent to the original system and the function Ψ(zi) does not vanish identically on
N, and the functions Φα, Ψ are functionally dependent. As Φα are functionally independent,
we present the equations Φα(zi) = 0 in the form zα = f α(zb), and substitute them into the
expression for Ψ(zi), obtaining the system żi = {zi, H}P, zα− f α(zb) = 0, Ψ(zb, f α(zb)) = 0,
which is equivalent to (5). The same is true for the function Ψ(zb, f α(zb)) 6= 0. On the other
hand, it does not depend on zb (otherwise we could write it in the form z1 = ψ(z2, z3, . . .),
then the functions zα − f α(zb), z1− ψ(z2, z3, . . .) are functionally independent). So, the only
possibility is Ψ = c = const 6= 0. This means that the system (5) contains the equation
c = 0, where c 6= 0. Hence, the system is contradictory and has no solutions at all.

It should be noted that the outlined procedure for obtaining a self-consistent system
lies at the corner of the Dirac method [1,2].

Because all trajectories of the system (5) lie on the surface Φα(zi) = 0 with coordinates,
say zb, a number of questions naturally arise. Can equations for independent variables zb

be written in the form of a Hamiltonian system such as the first equation from (5)? What
are the Hamiltonian H(zb) and the bracket {, }N in these equations, and how they should
be constructed? Is the new bracket a kind of restriction on the original one to N? The
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answers to these questions will be given in Section 7. In particular, we will show that the
new bracket is a restriction of the Dirac bracket to N and not a restriction of the original
bracket.

2. Poisson Manifold
2.1. Smooth Manifolds

In this subsection, we fix our notation and recall some basic notions of the theory of
differentiable manifolds that will be useful in what follows.

Notation. Latin indices from the middle of alphabet are used to represent coordinates
zk of a manifold Mn and run from 0 to n. If coordinates are divided on two groups, we
write yk = (yα, yb), that is, Greek indices from the beginning of alphabet are used to
represent one group, while Latin indices from the beginning of alphabet represent another
group. Notation such as Ui(zj) means that we work with the functions Ui(z1, z2, . . . , zn),
where i = 1, 2, . . . , n. Notation such as ∂i A(zk)|zk→ f k(yj) indicates that in the expression

(∂A(zk)/∂zi), the symbols zk should be replaced on the functions f k(yj). We often denote
the inverse matrix ω−1 as ω̃. We use the standard convention of summing over repeated
indices. Because we are working in local coordinates, all statements should be understood
locally, that is, they are true in some vicinity of the point in question.

Definition 2. Vector space V = {~V, ~U, . . .} is called the Lie algebra if on V is defined the bilinear
mapping [, ] : V×V→ V (called the Lie bracket), with the properties

[~V, ~U] = −[~U, ~V] (antisymmetric), (10)

[~V, [~U, ~W]] + [~U, [~W, ~V]] + [~W, [~V, ~U]] ≡ [~V, [~U, ~W]] + cycle = 0 (Jacobi identity). (11)

Due to the bilinearity, all properties of the Lie bracket are encoded in the Lie brackets of basic vectors
Ti: [~V, ~U] = ViUj[Ti, T j]. Because [Ti, T j] = ~W ∈ V, we can expand W on the basis Ti, obtaining

[Ti, T j] = cij
kTk, (12)

where the numbers cij
k are called the structure constants of the algebra in the basis Ti. The conditions

(10) and (11) are satisfied if the structure constants obey (Exercise)

cij
k = −cji

k, cij
acak

b + cycle(i, j, k) = 0. (13)

Example 1. For the three-dimensional vector space with elements V = viTi, i = 1, 2, 3, let us
define [Ti, T j] = εijkTk, where εijk is the Levi–Chivita symbol with ε123 = 1. It can be verified that
the set cij

k ≡ εijk has the properties (13), so the vector space turns into a Lie algebra. It is called the
Lie algebra of three-dimensional group of rotations (see Section 1.2 in [4] for details).

Let Mn = {z, y, . . .} be an n -dimensional manifold, and FM = {A, B, . . .} be a space of
scalar functions on Mn, that is, the mappings A : Mn → R. Let zi be local coordinates on Mn, that
is, we have an isomorphism z ∈Mn → zi(z) ∈ Rn. If z′i is another coordinate system, we have the
relations

z′i = ϕi(zj), zj = ϕ̃j(z′i), ϕ̃i(ϕj(zk)) = zi. (14)

Let, in the coordinates zi and z′i, the mapping A be represented by the functions A(zi) : Rn → R
and A′(z′i) : Rn → R. They are related by

A′(z′i) = A(zj)
∣∣∣
zj→ϕ̃j(z′i)

≡ A(ϕ̃j(z′i)). (15)

We call (15) the transformation law of a scalar function in the passage from zi to z′i. In a certain
abuse of terminology, we often say “scalar function A(zi)” instead of that “the function A(zi) is
representative of a scalar function A : Mn → R in the coordinates zi”.
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Example 2. Scalar function of a coordinate. Given a coordinate system zi, define the scalar function
A1 : z → z1, where z1 is the first coordinate of the point z in the system zi. In the coordinates zi,
the mapping is represented by the following function: A1(z1, z2, . . . , zn) = z1. In the coordinates
z′i = ϕi(zj), it is represented by A′1(z′1, z′2, . . . , z′n) = z1

∣∣
zj→ϕ̃j(z′i) = ϕ̃1(z′1, z′2, . . . , z′n).

We often write z′i(zj) instead of ϕi(zj), zj(z′i) instead of ϕ̃j(z′i), and use the notation
z′i ≡ zi′ . In the latter case, i′ and i, when they appear in the same expression, are considered as two
different indexes. For instance, in these notations the scalar function of z1 -coordinate in the system
zi′ = zi′(zj) is represented by the function z1(zi′).

Exercise 1. Observe that (14) implies that derivatives of the transition functions ϕ and ϕ̃
form the inverse matrices

∂ϕ̃i

∂z′k

∣∣∣∣
z′→ϕ(z)

∂ϕk

∂zj = δi
j or, in short notation

∂zi

∂zk′
∂zk′

∂zj = δi
j. (16)

Given the curve zi(τ) ∈ Mn with zi(0) = zi
0, the numbers Vi = żi(0) are called com-

ponents (coordinates) of tangent vector to the curve at the point zi
0. If Vi′ are components

of the tangent vector in the coordinates zi′ , we have the relation Vi′ = ∂zi′

∂zi

∣∣∣
z0

Vi. The set of

tangent vectors at z0 is an n -dimensional vector space denoted TMn(z0).
We say that we have a vector field ~V(z) on Mn if in each coordinate system zj the set

of functions Vi(zj) is defined with the transformation law

Vi′(zj′) =
∂zi′

∂zi Vi(zk)

∣∣∣∣∣
z→z(z′)

. (17)

The space of all vector fields on Mn is denoted TMn . In the tensor analysis, ~V(z) is called
the contravariant vector field.

We say that we have a covariant vector field U(z) on Mn if in each coordinate system
zj the set of functions Ui(zj) is defined with the transformation law

Ui′(z
j′) =

∂zi

∂zi′ Ui(zk)

∣∣∣∣
z→z(z′)

. (18)

Gradient of a scalar function A is an example of the covariant vector field. Its components
are Ui = ∂i A.
Exercise 2. Let A(zi) = 1

2 [(z
1)2 + (z2)2 + (z3)2] represent a scalar function in the

coordinates zi. Then, in the coordinates zi′ , defined by (14), it is represented by A′(zi′) =
1
2 [(ϕ̃1(zi′))2 + (ϕ̃2(zi′))2 + (ϕ̃3(zi′))2]. Gradients of these functions are Ui = zi and Ui′ =

ϕ̃j(zi′) ∂ϕ̃j(zi′ )

∂zi′ . Confirm that the two gradients are related by observing Equation (18).

Similarly to this, contravariant tensor of the second rank is a quantity with the trans-
formation law

ωi′ j′(zk′) =
∂zi′

∂zi
∂zj′

∂zj ωij(zm)

∣∣∣∣∣
z→z(z′)

, (19)

and so on.

Exercise 3. Contraction of ω with covariant vector field grad A gives a quantity with the
components Vi = ωij∂j A. Confirm that ~V is a contravariant vector field.
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The integral line of the vector field Vi(zk) on Mn is a solution zi(τ) to the system
dzi(τ)

dτ = Vi(zk(τ)). We assume that Vi(zk) is a smooth field, so a unique integral line ~V
passes through each point of the manifold.

Submanifold of Mn. The k -dimensional submanifold N~c
k ∈Mn is often defined as a

constant-level surface of a set of functionally independent scalar functions Φα(z)

N~c
k = {z ∈Mn, Φα(zk) = cα, α = 1, 2, . . . n− k}, (20)

where cα are given numbers.
We recall that the scalar functions Φα(z), α = 1, 2, . . . , n− k are called functionally

independent if, for their representatives Φα(zi) in the coordinates zi, we have rank (∂iΦα) =
n− k. This implies that covariant vectors V(α) with coordinates V(α)i = ∂iΦα are linearly
independent. The equations Φα(zi) = cα for the functionally independent functions can
be resolved: zα = f α(za), a = 1, 2, . . . , k. So, the coordinates zi are naturally divided on
two groups, (zα, za), and za, a = 1, 2, . . . , k, which can be taken as local coordinates of the
submanifold N~c

k. Below, we always assume that the coordinates have been grouped in this
way, and det ∂Φα

∂zβ 6= 0.
If we have only one function Φ(z), we assume that it has a non-vanishing gradient,

rank (∂iΦ) = 1.
Taking cα = 0 in (20), we have the surface of level zero

Nk = {z ∈Mn, Φα(zk) = 0, α = 1, 2, . . . n− k}. (21)

Let us introduce the notions that will be useful in discussing the Frobenius theorem
(see Appendix A.3).

For the curve zi(τ) ⊂ Nk ⊂ Mn with zi(0) = zi
0, the tangent vector

Vi(z0) =
dzi(0)

dτ ∈ TM(z0) is called a tangent vector to Nk at z0. The set of all tangent
vectors at z0 is a k -dimensional vector space denoted as TN(z0). For any such vector, the
equality Vi∂iΦα(z0) = 0 holds3.

The vector field Vi(z) on Mn is tangent to Nk if any integral curve of Vi(z) crossing Nk
lies entirely in Nk: Φα(zk(0)) = 0 implies Φα(zk(τ)) = 0 for any τ. The vector field Vi(z)
on Mn touches the surface Nk if Vi∂iΦα|z0 = 0 for any z0 ∈ Nk the tangent field touches the
surface. The converse is not true.

Foliation of Mn. The set {N~c
k, ~c ∈ Rn−k} of the submanifolds (20) is called a foliation

of Mn, while N~c
k are called leaves of the foliation. Notice that submanifolds with different~c

do not intercept, and any4 z ∈Mn lies in one of N~c
k.

There are coordinates, naturally adapted with the foliation: zk → yk = (yα, ya), with
the transition functions ya = za, yα = Φα(zβ, zb). In these coordinates the submanifolds N~c

k
appear similar to hyperplanes:

N~c
k = {y

i ∈Mn, yα = cα}, (22)

and ya = za can be taken as local coordinates of N~c
k. The useful identity is

A(zi(yj))
∣∣∣
yα=0

= A( f α(za), za)|za→ya . (23)

The Lie bracket (commutator) of vector fields is the bilinear operation [ , ] : TMn ×
TMn → TMn , that with each pair of vector fields ~V and ~U of TMn associates the vector field
[~V, ~U] of TMn according to the rule

[~V, ~U]i = V j∂jUi −U j∂jVi. (24)
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The quantity [~V, ~U]i is indeed a vector field, which can be verified by direct computation.
We have [~V, ~U]i = V j′∂j′(

∂zi

∂zi′ U
i′)− (V ↔ U) = ∂zi

∂zi′ (V
j′∂j′Ui′ − (V ↔ U)) = ∂zi

∂zi′ [
~V′, ~U′]i

′
,

in agreement with Equation (17). The Lie bracket has the properties (10) and (11) and turns
the space of vector fields into infinite-dimensional Lie algebra.

Each vector field determines a linear mapping ~V : FMn → FMn on the space of scalar
functions according to the rule

~V : A→ ~V(A) = Vi∂i A. (25)

Notice that ~V(A) = 0 for all A implies Vi = 0. Then, the Lie bracket can be considered as a
commutator of two differential operators

[~V, ~U](A) = ~V(~U(A))− ~U(~V(A)). (26)

Using this formula, it is easy to confirm the Jacobi identity for the Lie bracket (24) by direct
computation (11).

2.2. The Mapping of Manifolds and Induced Mappings of Tensor Fields

Given two manifolds Nk = {xa}, Mn = {zi}, consider the functions zi = φi(xa). They
determine the mapping

φ : Nk →Mn, xa → zi = φi(xa) ≡ zi(xa). (27)

If φ is an injective function rank ∂φi

∂xa = k, the image of the mapping is a k -dimensional
submanifold of Mn: Nk = {zi ∈ Mn, zα − f α(za) = 0}, where the equalities zα = f α(za)
are obtained excluding xa from the equations zi = φi(xa). In some cases [6], the manifold
Nk can be identified with this submanifold of Mn.

Conversely, let Nk ⊂Mn. Then, the parametric equations zα = f α(zb) of the submani-
fold (21) can be considered as determining the mapping of embedding

η : Nk = {zb} →Mn = {zi}, zb → zi = (zα, zb), where zα = f α(zb). (28)

Using the mapping (27), some geometric objects from one manifold can be transferred to
another. We start from the spaces of covariant and contravariant tensors at the points x0 and
z0 = φ(x0). Take, for definiteness, the second-rank tensors. Given Uij(z0), we can construct
the induced tensor Uab(x0)

T(0,2)
M → T(0,2)

N , Uij(z0)→ Uab(x0) =
∂zi(x0)

∂xa
∂zj(x0)

∂xb Uij(z0). (29)

Given Vab(x0), we can construct the induced tensor Uij(z0)

T(2,0)
N → T(2,0)

M , Vab(x0)→ Vij(z0) =
∂zi(x0)

∂xa
∂zj(x0)

∂xb Vab(x0). (30)

For the case of the vector, the notion of induced mapping,

Vi(z0) =
∂zi(x0)

∂xa Va(x0), (31)

is consistent with the notion of a tangent vector: if Va = dxa

dτ is a tangent vector to the curve
xa(τ), then Vi, given by (31), is a tangent vector to the image zi(xa(τ))

Vi(z(τ)) =
d

dτ
zi(xa(τ)). (32)
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Concerning the fields on the manifolds, φ naturally induces the mappings of scalar
functions and covariant tensor fields. For the functions, the induced mapping

φ∗ : FMn → FNk
, A(zi)→ Ā(xa) = A(zi(xa)), (33)

is just the composition Ā = A ◦ φ. For the covariant tensor fields, we have

φ∗ : T(0,2)
Mn
→ T(0,2)

Nk
, Uij(zi)→ Uab(xa) =

∂zi

∂xa
∂zj

∂xb Uij(zi(xa)). (34)

Notice that the contravariant tensor fields cannot be transferred to another manifold
(submanifold) in this manner. As we will see in the next section, the Poisson structure
on Mn is determined mainly by the second-rank contravariant tensor. Hence, it can not
be directly transferred to a submanifold. This is found to be possible in a special case of
Casimir submanifolds (see Section 4.2) and leads to the Dirac bracket (see Section 6.2).

Note also that if two contravariant fields on the manifolds Mn and Nk are given, we can
of course compare them using the mapping (27) (see Equation (67) below as an example).

2.3. Poisson Manifold

Let a bilinear mapping on the space of functions FM be defined as {, } : FM × FM →
FM (called the Poisson bracket), with the properties

{A, B} = −{B, A} (antisymmetric), (35)

{A, {B, C}}+ cycle = 0 (Jacobi identity), (36)

{A, BC} = {A, B}C + {A, C}B (Leibnitz rule). (37)

When FM is equipped with the Poisson bracket, the manifold Mn is called the Poisson
manifold. Comparing (35) and (36) with (10) and (11), we see that the infinite-dimensional
vector space FM is equipped with the structure of a Lie algebra.

Exercise 4. Show that constant functions, A(z) = c for any z, have vanishing brackets
(commute) with all other functions.
One of the ways to define the Poisson structure on Mn is as follows.

Affirmation 3. Let ωij(z) be the contravariant tensor of second rank on Mn. The mapping

{A, B} = ∂i A ωij ∂jB, (38)

determines the Poisson bracket if the tensor ω obeys the properties

ωij = −ω ji (antisymmetric), (39)

ωip∂pω jk + cycle(i, j, k) = 0. (40)

In particular, each numeric antisymmetric matrix determines a Poisson bracket. We call ω
the Poisson tensor.

Proof. First, we note that (39) implies (35). Second, the mapping (38), being a combination
of derivatives, is bilinear and automatically obeys the Leibnitz rule. To complete the proof,
we need to show that (40) is equivalent to (36). Using (40), by direct calculation we obtain

{A, {B, C}}+ cycle(A, B, C) = ∂i A∂jB∂kCωip∂pω jk + cycle(A, B, C)+
ωipω jk∂p

[
∂i A∂jB∂kC

]
+ cycle(A, B, C) (41)

By direct calculation, we can show also that in the first term on the right-hand side, the
cycle(A, B, C) is equivalent to cycle(i, j, k). So, we write the previous equality as

{A, {B, C}}+ cycle(A, B, C) = ∂i A∂jB∂kC
[
ωip∂pω jk + cycle(i, j, k)

]
+
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ωipω jk∂p
[
∂i A∂jB∂kC + ∂j A∂kB∂iC + ∂k A∂iB∂jC

]
. (42)

The second line in this equality vanishes identically due to the symmetry properties of this
term. Indeed, we write the first term of the line as follows:

ωipω jk∂p
[
∂i A∂jB∂kC

]
= ωipω jk∂p∂i

[
A∂jB∂kC

]
−

ωipω jk∂p
[
A∂i∂jB∂kC + A∂jB∂i∂kC

]
= ωipω jk∂p

[
A∂k(∂iB∂jC− [i↔ j])

]
. (43)

We write the two remaining terms of the line as

ωipω jk∂p
[
∂j A∂kB∂iC + ∂k A∂iB∂jC

]
= ωipω jk∂p

[
∂k A(∂iB∂jC− [i↔ j])

]
=

ωipω jk∂p∂k
[
A(∂iB∂jC− [i↔ j])

]
−ωipω jk∂p

[
A∂k(∂iB∂jC− [i↔ j])

]
. (44)

The last terms in (43) and (44) cancel each other out, while the first term in (44) is zero,
being the trace of the product of symmetric Dij ≡ ωipω jk∂p∂k and antisymmetric Eij ≡
A(∂iB∂jC− [i↔ j]) quantities. Thus, we have obtained the identity

ωipω jk∂p
[
∂i A∂jB∂kC + ∂j A∂kB∂iC + ∂k A∂iB∂jC

]
= 0. (45)

Taking this into account in (42), we see the equivalence of the conditions (36) and (40).

Affirmation 4. Let the bracket (38) obey the Jacobi identity in the coordinates zi. Then, the
Jacobi identity is satisfied in all other coordinates.

This is an immediate consequence of tensor character of involved quantities. Indeed,
the bracket {A, B} = ∂i Aωij∂jB is a contraction of three tensors and as such, is a scalar
function under diffeomorphisms. Then, the same is true for {A, {B, C}}. Let us denote the
left-hand side of the Jacobi identity as D(z). Then, the Jacobi identity is the coordinate-
independent statement that the scalar function D(z) identically vanishes for all z ∈ Mn.
This can also be verified by direct computation (see Appendix A). As a consequence, the
left-hand side of Equation (40) is a tensor of the third rank5.

For the scalar functions of coordinates (see Example 2), the Poisson bracket (38) reads

{zi, zj} = ωij. (46)

In classical mechanics, these equalities are known as fundamental brackets of the coordi-
nates. Observe that the identity (40) can be written as follows: {zi, {zj, zk}+ cycle(i, j, k) =
0.

The bracket (38) is called non-degenerate if det ω 6= 0, and degenerate when det ω = 0.
Examples will be presented below: (59) is non-degenerate while (63) is degenerate. The
structure of the matrix ω depends on its rank, and becomes clear in the so-called canonical
coordinates specified by the following theorem:
Generalized Darboux theorem. Let rank ω = 2k at the point zi ∈Mn. Then, there are local
coordinates zi′ = (zβ′ , za′), a′ = 1, 2. . . . , 2k, β′ = 1, 2, . . . , p = n− 2k such that ω in some
vicinity of zi has the form:

ωi′ j′ =

 0p×p 0 0
0 0k×k 1k×k
0 −1k×k 0k×k

, (47)

or

ωa′b′ =

(
0 1
−1 0

)
, ωβ′ j′ = ω j′β′ = 0, where j′ = 1, 2, . . . , n. (48)
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A proof is given in Appendix A.2. We recall that determinant of any odd-dimensional
antisymmetric matrix vanishes; this implies that rank ω is necessary an even number, as it
is written above. Let us further denote za′ = (q1, q2, . . . , qk, p1, p2, . . . , pk). Then, in terms of
fundamental brackets, the equalities (48) can be written as follows:

{qa′ , pb′} = δa′
b′ , {qa′ , qb′} = 0, {pa′ , pb′} = 0, {zj′ , zβ′} = 0. (49)

3. Hamiltonian Dynamical Systems on a Poisson Manifold
3.1. Hamiltonian Vector Fields

Using the Poisson structure (38), with each function H(zi) ∈ FM we can associate the
contravariant vector field Xi

H ≡ ωij∂j H = {zi, H} ∈ TM. That is, we have the mapping

ω : FM → TM, ω : H → [ω(H)]i = ωij∂j H, we also denote ω(H) ≡ ~XH ∈ TM. (50)

~XH is called the Hamiltonian vector field of the function H. Then,

żi = {zi, H} ≡ ωij∂j H, (51)

are called Hamiltonian equations and the scalar function H is called the Hamiltonian.
Solutions zi(τ) of the equations are called integral lines of the vector field {zi, H} created
by H on Mn. We assume that ~XH is a smooth vector field, so the Cauchy problem for (51)
has a unique solution in a vicinity of any point of Mn. ~XH at each point is tangent vector to
the integral line that passes through this point.

Let zk(τ) be integral line of ~XA and B be scalar function. Then, we can write

d
dτ

B(zk(τ)) = {B, A}|z(τ). (52)

Using this equality, and the fact that integral lines pass through each point of Mn, it is
easy to prove the three affirmations presented below. They will be repeatedly used (and
sometimes rephrased, see Section 5) in our subsequent considerations.

Affirmation 5. The integral line of ~XH entirely lies on one of the surfaces H(zk) = c = const.
In classical mechanics, it is simply the law of energy conservation.

Denote ~X(j) as the Hamiltonian vector field associated with scalar function of the
coordinate zj. Its components are Xi

(j) = ωik∂kzj = ωij. Hence, the Poisson matrix can be

considered6 to be composed of the columns ~X(j)

ω = (~X(1), ~X(2), . . . , ~X(n)). (53)

According to Affirmation 5, the integral lines of the vector ~X(j) lie on the hyperplanes
zj = const.

Affirmation 6. Given the scalar functions H and Qα, α = 1, 2, . . . , n− k, the following two
conditions are equivalent:
(A) Integral lines of ~XH lie in the submanifolds N~c

k = {z ∈Mn, Qα = cα, H = c}.
(B) All Qα commute with H: {Qα, H} = 0, for all z ∈Mn.

In classical mechanics, the quantities Qα are called the first integrals (or the conserved
charges) of the system.

Affirmation 7. Let Aα, α = 1, 2, . . . , n− k be functionally independent scalar functions, and
denote ~V(α) as the Hamiltonian field of Aα. The following two conditions are then
equivalent:
(A) Integral lines of each ~V(β) lie in the submanifolds N~c

k = {z ∈Mn, Aα = cα}.
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(B) {Aα, Aβ} = 0 on Mn.

3.2. Lie Bracket and Poisson Bracket

Consider the spaces of scalar functions and of vector fields on Mn, which are the
infinite-dimensional Lie algebras: FM = {A, B, . . . , { , } } and TM = {~V, ~U, . . . , [ , ] }.

Affirmation 8. The mapping (50) respects the Lie products of FM and TM:

ω({A, B}) = −[ω(A), ω(B)], or, equivalently ~X{A,B} = −[~XA, ~XB]. (54)

According to the last equality, the Hamiltonian vector fields form a subalgebra of the Lie
algebra TM.

Proof. Using the vector notation (25), we can present the Poisson bracket as follows:

{A, B} = −~XA(B). (55)

The equality (54) is the Jacobi identity (37), rewritten in the vector notations. Indeed,

{{A, B}, C} = {A, {B, C}} − {B, {A, C}}, or ~X{A,B}(C) = ~XA(~XB(C))− ~XB(~XA(C)), (56)

for all C, which is just (54).

We also note that in the vector notation, the Jacobi identity (40) states that Hamiltonian
fields of coordinates form the closed algebra

[~X(i), ~X(j)] = c(i)(j)
(k)~X(k), (57)

with the structure functions c(i)(j)
(k) = −∂kωij.

Exercise 5. Show that {Q, H} = const implies [~XQ, ~XH ] = 0.

3.3. Two Basic Examples of Poisson Structures

1. Consider the space R2n, denote its coordinates zi = (q1, q2, . . . , qn, p1, p2, . . . , pn) ≡
(qa, pb), a, b = 1, 2, . . . , n, and take the matrix composed from four n× n blocks as follows:

ωij =

(
0 1
−1 0

)
. (58)

In all other coordinate systems zi′ , we define components of the matrix ωi′ j′ according to
Equation (19). Then, ω is the contravariant tensor of second rank, which (in the system z)
determines the Poisson structure on R2n according to Equation (38):

{A, B}P =
∂A
∂qa

∂B
∂pa
− ∂B

∂qa
∂A
∂pa

, and fundamental brackets are: {qa, pb}P = δa
b. (59)

As ω is the numeric matrix, the condition (40) is satisfied in the coordinate system (qa, pb).
According to Affirmation 4, it is then satisfied in all other coordinates. Given the Hamilto-
nian function H, the Hamiltonian equations acquire the following form:

q̇a = {qa, H}P =
∂H
∂pa

, ṗa = {pa, H}P = − ∂H
∂qa . (60)

It is known (see Section 2.9 in [4]) that they follow from the variational problem for the
functional

SH : (qa(τ), pa(τ))→ R; SH =
∫ τ2

τ1

dτ[pa q̇a − H(qa, pb)]. (61)
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In classical mechanics, R2n equipped with the coordinates (qa, pb) is called the phase space,
the bracket (59) is called the canonical Poisson bracket, and the functional SH is called the
Hamiltonian action.
2. Given the manifold Mn, let cij

k be structure constants of an n -dimensional Lie algebra.
We define ωij(z) = cij

kzk. Then, the equalities (13) imply (39) and (40), so the tensor ωij

determines a Poisson structure on Mn. The corresponding bracket

{A, B}LP = ∂i Acij
kzk∂jB, fundamental brackets: {zi, zj}LP = cij

kzk, (62)

is called the Lie–Poisson bracket. In particular, the Lie algebra of rotations determines the
Lie–Poisson bracket on R3

ωij = εijkzk. (63)

Let Bi be coordinates of a constant vector B ∈ R3. Taking H = ziBi as the Hamiltonian, we
obtain the Hamiltonian equations (called the equations of precession)

żi = εijkBjzk, or ż = B× z, (64)

where B× z is the usual vector product in R3. For any solution z(ø), the end of this vector
lies in a plane perpendicular to B and describes a circle around B with an angular velocity
equal to the magnitude |B| of this vector. A compass needle in the earth’s magnetic field
moves just according to this law.

3.4. Poisson Mapping and Poisson Submanifold

Here, we discuss the mappings which are compatible with Poisson brackets of the
involved manifolds. Intuitively, such a mapping turns the bracket of one manifold into
the bracket of another. As an instructive example, we first consider the manifolds with the
brackets (58) and (62). Introduce the mapping

φ : R2n →Mn, (qa, pb)→ za = φa(q, p) = −cab
c pbqc. (65)

Computing the canonical Poisson bracket (59) of the functions φa(q, p), we obtain a remark-
able relation between the two brackets (Exercise):

{φa(q, p), φb(q, p)}P = cab
cφc(q, p), or {φa(q, p), φb(q, p)}P = {za, zb}LP

∣∣∣
z→φ(q,p)

, or (66)

∂iφ
aωij∂jφ

b = ωab(zc)
∣∣∣
z→φ(q,p)

, where ωab(zc) = cab
czc. (67)

The relation (67) shows that Poisson structures ωij and ωab are related by the tensor-like
law (19). The relations (66) show that the Poisson brackets of the special functions φa on
R2n are the same as fundamental Lie–Poisson brackets (62) of the manifold Rn. We can
make these relations hold for an arbitrary scalar functions by using the induced mapping
between the functions A(za) of Mn and Ā(qa, pb) of R2n

φ∗ : A(za)→ Ā(qa, pb) ≡ φ∗(A)(q, p) = A(φa(q, p)). (68)

This implies the following relation between the Poisson and Lie–Poisson brackets (Exercise):

{φ∗(A), φ∗(B)}P = φ∗({A, B}LP). (69)

Formalizing this example, we arrive at the notion of a Poisson mapping.
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Definition 3. Consider the Poisson manifolds Nk = {xa, {, }N} and Mn = {zi, {, }M}. The
mapping (27) is called a Poisson mapping if the induced mapping (33) preserves the Poisson brackets

{φ∗(A), φ∗(B)}N = φ∗({A, B}M). (70)

This allows us to compare the Poisson brackets of M and N. Given two functions A and B of M
and their images Ā and B̄, we can compare the bracket {Ā, B̄}N with the image of scalar function
{A, B}M, that is, with φ∗({A, B}M). If they coincide, we have the mapping (29) that respects the
Poisson structures of the manifolds. The mapping (65) is an example of a Poisson mapping of the
canonical Poisson manifold on the Lie–Poisson manifold.

Poisson submanifold of the Poisson manifold. Let the Poisson manifold Nk be a
submanifold of the Poisson manufold Mn, determined by the functionally independent set
of scalar functions Φβ(zi) of Mn

Nk = {zi ∈M; Φβ(zi) = 0}. (71)

Solving Φβ(zi) = 0, we obtain the parametric equations zβ = f β(za), and take za as the
local coordinates of Nk. Any scalar function A(zi) on Mn is defined, in particular, at the
points of Nk, and hence, we can consider the restriction of A(zi) on Nk

η∗ : FM → FN, A(zβ, za)→ Ā(za) = A( f β(za), za), (72)

The Poisson manifold Nk is called the Poisson submanifold of Mn if the mapping η∗ turn
the bracket of M into the bracket of N:

η∗({A, B}M) = {Ā, B̄}N . (73)

or

{A(zβ, za), B(zβ, za)}M
∣∣∣
zβ→ f β(za)

= {A( f β(za), za), B( f β(za), za)}N. (74)

Various examples of Poisson mappings and Poisson submanifolds will appear in the
analysis of dynamical systems in Section 5.2. Notice that η∗ determined by (72) is the
mapping induced by the embedding mapping (28).

4. Degenerate Poisson Manifold

The affirmations discussed above are equally valid for non-degenerate and degenerate
manifolds. Now, we consider some characteristic properties of a Poisson manifold with
a degenerate Poisson bracket. Non-degenerate Poisson manifolds will be discussed in
Section 6.

4.1. Casimir Functions

A Poisson manifold with a degenerate bracket has the following property: in the
space FM, there is a set of functionally independent functions that have null brackets
(commute) with all functions of FM. They are called the Casimir functions. This allows for
the construction of a remarkable foliation of the manifold with the leaves determined by
the Casimir functions.

Affirmation 9. Let Kβ, β = 1, 2, . . . , p, are p functionally independent Casimir functions of
a Poisson manifold Mn. Then, ω is degenerated, and rank ω ≤ n− p.

Proof. Kβ commutes with any function, in particular, we can write {zi, Kβ} = 0, or
ωij∂jKβ = 0. The latter equation means that ω admits at least p independent null-vectors
~V(β), so rank ω ≤ n− p.
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Affirmation 10. Consider a Poisson manifold with rank ω = n− p. Then, there are exactly
p functionally independent Casimir functions:

{zi, Kβ} = 0, or ~XKβ
= 0, i = 1, 2, . . . , n, β = 1, 2, . . . , p. (75)

Proof. First, let us consider the particular case of a 2n + 1 -dimensional Poisson manifold
with a rank ω = 2n. According to the Darboux theorem, there are canonical coordi-
nates zi′ such that one of them commutes with all others, e.g., if z1′ commutes with all
coordinates, {zi′ , z1′} ≡ ωi′1′ = 0. Let us define a scalar function such that at the point
z ∈ M2n+1, its value coincides with the value of the first coordinate of this point in the
canonical system: K(z) = z1′ . In the canonical coordinates, this function is represented by
K′(z1′ , z2′ , . . . , z(2n+1)′) = z1′ . Then, according to Equations (15) and (14), it is represented
by K(zi) = z1′(z1, z2, . . . , z2n+1) in the original coordinates. Let us confirm that K(z) is a
Casimir function. Using the transformation laws (15), (18) and (19), we obtain

{zi, K(z)} = ωij(z)∂jK(z) =
∂zi

∂zi′

∣∣∣∣
z′(z)

ωi′ j′ ∂zj

∂zj′

∣∣∣∣
z′(z)

∂zk′

∂zj
∂K′(z′)

∂zk′

∣∣∣∣
z′(z)

=[
∂zi

∂zi′ ω
i′ j′ ∂z1′

∂zj′

]∣∣∣∣∣
z′(z)

=
∂zi

∂zi′

∣∣∣∣
z′(z)

ωi′1′ = 0. (76)

Let us return to the general case with rank ω = n− p. According to Equation (49), in the
Darboux coordinates the functions of zβ′ are Casimir functions. As the complete set of
functionally independent Casimir functions, we can take the coordinates zβ′ themselves.
More than p functionally independent Casimir functions would exist, in contradiction with
Affirmation 9.

Consider the foliation with the leaves determined by the Casimir functions, N~c
n−p =

{z ∈Mn, Kβ(zi) = cβ}. Then, Equation (75) has the following remarkable interpretation:
for any function A ∈ FMn , the Hamiltonian vector field Xi

A = ωij∂j A is tangent to the
hypersurfaces N~c

n−p, that is, its integral lines lie in N~c
n−p. Indeed, let zi(τ) be an integral line

of Xi
A. We obtain: d

dτ Kβ(zi(τ)) = Xi
A∂iKβ(zi)

∣∣
z(τ) = {Kβ, A}

∣∣
z(τ) = 0. Then, Kβ(zi(τ)) =

cβ = const, that is, zi(τ) lies on one of the surfaces, so ~XA ∈ TN.

Exercise 6. Observe that K = zizi is the Casimir function of (63).

4.2. Induced Bracket on the Casimir Submanifold

Consider the degenerate Poisson manifold Mn = {zi; {A, B} = ∂i Aωij∂jB, rank ω =

n− p }, and let Kβ(zi) be a subset of Casimir functions (we can take either all functionally
independent Casimirs, β = 1, 2, . . . , p, or some part of them). Consider the submanifold
determined by Kβ

N = {zi ∈Mn, Kβ(zi) = 0}. (77)

For brevity, we call N the Casimir submanifold. We will show that the Poisson bracket on
Mn can be used to construct a natural Poisson bracket {, }N on N.

Induced bracket in special coordinates. As the functions Kβ(zi) are functionally
independent, we can take the coordinate system where they turn into a part of coordinates,
say z̃i = (z̃β = Kβ, z̃a). On the surface N, we have z̃β = 0, so z̃a are the coordinates of N.
The Poisson tensor ω̃ij = {z̃i, z̃j} of Mn in these coordinates has the following special form:
{z̃a, z̃b} = ωab(z̃β, z̃c), {z̃β, z̃i} = {Kβ, z̃i} = 0, for any i. Because ω̃ij obeys (39) and (40) for
any value of the coordinates z̃β, we obtain ωab(0, zc) = −ω̃ba(0, zc) and
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ω̃ap(z̃β, z̃c)∂pω̃bc(z̃β, z̃c) + cycle(a, b, c) = 0, or {z̃a, {z̃b, z̃c}}+ cycle(a, b, c) = 0, (78)

where the index p runs over both β and a subsets. However, observing that

{z̃a, {z̃b, z̃c}} = {z̃a, ω̃bc(z̃β, z̃c)} =
{z̃a, z̃β}∂βω̃bc(z̃β, z̃c) + {z̃a, z̃d}∂dω̃bc(z̃β, z̃c) = ωad(z̃β, z̃c)∂dωbc(z̃β, z̃c), (79)

we can write the first equality in (78) as follows:

ωad(z̃β, z̃c)∂dωbc(z̃β, z̃c) + cycle(a, b, c) = 0. (80)

As it is true for any value of the coordinates z̃β, we can take z̃β = 0. Then,

ω̃ad(0, z̃c)∂dω̃bc(0, z̃c) + cycle(a, b, c) = 0. (81)

Let us define a matrix with elements

ω̄ab(z̃c) ≡ ω̃ad(0, z̃c), (82)

in the coordinates z̃c. In any other coordinate system on N, say z̃a′ , we define the ele-
ments ω̄a′b′ according to rule (19). Then, ω̄ is a tensor of N. According to our computa-
tions, it obeys Equations (39) and (40), and thus determines a Poisson bracket {A, B}N =
∂i A(z̃c)ω̄ab(z̃c)∂jB(z̃c) on N.

Induced bracket in the original coordinates. Let us solve the same problem in the

original coordinates, divided in two subsets, zi = (zα, za), such that det
∂Kβ

∂zα 6= 0. Notice
that in this case, the Equation (75) reads

ωiα∂αKβ + ωib∂bKβ = 0. (83)

Denoting ∂αKβ = Kαβ, this allows us to restore the whole ωij(zk) from the known block
ωab(zk) as follows:

ωaα = −ωab∂bKγ(K−1)γα, ωαβ = −ωαb∂bKγ(K−1)γβ. (84)

Geometric interpretation of these relations will be discussed in Section 7.3.
It is instructive to obtain the induced bracket in the original coordinates in a manner

independent of the calculations made in the previous subsection.

Affirmation 11. Let Kβ(zα, zb) be Casimir functions, and zα = f α(zb) is a solution to the
equations Kβ(zα, zb) = 0. Then,

(a) zα − f α(zb) are Casimir functions;
(b) The Poisson tensor of Mn satisfies the identity

ωiα = ωib∂b f α. (85)

Proof. (a) Contracting the expression {zi, zα − f α} = ωiα −ωia∂a f α with ∂αKβ and using
(83), we obtain ωiα∂αKβ − ωia∂a f α∂αKβ = −ωia(∂aKβ + ∂a f α∂αKβ)

= −ωia∂aKβ( f α, za) = 0 as Kβ( f α, za) ≡ 0. As ∂αKβ is an invertible matrix, the equal-
ity {zi, zα − f α}∂αKβ = 0 implies {zi, zα − f α} = 0.

(b) Let Kα be Casimir functions. According to Item (a), zα − f α(zb) are also Casimir
functions. Then, {zi, zα − f α} = 0 or ωiα = ωib∂b f α.

Affirmation 12. For any function B(zi) and the Casimir functions zβ − f β(zb), there is
the identity
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ωip∂pB
∣∣∣
zβ= f β(zc)

= ωia(zc, f β(zc))∂aB(zc, f β(zc)), (86)

where p = (1, 2, . . . , n), while a = (1, 2, . . . , n− p). Note the geometric interpretation of
this equality; if two functions B and B′ of FM coincide on N, their Hamiltonian vector fields
also coincide on N: B|N = B′|N implies ~XB|N = ~XB′ |N.

Proof. Let us write

ωip∂pB
∣∣∣
zβ= f β(zc)

= ωia∂aB
∣∣∣
zβ= f β(zc)

+ ωiβ∂βB
∣∣∣
zβ= f β(zc)

. (87)

Using the identity (85), we have ωiβ∂βB = ωid∂d f β(zc)∂βB(zc, zβ) ≡ ωid[
∂dB(zc, f β(zc))− ∂dB(zc, zβ)

∣∣
zβ= f β(zc)

]
. Using this expression for the term ωiβ∂βB in (87),

we arrive at the desired identity (86).

We are ready to construct the induced Poisson structure. We take za as the local
coordinates of N, and using the ωab -block of ωij, introduce the antisymmetric matrix

ω̄ab(zc) = ωab( f β(zc), zc). (88)

Let us confirm that ω̄ obeys the condition (40). We write the condition (40), satisfied for
ωij. We take the indices i, j, k to equal to a, b, c, and substitute zβ = f β(zc). This gives us
the identity

ωap∂pωbc
∣∣∣
zβ= f β(zc)

+ cycle(a, b, c) = 0. (89)

Using the identity (86), we immediately obtain

ωad( f β(zc), zc)∂dωbc( f β(zc), zc) + cycle(a, b, c) = 0, (90)

which is simply the Jacobi identity for the tensor ω̄ab. Thus the bracket

{A(za), B(za)} = ∂a Aω̄ab∂bB, (91)

defined on N, obeys the Jacobi identity. In any other coordinate system on N, say za′ , we
define the components ω̄a′b′ according to rule (19):

ω̄a′b′ = ∂aza′∂bzb′ ω̄ab
∣∣∣
za(za′ )

. (92)

Then ω̄ is a tensor of N, while the expression (91) is a scalar function, as it should be for the
Poisson bracket.

Let us confirm that the obtained bracket does not depend on the coordinates of Mn

chosen for its construction. Let zi = φi(zj′) be transition functions between two coordinate
systems. For a point of N, this implies the following relation between its local coordinates
za and za′ :

za = φa( f α′(za′), za′). (93)

Using these functions in the expression (92), we obtain the components ω̄a′b′(za′) of the
tensor ω̄ab(za) in the coordinates za′ . On the other hand, using the Poisson tensor ωi′ j′ in
coordinates zi′ , we could construct the matrix ω̂a′b′( f α′(za′), za′) according to rule (88). The
task is to show that ω̂a′b′ coincides with ω̄a′b′ .

As the functions ω̂a′b′( f β′(za′), za′) are components of the tensor ωi′ j′ of M, we use the
transformation law (19), and write
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ω̂a′b′( f β′(za′), za′) = ω̂a′b′(zβ′ , za′)
∣∣∣
N
= ∂kza′ωkp∂pzb′

∣∣∣
zi(zi′ )

∣∣∣∣
N

. (94)

In the last expression, we have a quantity D(zi), and need to replace the coordinates zi by
the transition functions zi(zi′) taken at the point of N. Equivalently, we can first restrict D
on N, replacing zβ on f β(za), and then replace za on its expression (93) through coordinates
za′ . Creating this and then using the identity (86), we obtain

ω̂a′b′( f β′(za′), za′) = ∂kza′(zi)ωkp(zi)∂pzb′(zi)
∣∣∣
zβ→ f β(za)

∣∣∣∣
za(za′ )

=

∂aza′(zβ(za), za)ωab(zβ(za), za)∂bzb′(zβ(za), za)
∣∣∣
za(za′ )

. (95)

Comparing this expression with (92), we arrive at the desired result: ω̂ = ω̄.

Exercise 7. Confirm that the Poisson manifold N is the Poisson submanifold of M in the
sense of definition (73).

Consider the Poisson manifold Mn with rank ωij = n− p, and let the submanifold (77)
be determined by a complete set of p functionally independent Casimir functions. Then, the
induced Poisson structure is non-degenerate: det ω̄ab 6= 0. To demonstrate this, suppose an
opposite, det ω̄ab = 0, and let zi be the canonical coordinates of M. Then, ω̄ is a numeric
degenerate matrix, so it has a numeric null vector, ω̄abcb = 0. As a consequence, the
function A(zi) = zaca commutes with all coordinates (49) and hence is a Casimir function
of M. It depends only on the variables za, so it is functionally independent of the Casimir
functions zβ − f β(za) = 0. This is in contradiction with the condition rank ωij = n− p, so
det ω̄ab 6= 0.

Let us resume the obtained results. Let M be a Poisson manifold with a degenerate
Poisson bracket ω. Then, on the submanifold N ∈M determined by any set of functionally
independent Casimir functions, there exists the Poisson bracket ω̄ such that the Poisson
manifold N turns into the Poisson submanifold of M. In the original coordinates, divided
on two groups according to the structure of Casimir functions (77), zi = (zβ, za), elements
of the matrix ω̄ coincide with fundamental brackets of coordinates za restricted on N:

ω̄ab = {za, zb}M
∣∣∣
zβ→ f β(za)

. (96)

4.3. Restriction of Hamiltonian Dynamics to the Casimir Submanifold

The degeneracy of a Poisson structure implies that integral lines of any Hamiltonian
system on this manifold have special properties: any solution started in a Casimir sub-
manifold lies entirely within it. So, the dynamics can be consistently restricted on the
submanifold, and the resulting equations are still Hamiltonian. To discuss these properties,
we will need the notion of an invariant submanifold.

Definition 4. The submanifold N ∈Mn is called an invariant submanifold of the Hamiltonian H
if any trajectory of (51) that starts in N, entirely lies in N

zi(0) ∈ N, → zi(τ) ∈ N for any τ. (97)

The observation made in Section 4.1 now can be rephrased as follows.

Affirmation 13. A Casimir submanifold of Mn = {zi, {, }} is invariant submanifold of any
Hamiltonian H ∈ FM.

Affirmation 14. Solutions to the Hamiltonian equations żi = ωij∂jH that belong to the
Casimir submanifold (77), obey the Hamiltonian equations
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ża = ω̄ab∂bH(zc, f α(zc)), (98)

where za are the local coordinates and the Poisson tensor ω̄ab of N is the restriction of ωij

on N

ω̄ab = ωab(zc, f α(zc)). (99)

Proof. According to Affirmation 13, we can add the algebraic equations zβ = f β(za) to
the system (51), thus obtaining consistent equations with solutions living on N. In the
equations for ża, we substitute zβ = f β(za), and using the identity (86), we obtain the
closed system (98) and (99) for determining za. Then, the equations for żβ can be omitted
from the system. The Jacobi identity for ω̄ has been confirmed above.

5. Integrals of Motion of a Hamiltonian System
5.1. Basic Notions

Let z(τ) be a solution to the Hamiltonian Equation (51). For any function Q(z) we have
Q̇(z(τ)) = {Q(z), H(z)}|z(τ). In other words, functions Q(z(τ)) follow the Hamiltonian
dynamics together with z(τ). The function Q(z) (with a non-vanishing gradient) is called
the integral of motion if it preserves its value along the trajectories of (51): Q(z(τ)) = const,
or Q̇(z(τ)) = 0. Note that the value of Q(z(τ)) can vary from one trajectory to another.

Affirmation 15. Q(z) is an integral of motion of the system (51) if and only if its bracket
with H vanishes

{Q, H} = 0. (100)

Because {H, H} = 0, the Hamiltonian itself is an example of the integral of motion. So,
any Hamiltonian system admits at least one integral of motion. The Casimir functions obey
Equation (100) for any H, so they represent the integrals of motion of any Hamiltonian
system on a given manifold. As a consequence, a Hamiltonian system on the manifold Mn
with rank ω = n− p has at least p + 1 integrals of motion.

Exercise 8. (a) Confirm Affirmation 15. (hint: take into account that the integral lines
of (51) cover all of the manifold).
(b) Observe that if Q1 and Q2 are integrals of motion, then c1Q1 + c2Q2, f (Q1) and {Q1, Q2}
are integrals of motion as well. The integral of motion {Q1, Q2} may be functionally
independent of Q1 and Q2.

The integrals of motion Qα can be used to construct the surfaces of the level in Mn.
Considering the Hamiltonian equations on the surfaces, it can be found that it is possible to
reduce the number of differential equations that we need to solve. This method, called the
reduction procedure, is based on the following affirmations.

Affirmation 16. Let Qα(z), α = 1, 2, . . . , p be functionally independent integrals of motion
of H. Then, Nc = {z ∈ Mn, Qα(z) = cα = const} is an n − p -dimensional invariant
submanifold of H.

Indeed, given a solution with z(0) ∈ Nc that is Qα(z(0)) = cα, we have Qα(z(τ)) =
Qα(z(0)) = cα for any τ; therefore, the trajectory z(τ) entirely lies in Nc. The manifolds
Nc and Nd with c 6= d do not intercept. As such, the Poisson manifold Mn is covered by
p -parametric foliation of the invariant submanifolds Nc.

As the Casimir function is an integral of motion of any Hamiltonian, Affirmation 16
implies, once again, the geometric interpretation of Equation (75): the integral lines of all
Hamiltonian vector fields of Mn lie on the surfaces of Casimir functions.
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Affirmation 17. Let the Hamiltonian system

żi = {zi, H}, (101)

admit p functionally independent integrals of motion Qα(z) = cα. We present them in the
form zα = f α(zb, cα). Then, the system of n differential Equation (101) is equivalent to
the system

żb = {zb, H} ≡ hb(zc, zα), zα = f α(zb, cα), (102)

composed of n− p differential and p algebraic equations.

Proof. Adding the consequences zα = f α(zb, cα) to Equation (101), we write the resulting
equivalent system as follows

żα = {zα, H}, żb = {zb, H}, zα = f α(zb, cα). (103)

To prove the equivalence of (102) and (103), we need to show that the equation żα = {zα, H}
is a consequence of the system (102). Let zα(τ), zb(τ) be a solution to (102). Computing the
derivative of the identity zα(τ) ≡ f α(zb(τ), cα), we have żα(τ) = ∂b f α(zb, cα)

∣∣∣
z→z(τ)

żb =

∂b f α(zb, cα){zb, H}
∣∣∣
z→z(τ)

= { f α, H}|z→z(τ) = {zα, H}|z→z(τ). In the last step, we used

(100). Hence, the equation żα = {zα, H} is satisfied by any solution to the system (102).

Example 3. Using the reduction procedure, any two-dimensional Hamiltonian system can be
completely integrated, that is, solving the differential equations is reduced to the evaluation of an
integral. Indeed, consider the system ẋ = {x, H(x, y)} ≡ h(x, y), ẏ = {y, H(x, y)}. We assume
that grad H 6= 0 (otherwise H = const and the system is immediately integrated). Let y = f (x, c)
be a solution to the equation H(x, y) = c. As H is an integral of motion, we use Affirmation 17
to present the original system in the equivalent form: ẋ = h(x, y), y = f (x, c). Replacing y on
f (x, c) in the differential equation, the latter can be immediately integrated. The general solution
x(τ, c, d), y(τ, c, d) in an implicit form is as follows:∫ dx

h(x, f (x, c))
= τ + d, y = f (x). (104)

There is a kind of multi-dimensional generalization of this example, see Affirmation A2 in Appendix A.2.

5.2. Hamiltonian Reduction to an Invariant Submanifold

As we saw above, when a dynamical system admits an invariant submanifold, its
dynamics can be consistently restricted to the submanifold. Then, it is natural to ask
whether the resulting equations form a Hamiltonian system. For instance, according
to Affirmation 16, we can add the algebraic equations7 Qα(z) = 0 to the Hamiltonian
system (101), thus obtaining consistent equations with solutions living on the invariant
submanifold N = {z ∈ Mn, Qα(z) = 0}. Using Affirmation 17, we exclude zα and obtain
differential equations on the manifold N with the local coordinates zb

żb = hb(zc) ≡ {zb, H}
∣∣∣
zα→ f α(zc)

. (105)

They have no pre-existing knowledge the ambient space Mn. Hence, we ask if the resulting
equations represent a Hamiltonian system on N. That is, we look for the Hamiltonian
equations

żb = ωba(zc)∂a Ĥ(zc), (106)

that could be equivalent to (105).
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Let us list some known cases of the Hamiltonian reduction.
1. Reduction of non-singular theory (3) to the surface of the constant Hamiltonian

gives a Hamiltonian system with a time-dependent Hamiltonian. The method is known as
the Maupertuis principle (see [4] for details).

2. Hamiltonian reduction to the surface of Casimir functions (see Affirmation 14).
The particular example is a Hamiltonian system with a Dirac bracket (see Equation (154)
below).

3. Hamiltonian reduction of non-singular theory to the surface of first integrals Φα

with the property det{Φα, Φβ} 6= 0 (see Equation (162) below).
4. Singular non-degenerate theories (5)–(7) are equivalent to the theory of Item 2, see

Affirmations 28 and 30 below. Hence, it admits the Hamiltonian reduction to the surface of
constraints.

5. According to the Gitman–Tyutin theorem, the singular degenerate theory admits
Hamiltonian reduction to the surface of all constraints (see [3] for details).

6. Symplectic Manifold and Dirac Bracket
6.1. Basic Notions

As we saw in Section 2.3, a Poisson manifold can be defined by choosing a contravari-
ant tensor with the properties (39) and (40). Here, we discuss another way, which works for
the construction of non-degenerate Poisson structures on even-dimensional manifolds. Let
M2n be defined as the covariant tensor ω̃ij(zk) on the even-dimensional manifold (called
the symplectic form) with the properties

ω̃ij = −ω̃ji (antisymmetric), (107)

det ω̃ 6= 0 (non-degenerate), (108)

∂iω̃jk + cycle = 0 (closed). (109)

M2n equipped with a symplectic form is called the symplectic manifold.
We recall that the determinant of any odd-dimensional matrix vanishes, so (108)

implies that we work on the even-dimensional manifold. Some properties of a symplectic
form are in order.

Affirmation 18. The inverse matrix ωij of the matrix ω̃ij obeys the properties (39) and (40).
So, it determines the Poisson structure (38) on M2n. In other words, any locally symplectic
manifold is a Poisson manifold.

Exercise 9. Prove that (109) implies (40).

Conversely, take a Poisson manifold with the non-degenerated bracket, det ω 6= 0
and let ω̃ be its inverse. Contracting the condition (40) with ω̃niω̃mjω̃pk, we immediately
obtain (109).

Affirmation 19. The Poisson manifold with a non-degenerate bracket is a symplectic
manifold.

Darboux Theorem. In the vicinity of any point, there are coordinates yk where ωij(zk)
acquires the form

ω′ij(yk) =

(
0 1
−1 0

)
, then ω̃′ij(y

k) =

(
0 −1
1 0

)
. (110)

Proof is given in Appendix A.2.

Poincare Lemma. In a vicinity of any point, the symplectic form ω̃ can be presented
through some covariant vector field aj as follows:

ω̃ij = ∂iaj − ∂jai. (111)
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In the language of differential forms, this is formulated as follows: the closed form is a lo-
cally exact form. Conversely, the tensor ω̃, constructed given aj according to Equation (111),
obeys the condition (109).

Proof. According to the Darboux theorem, there are coordinates yi = (x1, . . . , xn, p1, . . . , pn)
where ω̃ij acquires the canonical form (110). Let us identically rewrite it as follows:
ω̃′ij = ∂ia′j − ∂ja′i, where a′i(y

k) = 1
2 (−p1, . . . ,−pn, x1, . . . , xn). Returning to the original co-

ordinates, we write ai(zk) = ∂yj

∂zi a′j(y(z)), where a′j(y(z)) =
1
2 (−p1(zk), . . . ,−pn(zk), x1(zk),

. . . , xn(zk)). This contravariant vector field satisfies the desired property: ∂iaj − ∂jai =
∂yn

∂zi
∂ym

∂zi ω̃′nm = ω̃ij.
The field ai can equally be obtained by direct integrations:

ai = −
1

n− 1

n

∑
j=1

∫
ω̃ij(zk)dzj. (112)

Due to the Poincare lemma, it is easy to construct examples of closed and non-constant
form ω̃. Then, the tensor ω will automatically obey a rather complicated Equation (40).
Note also that in the Darboux coordinates yk, the Poisson bracket acquires the canonical
form (59).

Because any symplectic manifold is simultaneously a Poisson manifold, it has all the
properties discussed in Section 3. In particular, we have the mapping

ω : FM → TM, ω : A→ Xi
A = [ω(A)]i = ωij∂j A, (113)

and the basic relation between the Lie and Poisson brackets

ω({A, B}) = −[ω(A), ω(B)], or, equivalently X{A,B} = −[~XA, ~XB]. (114)

The symplectic form can be used to determine the mapping ω̃ : TM × TM → FM as
follows

ω̃ : ~X,~Y → ω̃(~X,~Y) ≡ ω̃ijXiY j, then ω̃(~X, ~X) = 0. (115)

Then, the Poisson bracket can be considered to be a composition8 of the mappings (115)
and (113)

{A, B} = −ω̃(ω(A), ω(B)) ≡ −ω̃(~XA, ~XB). (116)

Exercise 10. (a) Prove that {Q, H} = c = const if and only if [~XQ, ~XH ] = 0. (b) Con-
firm (116).

By analogy with Riemannian geometry, on the symplectic manifold there is the natural
possibility of raising and lowering the indices of tensor quantities. It is achieved with the
use of the symplectic tensor and its inverse. For instance, the mapping Ui = ω̃ijV j and
its inversion Vi = ωijUj establish an isomrphism between the spaces of covariant and
contravariant vector fields.

Affirmation 20. Vi is a Hamiltonian vector field if and only if Ui = ω̃ijV j obeys the
condition

∂iUj − ∂jUi = 0. (117)

Proof. The equation ∂i A = ω̃ijV j ≡ Ui for determining of A implies (117) as a necessary
condition. Conversely, when (117) is satisfied, the function
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A =
1
n

n

∑
j=1

∫
Uj(zk)dzj, (118)

generates the field Vi: Vi = ωij∂j A.

As an application of the developed formalism, we mention the following.

Affirmation 21. Consider the Poisson manifold M2n with the non-degenerated Poisson
structure det ω 6= 0. Let ω̃ be the corresponding symplectic form and ai be the
contravariant vector field defined in (111). Then, the Hamiltonian Equation (51) follows
from the variational problem

SH =
∫

dτ
[

ai(z)żi − H(z)
]
. (119)

Exercise 11. Prove affirmation9.

6.2. Restriction of Symplectic Structure to a Submanifold and Dirac Bracket

We recall that the mapping of manifolds N = {xa} → Mn = {zi} given by xa →
zi(xa) induces the mapping T(0,m)

M → T(0,m)
N of covariant tensor fields (see (34)). Let

Mn = {zk, ω̃ij(zk)} be a symplectic manifold and Nk be a submanifold determined by the
functions Φα(zk) = 0 (see (21)), and n and k are even numbers. Consider the embedding
Nk →Mn, given by xa → zi = ( f α(xa), xa). Then, the induced mapping

ω̃fab(xc) =
∂zi

∂xa
∂zj

∂xb ω̃ij( f α(xc), xc), (120)

is called a restriction of the symplectic form ω̃ij(zk) on Nk. If ω̃f obeys the properties (108)
and (109), Nk turns into a symplectic manifold. The inverse matrix then determines a
Poisson bracket on Nk. Here, we discuss the necessary and sufficient conditions under
which this occurs. We will need the following matrix identity.

Affirmation 22. Consider an invertible antisymmetric matrix

A =

(
a b
−bT c

)
, and its inverse A−1 =

(
α β

−βT γ

)
. (121)

Then the matrix γ is invertible if and only if a is invertible. In addition, we have

γ−1 = c + bTa−1b, (122)

a−1 = α + βγ−1βT . (123)

Proof. Equations (122) and (123) immediately follow from the identity AA−1 = 1, written
in terms of the blocks.

Affirmation 23. The matrix (120) obeys the properties (108) and (109) if and only if

det{Φα, Φβ} ≡ det4αβ 6= 0, on Nk. (124)

Proof. Consider the problem in the coordinates of Mn

yk = (yα, ya), yα = Φα(zβ, zb), ya = za, a = 1, 2, . . . , k, (125)

adapted with the functions Φα (see Section 2.1). Denote ωij(zk) the Poisson tensor of Mn.
Using the transformation law (19), we obtain the following expressions for ω′ij and its
inverse ω̃′ij:
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ω′ij(yk) =

(
{Φα, Φβ} {Φα, zb}
{za, Φβ} {za, zb}

)∣∣∣∣
zi(yj)

, ω̃′ij(y
k) =

(
ω̃′αβ(y

k) ω̃′αb(y
k)

ω̃′aβ(y
k) ω̃′ab(y

k)

)
. (126)

For the latter use, we make the following observation. The symplectic matrix ω̃′ij(y
α, ya)

obeys the identity (109). In particular, we have ∂aω̃′bc(y
α, ya) + cycle = 0 for any fixed yα.

Considering ω̃′bc(y
a, yα) as a function of ya, and applying Affirmation 18, we conclude that

its inverse, say ωab
D , obeys the identity ωad

D ∂dωbc
D + cycle(a, b, c) = 0. Using Affirmation 22

for the matrices (126), the explicit form of the inverse matrix is

ωab
D (yα, yc) =

(
{za, zb} − {za, Φα}4̃αβ{Φβ, zb}

)∣∣∣
zi(yj)

. (127)

Let us return to the proof. In the adapted coordinates, the embedding Nk → Mn is
given by xa → yi = (yα, ya), where yα = 0 and ya = xa. The Equation (120) reads

ω̃fab(xa) = ω̃′ab(y
α, ya)|yα=0,ya→xa , (128)

that is, the restriction of ω̃′ij(y
k) on Nk reduces to the setting yα = 0 in a, b -block of the

matrix ω̃′ij(y
k). We need to confirm that ω̃f is a non-degenerate and closed form. The

symplectic matrix ω̃′ij(y
α, ya) obeys the identity (109). In particular, we have ∂aω̃′bc(y

α, ya) +

cycle = 0 for any fixed yα. Taking yα = 0, we conclude that ω̃f is closed. Further, using
Affirmation 22 for the matrices (126), we conclude that the matrix ω̃f is invertible if and
only if det{Φα, Φβ} 6= 0.

As the restriction (120) determines a symplectic structure on Nk, its inverse gives a
Poisson bracket. Its explicit expression in terms of the original bracket can be obtained
using the representation (128) for ω̃fab. Using Affirmation 22 for the matrices (126) and
Equation (23), we can write for the inverse of ω̃fab the expression

ωab
f (xc) =

(
{za, zb} − {za, Φα}4̃αβ{Φβ, zb}

)∣∣∣
zi(yj)

∣∣∣∣
yα=0,ya→xa

(129)

=
(
{za, zb} − {za, Φα}4̃αβ{Φβ, zb}

)∣∣∣
zα→ f α(za)

∣∣∣∣
za→xa

. (130)

Thus, we obtained the following result.
Affirmation 24. Let ωij = {zi, zj} be a non-degenerate Poisson tensor and Φα be function-
ally independent functions with det{Φα, Φβ} 6= 0. Then, the matrix

ωab
f (zc) =

(
{za, zb} − {za, Φα}4̃αβ{Φβ, zb}

)∣∣∣
zα= f α(zc)

, (131)

where zα = f α(zc) are parametric equations of the surface Φα = 0, obeys the Jacobi identity
and determines a non-degenerate Poisson bracket on Nk

{A, B}D(N) = ∂a Aωab
f ∂bB. (132)

There is a bracket on Mn that induces10 the bracket (132) on Nk according to Equa-
tion (88). The equality (131) prompts us to consider

{A, B}D = {A, B} − {A, Φα}4̃αβ{Φβ, B} =
∂i A

[
{zi, zj} − {zi, Φα}4̃αβ{Φβ, zj}

]
∂jB ≡ ∂i A ω

ij
D ∂jB. (133)

This is the famous Dirac bracket [1,2]. The tensor ω
ij
D(z

k) obeys the Jacobi identity (see
below), and hence turns Mn into the Poisson manifold (Mn, {, }D). The bracket (132) can
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be found to be the restriction of (133) to Nk. To see this, we first note that for any function
A(zi), Equation (133) implies

{A, Φα}D = 0, (134)

so Φα are Casimir functions of the Dirac bracket. As we saw in Section 4, this implies that
all Hamiltonian fields Vi

A = ω
ij
D∂j A are tangent to the surfaces Φα = cα, and we can restrict

the Dirac tensor ω
ij
D on the submanifold Nk according to Equation (88). This gives the

Poisson bracket (132) on Nk and turns it into a Poisson submanifold of the Poisson manifold
(Mn, {, }D).

It remains to prove the Jacobi identity for the Dirac bracket.

Affirmation 25. Consider the Poisson manifold Mn = {zi, ωij(zk)} with a non-degenerate
tensor ω. Let Φα(zk) be functionally independent functions which obey the condition (124).
Then, the Dirac tensor ω

ij
D(z

k), specified in (133), satisfy the identity (40). Hence, the Dirac
bracket (133) satisfies the Jacobi identity: {A, {B, C}D}D + cycle (A, B, C) = 0.

Proof. Consider the problem in the coordinates (125) adapted with the functions Φα. Using
Equations (19) and (134), we obtain the Dirac tensor in these coordinates

ω
′ij
D (yk) =

(
0 0
0 ωab

D (zk)
∣∣∣
z(y)

)
, (135)

where ωab
D (zk) is an a, b -block of the Dirac tensor ω

ij
D(z

k) in original coordinates. Then,

ωab
D (zk)

∣∣∣
z(y)

is just the expression written in (127). The desired Jacobi identity ω′inD ∂nω
′jk
D +

cycle = 0 will be fulfilled if the matrix (127) obeys the identity ωad
D ∂dωbc

D + cycle = 0.
However, this was confirmed above (see the discussion below of Equation (126)).

The results of this subsection can be summarized in the form of diagram (136), which
relates geometrical structures on the manifold Mn (top line), and on its submanifold Nk
(bottom line):

ω̃ij ←→ ωij −→ ω
ij
D ∼ {, }D

↓ ↓
ω̃fab ←− −− −→ ωab

f ∼ {, }D(N)

(136)

The Dirac bracket appears in the upper right corner of the rectangle, and provides the
closure of our diagram.

Discussion of the Dirac bracket in the coordinate-free language can be found
in [13,43–47].

6.3. Dirac’s Derivation of the Dirac Bracket

Dirac arrived at his bracket in the analysis of a variational problem for singular
non-degenerate theories such as (5). Consider the variational problem

S =
∫

dτ[pa q̇a − H0(qa, pb) + λαΦα(qa, pb)], (137)

for the set of independent dynamical variables zi(τ) ≡ (qa, pb), i = (1, 2, . . . , 2n), and λα(τ),
α = (1, 2, . . . , 2p < 2n). H0, and Φα are given functions where Φα obeys the condition (124).
Variation of the action with respect to zi and λα gives the equations of motion11

żi = {zi, H0}+ λα{zi, Φα}, Φα = 0, (138)
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where {, } is the canonical Poisson bracket on R2n. Let zi(τ), λ(τ) be a solution of the system.
Computing the derivative of the identity Φα(zi(τ)) = 0 , we obtain the algebraic equations

{Φα, H0}+ {Φα, Φβ}λβ = 0. (139)

that must be satisfied for all solutions, that is, they are the consequences of the sys-
tem. According to this equation, all variables λβ are determined algebraically: λβ =
−4̃βα{Φα, H0}, where 4̃ is the inverse matrix of 4. Adding the consequences to the
system, we obtain the equivalent form

żi = {zi, H0} − {zi, Φα}4̃αβ{Φβ, H0} ≡
[
ωij − {zi, Φα}4̃αβ{Φβ, zj}

]
∂jH0, (140)

Φα = 0, λβ = −4̃βα{Φα, H0}, (141)

where the sectors zi and λβ turn out to be separated. The expression that appeared on the
right-hand side of (140) suggests the introduction of the new bracket on M2n

{A, B}D = {A, B} − {A, Φα}4̃αβ{Φβ, B}, (142)

which is simply the Dirac bracket. Then, Equation (140) represents a Hamiltonian system
with the Dirac bracket

żi = {zi, H0}D, (143)

with the Hamiltonian being H0.

7. Poisson Manifold and Dirac Bracket
7.1. Jacobi Identity for the Dirac Bracket

While our discussion of the Dirac bracket in the previous section was based on a sym-
plectic manifold, the prescription (133) can equally be used to generate a bracket {A, B}D
starting from a given degenerate Poisson bracket {A, B}. We show that {A, B}D still sat-
isfies the Jacobi identity. To prove this, we will need the following auxiliary statement.

Affirmation 26. Consider the Poisson manifold
Mm+n = {xK = (xᾱ, xi), ω I J(xK), rank ω = n}. Let Kᾱ(xI), ᾱ = 1, 2, . . . , m be functionally
independent Casimir functions and Φα(xI), α = 1, 2, . . . , p < n be functionally
independent functions which obey the condition (124). Then,
(A) The m + p functions Kᾱ, Φβ are functionally independent.
(B) In the coordinates

zI = (zᾱ, zi), where zᾱ = Kᾱ(xI), zi = xi, (144)

the functions Φα(zᾱ, zi) obey the condition rank ∂Φα

∂zi = p. In other words, Φα that are
considered as functions of zi are functionally independent.

Proof. (A) In the coordinates (144), our functions are zᾱ and Φα(zᾱ, zi). We will show that
functional dependence of the set implies that the matrix {Φα, Φβ} is degenerate. Then,
nondegeneracy implies functional independence of the set—the desired result.

Consider (m + p)× (m + n) matrix

J =
∂(zᾱ, Φα(zᾱ, zi))

∂(zᾱ, zi)
=

(
1m×m 0

∂Φα

∂zβ̄
∂Φα

∂zi

)
. (145)

If zᾱ, Φα(zᾱ, zi) are functionally dependent, we have rank J < m + p, then some linear
combination of rows of the matrix J vanishes: cᾱδᾱ

I + cα
∂Φα

∂zI = 0 for all I. This equation,
together with explicit expression (145) for J, implies
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cα
∂Φα

∂zi = 0, ~c 6= 0. (146)

Consider now the matrix {Φα, Φβ} in the coordinates (144). Using the Poisson tensor

ω′I J(zK) ≡
(

ω′ᾱβ̄ ω′ᾱj

ω′iβ̄ ω′ij

)
=

(
0m×m 0

0 ωij(xK)|x(z)

)
, (147)

we obtain {Φα, Φβ} = ∂iΦαω′ij∂jΦβ. Then, (146) implies the degeneracy of the matrix
{Φα, Φβ}cβ = 0.

(B) Item (A) implies that rank J = m + p. Then, from the explicit form (145) for J it
follows that rank ∂Φα

∂zi = p.

Affirmation 27. The Dirac bracket (133) constructed on the base of a degenerate Poisson
bracket {A, B} satisfies the Jacobi identity.

Proof. We use the notation specified in Affirmation 26. The original Poisson tensor in the
coordinates (144) is written in Equation (147). According to Affirmation 10, its block ω′ij

is a non-degenerate matrix. ω′I J(zK) satisfies the Jacobi identity, that due to the special
form (147) of this tensor reduces to the expression

ω′in
∂

∂zn ω′jk + cycle = 0. (148)

Using the prescription (133), we use ω′I J(zK) to write the Dirac tensor

ω′I J
D (zK) =

(
0m×m 0

0 ω
′ij
D

)
, where ω

′ij
D = ω′ij −ω′in∂nΦα4̃αβ∂kΦβ. (149)

The Jacobi identity for ω′I J
D (zK) will be satisfied if

ω′inD
∂

∂zn ω
′jk
D + cycle = 0. (150)

Note that zᾱ enters into the expressions (148)–(150) as the parameters. In particular, the
derivative ∂

∂zᾱ falls out of all these expressions. According to item (B) of Affirmation 26, the
functions Φα(zβ̄, zi), considered as functions of zi, are functionally independent. Taking
this into account, we can apply Affirmation 25 to the matrices specified by (148) and (149)
and conclude that (150) holds.

7.2. Some Applications of the Dirac Bracket

With a given scalar function A, we associate the function

Ad = A− {A, Φα}4̃αβΦβ. (151)

The two functions coincide on the surface Φα = 0. There is a remarkable relation be-
tween the Dirac bracket of the original functions and the Poisson bracket of the deformed
functions,

{A, B}D = {Ad, Bd}+ O(Φα), (152)

which means that the two brackets also coincide on the surface. This property can be
reformulated in terms of vector fields as follows. Given a scalar function A, integral lines
of the Hamiltonian field Vi = ωij∂j Ad that cross the surface Φα = 0 lie entirely on it.

Below, we use the Dirac bracket to analyze some Hamiltonian systems consisting of
both dynamical and algebraic equations.
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1. Consider the Hamiltonian system żi = {zi, H}D on the Poisson manifold (M, {, }D).
As {Φα, H}D = 0, the functions Φα are integrals of motion of the system. According
to Affirmation 16, all the submanifolds N~c

k = {z ∈ Mn, Φα(z) = cα} are invariant
submanifolds, that is, any trajectory that starts on N~c

k lies entirely on it. In particular,
we have:

Affirmation 28. The equations

żi = {zi, H}D, Φα = 0, (153)

form a self-consistent system in the sense of Definition 1.1.

Furthermore, according to Affirmation 17, these equations are equivalent to the system
zα − f α(za) = 0, żb = {zb, H(zi)}D

∣∣∣
zα→ f α(zb)

. We replace zα on f α(zb) using Equations (86)

and (88). This gives

zα = f α(zb), żb = {zb, Ĥ(zb)}D(N), (154)

where Ĥ(zb) = H(zb, zα(zb)), and {, }D(N) is the bracket (131) on N induced by the Dirac
bracket. This shows that the variables zb obey the Hamiltonian equations on the submani-
fold N.

2. Let us rewrite the system (153) in terms of the original bracket as follows: żi =
{zi, H −Φα4̃αβ{Φβ, H}}+ Φα{zi, 4̃αβ{Φβ, H}}, Φα = 0, or, equivalently

żi = {zi, H −Φα4̃αβ{Φβ, H}}, Φα = 0. (155)

Note that the functions Φα are not the Casimir functions of the original bracket. As the
systems (155) and (153) are equivalent, we obtained an example of a self-consistent theory
of the type of (5).

Affirmation 29. Given a Poisson manifold (Mn, {, }), let H be a given function and let Φα

be a set of functionally independent functions that obey the condition
det{Φα, Φβ}

∣∣
Φα=0 ≡ det4αβ 6= 0. Then, the equations

żi = {zi, H̃}, Φα = 0. (156)

with the Hamiltonian H̃ = H −Φα4̃αβ{Φβ, H} form a self-consistent system.

3. Affirmation 30. The singular non-degenerate theory defined by Equation (5) with
the properties (6) and (7) is self-consistent and is equivalent to (153).

Proof. Using (6), we rewrite the system (5) in the equivalent form as follows:

żi = {zi, H}D + {zi, Φα}4̃αβ{Φβ, H}, Φα = 0. (157)

Take any point of the submanifold Φα = 0. According to Affirmation 28, there is a
solution zi(τ) of (153) that passes through this point. Due to the condition (7), we have
{Φβ, H}

∣∣
zi(τ) = 0. Then, the direct substitution of zi(τ) into (157) shows that it is a solution

of this system.

4. Example of Hamiltonian reduction. Let the Hamiltonian system żi = ωij∂jH(zk)

with det ω 6= 0 admit the first integrals Φα(zk), α = 1, 2, . . . , n− k with the properties

{Φα, H} = 0, det{Φα, Φβ} ≡ 4αβ 6= 0. (158)
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Then, the dynamics can be consistently restricted on any one of invariant surfaces N~c
k =

{zk ∈ Mn, Φα = cα}. Without a loss of generality, we consider a reduction on N~0
k . Then,

Φα = 0 implies zα = f α(za), while the independent variables obey the equations

ża = ωaj∂j H
∣∣∣
zα= f α(za)

. (159)

We do the substitution indicated in this equation and show that the result is a Hamiltonian
system. Consider the problem in the adapted coordinates (125). Then, Φα = 0 turns into
yα = 0, while instead of (159) we have

ẏa = ω′aj∂j H
∣∣∣
yα=0

= ω′ab∂b H′
∣∣∣
yα=0

+ ω′aβ∂β H′
∣∣∣
yα=0

, (160)

where the explicit form of ω′ is given by (126), and H′(yi) = H(zk(yi)). The equa-
tion {Φα, H} = 0 in the coordinates yk gives 0 = {yα, H′} = ω′αa∂aH′ +4αβ∂β H′ or
∂β H′ = −4̃βγω′γa∂aH′. Using this expression in (160) we obtain

ẏa =
[
{za, zb} − {za, Φβ}4̃βγ{Φβ, zb}

]
∂bH(zi)

∣∣∣
zi(yj)

∣∣∣∣
yα=0

. (161)

Now, note that A(zi(yj))
∣∣
yα=0 = A( f α(za), za)|za→ya , so the equations of motion read as

ża = ωab
D ( f α(za), za)∂bH( f α(za), za), (162)

where ωab
D ( f α(za)za) is the (a, b) -block of the Dirac tensor (see (131)). According to Af-

firmation 24, it obeys the Jacobi identity, so the Equation (162) represents a Hamiltonian
system, which is equivalent to (159).

7.3. Poisson Manifold with Prescribed Casimir Functions

Let Kα(zβ, zb) with det ∂Kα

∂zβ 6= 0 scalar functions in local coordinates zi = (zβ, zb) of
the manifold Mn, where β = 1, 2, . . . , p, b = 1, 2, . . . , n− p. Without loss of generality, we
assume that n− p is an even number: n− p = 2k. The task is to construct a Poisson bracket
on Mn that has Kα as the Casimir functions. One possible solution of this task can be found
by using a coordinate system where the functions Kα turn into a part of coordinates.

Introduce the following coordinates on Mn:

zj′ = ϕj′(zi) = (Kα(zi), za). (163)

Construct the matrix a with elements ai
j′ = ∂zj′

∂zi = ∂i ϕ
j′ . Its inverse is denoted as ã ≡ a−1.

In the local coordinates zj′ , define the bracket

{A, B} = ∂i′A Wi′ j′
0 ∂j′B, Wi′ j′

0 (zi′) =

(
0p×p 0

0 ω0(zj′)

)
, (164)

where ω0 is a 2k × 2k matrix with the elements ωa′b′
0 (zα′ , zc′) satisfying the identity (40)

with respect to zc′ . From this matrix we can take any known Poisson structure ωa′b′
0 (zc′) on

the submanifold Kα(zβ, zb) = 0. For instance, we could take it in the canonical form

ωa′b′
0 =

(
0k×k 1k×k
−1k×k 0k×k

)
. (165)

According to Equation (19), in the original coordinates, zi, the bracket reads

{A, B} = ∂i Aωij∂jB, ωij =
[

ãTW0(Kα(zi), za)ã
]ij

. (166)
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Then, Affirmation 4 guarantees that it satisfies the Jacobi identity. Hence, it turns Mn into a
Poisson manifold.

Affirmation 31. Kα are Casimir functions of the bracket (166).

Proof. Consider, for instance, {A, K1} = ∂i A(ãTW0 ã)ij∂jK1. Compute the term:

(W0 ã)ij∂jK1 = (W0 ã)ijaj
1 = Wij

0 δj
1 = Wi1

0 = 0.

In summary, the set of functionally independent functions Kα(zi) can be found to be
the set of Casimir functions of the Poisson manifold with the bracket (166).

Denoting ∂αKβ = bα
β, ∂aKβ = ca

β, the Poisson structure (166) can be written in the
following form:

ω =

(
(cb−1)Tω0cb−1 (ω0cb−1)T

−ω0cb−1 ω0

)
. (167)

Blocks of this matrix can be compared with Equation (84). We can restrict the bracket (166)
on the Casimir submanifold, obtaining the bracket (see Equation (88))

{A(za), B(za)} = ∂a Aω̄ab∂bB, ω̄ab = ωab
0 ( f α(za), za). (168)

In particular, if ω0 in Equation (164) was originally chosen to be independent of the
coordinates zα, we have ω̄ab = ωab

0 . The Casimir submanifold with the bracket (168) is the
Poisson submanifold of Mn (166) in the sense of the definition (73).

Example 4. Consider M3 and the function K(z1, z2, z3) with ∂1K 6= 0. Then,

a =

 ∂1K 0 0
∂2K 1 0
∂3K 0 1

, ã =
1

det a

 1 0 0
−∂2K 1 0
−∂3K 0 1

. (169)

Taking

W =

 0 0 0
0 0 1
0 −1 0

, (170)

we obtain the Poisson structure on M3 that has K(z) as the Casimir function

ω = ãTWã =
1

det a

 0 ∂3K −∂2K
−∂3K 0 1
∂2K −1 0

, or ωij =
1

det a
εijk∂kK. (171)

If Vi and Uj are contravariant vectors, the quantity 1
det a εijk∂kK Vi Uj is a scalar function under

the diffeomorphisms (14). So, ωij of Equation (171) is a second-rank covariant tensor, as it should
be. Restriction of the bracket (171) on the Casimir submanifold K = 0 gives the canonical Poisson
bracket: {z2, z3} = 1.

Example 5. SO(3) Lie–Poisson bracket. Choosing K = 1
2 [(z

1)2 + (z2)2 + (z3)2]− 1 (see Exam-
ple 2) in the expressions of previous example, we obtain the diffeomorphism covariant form of the
Lie–Poisson bracket:

{zi, zj} = 1
det a

εijkzk. (172)
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8. Conclusions

In this short survey, we presented an elementary exposition of the methods of Poisson
and symplectic geometry with an emphasis on the construction, geometric meaning, and
applications of the Dirac bracket. We have traced the role played by the Dirac bracket in
the problem of reducing the Poisson structure of a manifold to the submanifold as defined
by scalar functions which form the set of second-class constraints. Then, the Dirac bracket
was applied to the study of the Hamiltonian system (5) with second-class constraints (6).
Let us briefly describe these results.

Let Mn = {zk, ωij(zk)} be a non-degenerate Poisson manifold and let Nm = {xa} be a
submanifold determined by the equations Φα(zk) = 0, and n and m are even numbers. Let
zα = f α(za) be the solution to these equations. They determine the embedding Nm →Mn
given by xa → zi = ( f α(xa), xa). The non-degenerate contravariant tensor ωij cannot be
directly used to induce the Poisson structure on the submanifold. However, we can do this
with the help of the symplectic form ω̃ij corresponding to the Poisson tensor ωij. In the case
of the submanifold determined by the second-class constraints, det{Φα, Φβ}P

∣∣
Φα=0 6= 0,

the induced mapping (120) determines the symplectic form ω̃fab(xc) on Nm. The explicit
form of inverse of this matrix is given by Equation (131) and determines a non-degenerate
Poisson bracket {A, B}D(N) = ∂a Aωab

f ∂bB on Nm. This solves the reduction problem.
Next, we may wonder about constructing a degenerate Poisson bracket on Mn that

directly induces the bracket on Nm with use the Casimir functions (see Equation (88)).
The explicit form (131) of the Poisson tensor ωab

f (xc) immediately prompts the Dirac
bracket (133) as a solution of this task. The described construction can be resumed in the
form of diagram (136). The Dirac bracket appears in the upper right corner of the rectangle,
and provides the closure of the diagram.

Consider now the Hamiltonian system (5)–(7) on Mn, and the following Hamiltonian
system on Nm:

ẋa = {xa, H(xb)}D(N), H(xb) = H( f α(xb), xb). (173)

Using the Dirac bracket, we demonstrated in Section 7.2 that the two systems are equivalent.
This implies that the system (5) with second-class constraints (6) and (7) is self-consistent,
and its restriction on Nm is a Hamiltonian system.
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Appendix A

Appendix A.1. Jacobi Identity

Affirmation A1. Let the bracket (38) obey the Jacobi identity in the coordinates zi. Then,
the Jacobi identity is satisfied in any other coordinates.

Proof. We need to show that the validity of the identity (36) for the bracket (38) with ωij(z)
implies its validity for the bracket with ωi′ j′ defined in (19).

Given the functions A(z), B(z), C(z), let us consider the auxiliary functions Ã(z) ≡
A(z′(z)) and so on. As the Jacobi identity is satisfied in the coordinates z, we can write

∂i A(z′(z))ωip(z)∂p

[
∂jB(z′(z))ω jk(z)∂kC(z′(z))

]
+ cycle(A, B, C) = 0. (A1)

Computing the derivatives, we present this identity as follows:
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∂i′A|z′(z)
∂zi′

∂zi ωip(z)∂p


∂j′B

∂zj′

∂zj

∣∣∣∣∣
z(z′)

ω jk(z(z′)
∂zk′

∂zk

∣∣∣∣∣
z(z′)

∂k′C

∣∣∣∣∣∣
z′(z)

+ cycle(A, B, C) = 0.

Using the identity ∂p

[
D(z′)|z′(z)

]
= ∂zp′

∂zp ∂p′D(z′)
∣∣∣
z′(z)

, we obtain

[
∂i′A(z′)ωi′p′(z′)∂p′

[
∂j′B(z

′)ω j′k′(z′)∂k′C(z
′)
]
+ cycle(A, B, C)

]∣∣∣
z′(z)

= 0, (A2)

which is simply the Jacobi identity for the bracket {A(z′), B(z′)} = ∂i′Aωi′ j′(z′)∂j′B.

Appendix A.2. Darboux Theorem

Lemma A1. (On the rectification of a vector field). Let Vi(zj) be vector field, non-vanishing at the
point z0 ∈Mn. Then, there are coordinates12 yi such that Vi(yj) = (1, 0, . . . , 0) at all points yj in
some vicinity of z0. The coordinate y1 has a simple geometric meaning: its integral lines are just

the integral lines of ~V: Vi(yj) = dyi

dτ , where yi(τ) = (y1 = τ, ya = Ca), and C2, . . . , Cn are fixed
numbers.

Proof. Without loss of generality, we take z0 = (0, 0, . . . , 0), V1(z0) 6= 0, and V1(z) 6= 0 in
some vicinity of z0. Write the equations for integral lines as

dzi

dτ
= Vi(zj(τ)), (A3)

and solve them with the following initial conditions on the hyperplane z1 = 0:

z1(0) = 0, z2(0) = y2, . . . , zn(0) = yn, where y2, . . . , yn are fixed numbers.(A4)

Denote by

zi(τ) = f i(τ, y2, . . . , yn), (A5)

that the integral line at τ = 0 passes through the point (0, y2, . . . , yn). This determines the
non-degenerate mapping

f : (τ, y2, . . . , yn) → zi = f i(τ, y2, . . . , yn). (A6)

The nondegeneracy follows from (A4) and (A6) as follows:

det
∂(z1, . . . , zn)

∂(τ, y2, . . . , yn)

∣∣∣∣
z0

= det
(

V1(z0) 0 . . . , 0
Va(z0) δa

b

)
= V1(z0) 6= 0. (A7)

So, we can take the set

y1 = τ, y2, . . . , yn, (A8)

as new coordinates of Mn, and then the transition functions are given by Equation (A6).
For the latter use, we note that

∂z2

∂y1

∣∣∣∣
z0

= V2(z0),
∂z2

∂y2

∣∣∣∣
z0

= 1,
∂z2

∂yα

∣∣∣∣
z0

= 0, α = 3, 4, . . . , n. (A9)

According to (A5), integral line of the field ~V in the new system is yi(τ) = (y1 = τ, ya =

Ca), that is, it coincides with the coordinate line of y1, then Vi(yj) = dyi

dτ = (1, 0, . . . , 0).
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Lemma A2. Let Mn = {zk, ωij(zk)} be a Poisson manifold with rank ω(z0) 6= 0. Then, there is a
pair of scalar functions, say q ∈ FM and p ∈ FM, with the property {q, p} = 1. Their Hamiltonian
fields ~Vq and ~Up are linearly independent and have a vanishing Lie bracket, [~Vq, ~Up] = 0.

Proof. Without loss of generality we take ω12 6= 0. As the function q(zi), we take the scalar
function of the coordinate z2, its representative in the system zi is q(zi) = z2. Then, its
Hamiltonian field is

Vi
q(z

k) = ωik ∂

∂zk z2 = ωi2 = (ω12, 0, ω32, . . . , ωn2). (A10)

In particular, V1
q = ω12 6= 0. We rectify this field according to Lemma A1. Then, its

components in the system yj are13

Vi
q(y

j) = (1, 0, . . . , 0). (A11)

The representative of the function q in the system yj is q(yj) = z2(yj), so its bracket with
any other function reads

{q(yj), B(yj)} = Vi
q(y

j)
∂

∂yi B =
∂

∂y1 B. (A12)

Taking as the function p the scalar function of the coordinate y1: p(yj) = y1, we obtain the
desired pair of functions:

{z2(yi), y1} = 1, or, in initial coordinates, {z2, y1(zj)} = 1. (A13)

In the coordinate system yj, the Hamiltonian fields of these functions are

Vi
q(y

j) = (1, 0, . . . , 0), Ui
p(y

j) = ω′ik
∂

∂yk y1 = ω′i1 = (0, ω′21, ω′31, . . . , ω′n1). (A14)

From their manifest form, they are linearly independent. Additionally, as the Hamiltonian
field of a constant vanishes, we have [~Vq, ~Up] = −~W{q,p} = −~W1 = 0.

Lemma A3. (On the existence of a pair of canonical coordinates). Let Mn = {zk, ωij(zk)}
be Poisson manifold with rank ω(z0) 6= 0. Then there are coordinates q, p, ξ3, . . . , ξn with the
properties

{q, p} = ω′12 = 1, {q, ξα} = ω′1α = 0, {p, ξα} = ω′2α = 0, (A15)

{ξα, ξβ} = ω′αβ(ξγ), that is ω′αβ do not depend on q, p. (A16)

In addition, Jacobi identity for ωij and Equations (A15) and (A16) imply the Jacobi identity for
ω′αβ: ω′αρ∂ρω′βγ + cycle = 0.

Proof. (A) We take q(zi) = z2, and rectify the vector field Vi
q using the Lemma A1. In the

process, we obtain the coordinates yi, the components of the field Vi
q(yj) = (1, 0, . . . , 0) in

these coordinates, and the scalar function p(yj) = y1 which obeys

{q, p} = 1. (A17)

(B) Let Ui
p(yj) be components of Hamiltonian vector field of the function p in the coordi-

nates yj. According to Lemma B2, ~Vq and ~Up are commuting fields, then
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0 = [~Vq, ~Up]
i = Vk

q
∂

∂yk Ui
p −Uk

p
∂

∂yk Vi
q =

∂Ui
p

∂y1 , implies Ui
p = Ui

p(y
2, . . . , yn), (A18)

that is, ~Up does not depend on q and p. Consider the integral lines of the field ~Up. Taking
into account that U1

p(yj) = 0, we have

dy1

dλ
= 0, then y1 = C = const, (A19)

dya

dλ
= Ua

p(y
2(λ), . . . , yn(λ)). (A20)

For definiteness, we assume U2
p(z0) 6= 0. We apply Lemma B2 to the field Ua

p(yb), with
a, b = 2, 3, . . . , n, that is, we solve Equation (A20) with initial conditions on the surface
y2 = 0:

y2(0) = 0, y3(0) = ξ3, . . . , yn(0) = ξn, (A21)

Denote the solution of the problem as

ya(λ) = ga(λ, ξ3, . . . , ξn), a = 2, 3, . . . , n. (A22)

These equations are invertible, as (A20)–(A22) imply (here α, β = 3, 4, . . . , n)

det
∂(y2, . . . , yn)

∂(λ, ξ3, . . . , ξn)

∣∣∣∣
z0

= U2
p(z0)det

∂yα(λ = 0)
∂ξβ

= U2
p(z0)det 1 = U2

p(z0) 6= 0. (A23)

We denote the inverse formulas as follows:

λ = g̃(y2, . . . , yn), ξ3 = g̃3(y2, . . . , yn), . . . , ξn = g̃n(y2, . . . , yn), (A24)

and introduce the new coordinates

(y1, y2, y3, . . . , yn) → (y1, λ(ya), ξα(ya)), a = 2, 3, . . . n, α = 3, 4, . . . , n, (A25)

with the transition functions (A24). Integral lines of the fields U and V in the new coor-
dinates are (C, λ, ξ3, . . . ξn) and (y1 = τ, g̃(y2, . . . , yn), g̃α(y2, . . . , yn). Along the integral
lines of U, only the second coordinate λ changes. Along the integral lines of V changes
the first coordinate, y1 = τ, while λ and ξα, being functions of y2, . . . , yn, remain con-
stants. Therefore, in these coordinates, both fields are straightened: Vi

q = (1, 0, 0, . . . , 0),
Ui

p = (0, 1, 0, . . . , 0).
(C) The Poisson brackets of q and p with scalar functions of the coordinates ξα, α =

3, 4, . . . , n vanish

{q, ξα} = Vq(ξ
α) =

∂ξα

∂τ
= 0, {p, ξα} = Vp(ξ

α) =
∂ξα

∂λ
= 0. (A26)

So, the functions q p, and ξα obey the Equation (A15).
(D) The last step is to introduce the mapping

(y1, y2, y3, . . . , yn) → (q = z2(yj), p = y1, ξα = g̃(y2, . . . , yn)). (A27)

Its invertibility follows from the direct computation
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det
∂(q, p, ξ3, . . . , ξn)

∂(y1, y2, y3, . . . , yn)

∣∣∣∣
z0

= det



∂z2

∂y1
∂z2

∂y2 . . . ∂z2

∂yn

∂y1

∂y1
∂y1

∂y2 . . . ∂y1

∂yn

. . . . . .
∂ξα

∂y1
∂ξα

∂y2
∂ξα

∂yβ

. . . . . .



∣∣∣∣∣∣∣∣∣∣∣∣∣
z0

= det


0 1 0 . . . 0
1 0 0 . . . 0

. . . . . .
0 ∂ξα

∂y2 1
. . . . . .

 = −1. (A28)

In the computation, we used the Equations (A9), (A10), (A24), and (A23). In particular:
∂z2

∂y1

∣∣∣
z0
= ∂ f 2(τ,y2,...,yn)

∂τ

∣∣∣
z0
= V2

q |z0 = ω22 = 0. Therefore, we can take q, p, ξα as a coordinate

system on Mn. As we saw above, the coordinates obey the desired property (A15). To
confirm (A16), we use {q, ξα} = 0 in the Jacobi identity, obtaining

{q, {ξα, ξβ}} = −{ξα, {ξβ, q}} − {ξβ, {q, ξα}} = 0, or
∂

∂p
{ξα, ξβ} = 0. (A29)

As such, {ξα, ξβ} ≡ ω′αβ does not depend on p. The similar computation of {p, {ξα, ξβ}}
implies, that ω′αβ does not depend on q.

If rank ω′αβ(ξγ) 6= 0, the manifold Mn−2 = {ξγ, ω′αβ(ξγ)}, in turn, satisfies the
conditions of Lemma B3.
Generalized Darboux Theorem. Let Mn = {zk, ωij(zk)} be a Poisson manifold with
rank ω = 2k at the point zi

0 ∈Mn. Then, there are local coordinates where ω has the form:

ω′ =

 0p×p 0 0
0 0k×k 1k×k
0 −1k×k 0k×k

, p = n− 2k, (A30)

at all points in some vicinity of zi
0.

Proof. The proof is carried out by induction on the pairs of canonical coordinates con-
structed in Lemma B3. After k steps, we obtain the coordinates ξα, qb, pc, α = 1, 2, . . . , n− 2k,
b, c = 1, 2, . . . , k, in which the tensor ω has the block-diagonal form

ω′ =

 ω′αβ 0 0
0 0k×k 1k×k
0 −1k×k 0k×k

, (A31)

and ω′αβ = {ξα, ξβ}. From the rank condition and from the manifest form (A31) of the
matrix ω′, we have 2k = rank ω′ = rank ω′αβ + 2k, or rank ω′αβ = 0. This implies that
ω′αβ = 0 for all α and β.

Affirmation A2. Let Q(zi) be the first integral of the Hamiltonian system żi = ωij∂j H with
a non-degenerate tensor ωij. Then, solution of this system of n equations reduces to the
solution of a Hamiltonian system composed by n− 2 equations.

Proof. Introduce the coordinates z′i: z′1 = z1, z′2 = Q(zi), z′3 = z3, . . . , z′n = zn, thus
turning Q into the second coordinate of the new system. Applying Lemmas B2 and B3, we
construct the coordinates q, p, ξα with q = Q. The Poisson tensor in these coordinates has
the form
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ω′ =

 0 1 0
−1 0 0
0 0 ω′αβ(ξγ)

. (A32)

Consider our Hamiltonian equations in these coordinates. The equation q̇ = ∂pH′ together
with q = c2 = const implies that H′ does not depend on p: H′ = H′(q, ξγ). Then, on the
surface q = c1 = const, the original system is equivalent to

ṗ = −∂qH′(q, ξγ)
∣∣
q=c2

, (A33)

ξ̇α = ω′αβ∂β H′(c2, ξγ), α = 3, 4, . . . , n. (A34)

The n − 2 Hamiltonian equations (A34) can be solved separately from (A33), let
ξα(τ, c2, . . . , cn) be their general solution. Using these functions in Equation (A33), the
latter is solved by direct integration: p = −

∫
dτ ∂q H′(q, ξγ)

∣∣
q=c2,ξ=ξ(τ,c2,...,cn)

.

It should be noted that the range of applicability of this affirmation in applications is
rather restricted. Indeed, to find manifest form of the Equation (A34), we need to rectify
two vector fields. For this, it is necessary to solve the system of equations as in the original
system twice.

Appendix A.3. Frobenius Theorem

The equation ∂xX(x, y, z) = 0 has two functionally independent solutions: X1 = y and
X2 = z. The Frobenius theorem can be thought as a generalization of this result to the case
of the system of first-order partial differential equations Ai

a(zk)∂iX(zk) = 0. The theorem
can also be reformulated in a purely geometric language (see the end of this section).

We will need some properties of vector fields and their integral lines on a smooth
manifold Mn = {zi, i = 1, 2, . . . , n}. We recall that the integral line of the vector field Vi(zk)

on Mn is a solution zi(τ) to dzi(τ)
dτ = Vi(zk(τ)). As before, we assume that through each

point of the manifold passes unique integral line of ~V. By {N~c
k, ~c ∈ Rn−k}, we denote a

foliation of Mn (see Section 2.1), with the leaves

N~c
k = {z

i ∈Mn, Fα(zi) = cα}. (A35)

Affirmation A3. Let ~V(zk) be a vector field on Mn and F(zk) be a scalar function with a
non-vanishing gradient. The following two conditions are equivalent:
(A) ~V touches the surfaces F(zk) = c = const: Vi∂iF = 0 at each point zk ∈Mn.
(B) ~V is tangent14 to the surfaces F(zk) = c = const, that is, the integral lines of ~V lie on the
surfaces.

Proof. Let zk(τ) be an integral line of ~V. Then, the Affirmation follows immediately from
the equality

d
dτ

F(zk(τ)) = Vi(zk)∂iF(zk)
∣∣∣
z(τ)

. (A36)

Evidently, the same is true for a set of vector fields:

Affirmation A4. Let ~A1(zk), . . . , ~Ak(zk) be vector fields on Mn linearly independent at
each point z ∈Mn, and let {N~c

k, ~c ∈ Rn−k} be a foliation of Mn. The following two
conditions are equivalent:
(A) The vectors ~Aa touch N~c

k at each point zk ∈Mn: Ai
a∂iFα = 0 at each point z ∈Mn.



Universe 2022, 8, 536 37 of 43

(B) The vectors ~Aa are tangent to N~c
k, that is, each integral line of each ~Aa lies in one of the

submanifolds N~c
k (hence, ~Aa(zk) forms a basis of TNc

k
(zk)).

Lemma A4. There is a set of k linearly independent vector fields ~Ua(zk) on Mn with the follow-
ing properties.
(A) For any zk ∈Mn, the vectors ~Ua(zk) touch the submanifold N~c

k that passes through this point:

Ui
a∂iFα = 0. (A37)

At each point, they form a basis of tangent space to the submanifold.
(B) Integral lines of ~Ua that pass through zk ∈Mn, lye in N~c

k that passes through this point.
(C) ~Ua are commuting fields

[~Ua, ~Ub] = 0. (A38)

Proof. Introduce the coordinates, adapted with the foliation: zk → yk = (yα, ya), with the
transition functions ya = za, yα = Fα(zβ, zb). In these coordinates, the sumanifolds N~c

k
appear as hyperplanes:

N~c
k = {y

i ∈Mn, yα = cα}, (A39)

and ya can be taken as local coordinates of N~c
k. Consider the vector fields ~Ua on Mn, which in

the system yk have the following components: Ui
a(yk) = δa

i. Their integral lines are simply
lines of the coordinates ya of the submanifolds N~c

k. Evidently, the fields obey conditions
(A)–(C) of the Lemma. Their explicit form in the original coordinates is as follows:

Ui
a(z

k) =

[
∂zi

∂yj U j
a(yk)

]∣∣∣∣
y(z)

= (Ub
a , Uβ

a ) =

(
δa

b,
∂ f β(zc, yγ)

∂za

∣∣∣∣
yγ→Fγ(zb ,zβ)

)
, (A40)

where f β(zc, yγ) is a solution to the system Fβ( f β, zc) = yγ. As (A37) and (A38) are
covariant equations, the fields (A40) satisfy them in the original coordinates zk.

Lemma A5. An invertible linear combination of vector fields with closed algebra also form a
closed algebra:

if ~Va = ba
b~Ub, det b 6= 0, and [~Ua, ~Ub] = cab

c~Uc, then [~Va, ~Vb] = γab
c~Vc. (A41)

Proof. This follows from direct calculation, which also implies

γab
c = ba

dbb
ecde

f b̃ f
c + V j

a(∂jbb
f )b̃ f

c − (a↔ b), (A42)

where b̃ is inverse for b.

Lemma A6. Let ~A1, . . . , ~Ak is a set of linearly independent vector fields on Mn, with a closed
algebra of commutators

[~Aa, ~Ab]
i = cab

d(zk)Ai
d. (A43)

Then, there is a set of linearly independent fields ~Va, which are linear combinations of ~Aa and have
the vanishing commutators

[~Va, ~Vb] = 0. (A44)
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Proof. The components Ai
a = (aa

b, ba
β) of linearly independent fields form k× n matrix

with rank equal k. Without a loss of generality, we assume det aa
b 6= 0, and let ãa

b be the
inverse matrix. We show that ~Va ≡ ãa

b ~Ab are the desired fields.
The expressions (A43) with components i = c can be solved with respect to cab

d as
follows: [~Aa, ~Ab]

c = cab
dad

c implies cab
c = [~Aa, ~Ab]

d ãd
c. Using this equality, we exclude

cab
c from the expressions (A43) with i = β, obtaining [~Aa, ~Ab]

β = [~Aa, ~Ab]
d ãd

cbc
β. In more

detail, this reads

Aa
i∂ib

β
b − (a↔ b) = Aa

i(∂iab
d)ãd

cbc
β − (a↔ b) =

Aa
i∂i(ab

d ãd
cbc

β)− Aa
iab

d∂i(ãd
cbc

β)− (a↔ b) =
Aa

i∂ib
β
b − Aa

iab
d∂i(ãd

cbc
β)− (a↔ b), (A45)

which implies Aa
iab

d∂i(ãd
cbc

β)− (a ↔ b) = 0. Contraction of this equality with ãe
a ã f

b

gives the following relation between components of the fields with closed commutator
algebra:

ãa
c Ac

i∂i(ãb
dbd

β)− (a↔ b) = 0. (A46)

Now, the fields ~Va ≡ ãa
c ~Ac with the components Va

i = (Va
b, Va

β) = (δa
b, ãa

cbc
β) satisfy

the conditions of the Lemma. Indeed, [~Va, ~Vb]
c = Va

i∂iδ
c
b − (a ↔ b) = 0, and [~Va, ~Vb]

β =

Va
i∂i(ãb

dbd
β)− (a↔ b) = 0 due to (A46).

Given the vector field Vi(zk), let us denote ϕi(τ, z0) as the unique solution to the
problem

dzi

dτ
= Vi(zk(τ)), zi(0) = zi

0. (A47)

For any fixed value of τ, the integral lines ϕi(τ, z), z ∈Mn determine the transformation

ϕτ : Mn →Mn, zi → ϕi(τ, zk). (A48)

Sometimes we will also use the coordinate-free notation ϕτ(z) for the integral line ϕi(τ, zk).
The composition of two transformations has the property

ϕτ ◦ ϕs = ϕτ+s. (A49)

Indeed, ϕi(τ, ϕj(s, zk)) and ϕi(τ + s, zk) as functions of τ obey the problem (A47) with
zi

0 = ϕi(s, zk). Because the problem has a unique solution, they coincide. So, the set of
transformations {ϕτ , τ ∈ R} is a one-parametric Lie group with the group product being
the composition law (A49).

Let ϕτ and ψλ be the one-parametric groups created by the linearly independent
fields Vi(zk) and Ui(zk). There is a remarkable relation between the commutativity of the
transformations and that of the vector fields.

Lemma A7. The following two conditions are equivalent: (A) ϕτ ◦ ψλ(zk) = ψλ ◦ ϕτ(zk) for all
τ, λ and zk. (B) [~V(z), ~U(z)] = 0 for all z.

Proof. (A)→ (B). Expanding the Taylor series, we obtain [ϕτ ◦ ψλ(zk)− ψλ ◦ ϕτ(zk)]i =
ϕi(τ, ψj(λ, zk))− ψi(λ, ϕj(τ, zk)) = [~V(z), ~U(z)]iτλ + O2(τ) + O2(λ) + O3(τ, λ). Because
the left-hand side vanishes for any τ and λ, we conclude [~V(z), ~U(z)] = 0.

(B)→ (A). Consider the fields ~V and ~U in the coordinates yk of the Lemma A1. Then,
~V(yk) = (1, 0, . . . , 0) and its integral line through the point yk is

ϕi(τ, yk) = (y1 + τ, y2, . . . , yn). (A50)
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Additionally, the condition (B) reads 0 = [~V, ~U]i = ∂Ui

∂y1 , that is, the field ~U does not depend

on y1. Consider ψλ ◦ ϕτ(zk) and ϕτ ◦ ψλ(zk) in the system yk as functions of λ. Using (A50),
we can write

ψi(λ, ϕj(τ, yk)) = (ψ1, ψ2, . . . , ψn), then ψi(0, ϕj(τ, yk)) = ϕi(τ, yk) =
(y1 + τ, y2, . . . , yn), (A51)

ϕi(τ, ψj(λ, yk)) = (ψ1 + τ, ψ2, . . . , ψn), then ϕi(τ, ψj(0, yk)) =
(y1 + τ, y2, . . . , yn). (A52)

By construction, ψi(λ) satisfy the equation

dxi

dλ
= Ui(x2, x3, . . . , xn). (A53)

As the right-hand side of this equation does not depend on x1, the function ϕi(λ) also
satisfies this equation. In addition, ψi(λ) and ϕi(λ) satisfy the same initial conditions (see
(A51) and (A52)). Hence, they coincide.

Any set of coordinate lines, say the lines of the coordinates z1, z2, . . . , zk, can be used
to construct a set of commuting vector fields. They are the tangent fields to the coordinate
lines. The following Lemma is an inversion of this statement. It also generalizes the Lemma
A1 to the case of several fields.

Lemma A8. (On rectification of the commuting vector fields). Let ~V1, ~V2, . . . , ~Vk be linearly
independent and commuting vector fields in vicinity of z0 ∈Mn: [~Va, ~Vb] = 0. Then:
There are coordinates yi = (ya, yα), α = k + 1, . . . , n, where the fields ~Va are tangent to the
coordinate lines ya: Vi

a(yj) = δi
a, a = 1, 2, . . . , k.

Notice the immediate consequences of the Lemma: through each point z1 ∈Mn passes a surface
Nk such that ~V1(z), ~V2(z), . . . , ~Vk(z) form a basis of the tangent spaces TN(z) at any point z ∈ Nk.
The integral lines of the fields ~Va that cross Nk lie entirely in Nk. Evidently, in the coordinates yk,
these surfaces are given by the equations yα = cα = const.

Proof. Without a loss of generality, we assume that the point z0 has null coordinates.
Selecting the appropriate n− k vectors among the basic vectors of coordinate lines, say~eα,
with coordinates ei

α = δi
α, α = k + 1, . . . , n, we complete the vectors ~Va(z0) up to a basis of

TM(z0). Then, determinant of the matrix composed from components of the basic vectors
is not equal to zero at z0

det(~V1, . . . , ~Vk,~ek+1, . . . ,~en)|z0=0 6= 0. (A54)

Denote ϕτa the one-parametric group (A48) created by the field ~Va. Consider the
mapping h : O(~0) ∈ Rn →Mn defined according to rule

z = h(τ1, . . . τk, y1, . . . , yn−k) = ϕτ1 ◦ . . . ◦ ϕτk (0, . . . , 0, yk+1, . . . yn). (A55)

Derivatives of this function at the point τa = yα = 0 are dh
dτa

∣∣∣
0
= d

dτa
ϕτa(0, . . . , 0, 0, . . . , 0)

∣∣∣
τa=0

= ~Va(0) and dh
dyα

∣∣∣
0
= d

dzα (0, . . . , 0, 0, . . . , yα, . . . , 0)
∣∣∣
zα=0

= (0, . . . , 0, 0, . . . , 1, . . . , 0) = ~eα.

Then det ∂(z1,z2,...,zn)
∂(τ1,...τk ,yk+1,...,yn)

∣∣∣
0
= det(~V1, . . . , ~Vk,~ek+1, . . . ,~en)|0 6= 0, see (A54). So, the map-

ping (A55) is invertible, and we can take yi ≡ (τa, yα) as a coordinate system on Mn. The
transition functions are given by Equation (A55).
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Consider the integral line ϕsa(z) of the field ~Va through some point z. According
to Lemma A7, the commutativity of the fields implies the commutativity of their one-
parametric groups, so we have

ϕsa(z) = ϕsa ◦ ϕτ1 ◦ . . . ϕτa . . . ◦ ϕτk (0, yα) = ϕτ1 ◦ . . . ϕτa+sa . . . ◦ ϕτk (0, yα) =
h(τ1, . . . , τa + sa, . . . , τk, yα). (A56)

This shows that integral lines of ~Va are the coordinate lines of the ya -coordinate of the new
system. Hence, the integral lines lie in the submanifolds Nk = {yk ∈Mn, yα = cα = const}.

To find the equations of these surfaces in the original coordinates, denote h̃ as the
inverse mapping of (A55). Let the point z1 have the coordinates τ1, . . . , τk, ck+1, . . . cn in the
system yi. Then, the submanifold is Nk = {z ∈Mn, h̃α(zi) = cα}.

Frobenius Theorem. Let Ai
a(zk), a = 1, 2, . . . k be a set of functions with rank A = k. The

system of first-order partial differential equations

Ai
a(z

k)∂iX(zk) = 0, (A57)

has n− k functionally independent solutions if and only if the vectors ~Aa form a set with
closed algebra

[~Aa(zk), ~Ab(zk)] = cab
c(zk)~Aa(zk). (A58)

Proof. Let the functions Fα(zk), α = 1, 2, . . . , n− k represent the solutions:

Ai
a(z

k)∂iFα(zk) = 0. (A59)

Consider the foliation {N~c
k, ~c ∈ Rn−k} determined by Fα according to Equation (A35), and

let ~Ua(zk) be vector fields described in Lemma A4.
Denoting zi

a(τ) integral lines of ~Aa(zk), we have d
dτ Fα(zi

a(τ)) = Ai
a(zk)∂iFα(zk)

∣∣∣
zi

a(τ)
=

0 according to (A59). Then, Fα(zi
a(τ)) = cα = const, that is, the integral lines of ~Aa(zk) lie in

N~c
k, and ~Aa(zk) are tangent vectors to this submanifold at each point. Then, we can present

them through the basic vectors ~Ub: ~Aa = ba
b~Ub of Lemma A4. According to Lemma A4,

[~Ua, ~Ub] = 0. According to Lemma A5, this implies (A58).
Let (A58) be satisfied. Assuming Ai

a = (aa
b, ba

β) with det a 6= 0 (see Lemma A6),
we write the system (A57) in the equivalent form: ãa

b Ai
b(z

k)∂iX(zk) ≡ Vi
a(zk)∂iX(zk) =

0. According to Lemma A6, we have [~Va, ~Vb] = 0. According to Lemma A8, there are
coordinates yk where Vi

a(yk) = δa
i. In these coordinates, our system acquires the form

∂
∂ya X′(yβ, yb) = 0. The functions Fβ(yβ, yb) = yβ give n − k functionally independent
solutions.

Frobenius theorem, geometric formulation. Let ~A1(zk), . . . , ~Ak(zk) be linearly indepen-
dent vector fields on Mn. The following two conditions are equivalent:
(A) The fields ~Aa form the closed algebra:

[~Aa(zi), ~Ab(zi)] = cab
c(zi)~Ac(zi). (A60)

(B) There is a foliation {N~c
k, ~c ∈ Rn−k} of Mn such that the fields ~Aa(zk) touch the leaf

N~c
k (see Equation (A35) ) at each point zk ∈ Mn (hence, ~Aa form a basis of TNc

k
(zk) (see

Affirmation A4)).

Proof. (B) → (A). Consider z0 ∈ Mn and let z0 ∈ N~c
k, where N~c

k is one of submanifolds
specified in (B). Let zi(τ) be the integral line of the field [~Aa, ~Ab]

i, which at τ = 0 passes
through z0. We obtain:
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d
dτ

Fα(zi(τ)) = [~Aa, ~Ab]
i∂iFα

∣∣∣
zi(τ)

=
[
~Aa(~Ab(Fα))− (a↔ b)

)∣∣∣
zi(τ)

= 0, (A61)

as ~Ab(Fα) = Ai
b∂iFα = 0. The equality (A61) implies that the integral line of the field

[~Aa, ~Ab]
i through z0 lies entirely in N~c

k, so the vector [~Aa, ~Ab]
i(z0) is tangent to N~c

k(z0).
Hence, it can be presented through the basic vectors ~Aa, which gives the desired re-
sult (A60).

(A) → (B). Let (A60) be satisfied. Using Lemma A6, we construct k linearly in-
dependent and commuting fields ~Va. According to Lemma A8, there are coordinates yk

where Vi
a(yk) = δa

i. Consider the foliation {N~c
k, ~c ∈ Rn−k} where N~c

k = {zk ∈ Mn, yα =

cα = const}. By construction, ~Va ∈ TNc
k

and forms a basis of TNc
k

at each point zk ∈ Mn.

According to Lemma A6, the linearly independent vectors ~A are linear combinations of ~Va,
so they also form a basis of TNc

k
at each point zk ∈Mn.

Notes
1 Singular degenerate theories usually arise if we work within a manifestly covariant formalism, when basic variables of the theory

transform linearly under the action of the Poincare group. Their descriptions can be found in [1–4].
2 We recall that the functional independence of functions Φα guarantees that the system (5) can be resolved with respect to 2p

variables zα among zi, then zα = f α(zb) are parametric equations of the surface Φα = 0.
3 In three-dimensional Euclidean space, this equality has simple geometric meaning: vector grad F(x, y, z) in R3 is orthogonal to

the surfaces of level F(x, y, z) = c of the scalar function F(x, y, z).
4 Recall that all our assertions hold locally.
5 This is a non-trivial affirmation, as ∂pω jk is not a covariant object.
6 Notice that it is an example of coordinate-dependent statement.
7 Without loss of generality, we have taken cα = 0.
8 In the coordinate-free formulation of the Poisson geometry, the equality ω̃(ω(A), ω(B)) = −{A, B} is taken as the definition of

the symplectic form ω̃.
9 While formal variation of (119) leads to (51), the following point should be taken into account. Formulating a variational problem,

we fix two points in phase space and then look for an extremal trajectory between them. The first-order system (51) has a unique
solution for the given initial “position”: zi(τ1) = zi

1. This implies that the position at a future instant τ2 is uniquely determined
by the initial position of the system. So, if we look for the extremal trajectory between two arbitrary chosen points zi(τ1) = zi

1
and zi(τ2) = zi

2, the variational problem (119) generally will not have a solution.
10 With this respect, see the comment at the end of Section 2.2.
11 It is instructive to compare the systems (138) and (102). The constraints Φα = 0 should not be confused with the first integrals.

Indeed, first integrals represent the first-order differential equations which are consequences of a special form of the original
equations, cαi[żi − {zi, H}] = d

dτ Qα(z) = 0, whereas constraints are the algebraic equations. As a consequence, solutions of
the systems (138) and (102) have very different properties. Solutions of the system (102) pass through any point of R, while all
solutions of (138) live on the submanifold Φα = 0.

12 In this section, we use the notation Vi(zj) and Vi(yj) instead of Vi and V′ i to denote components of the vector ~V in different
coordinate systems.

13 Compare this discussion with that near Equation (53).
14 See the definition of a vector field tangent to a submanifold on page 7.
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