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Abstract: We review the concept of ‘noncommutative spacetime’ approached from an operational standpoint and explain how to endow it with suitable geometrical structures. The latter involves i.a. the causal structure, which we illustrate with a simple—‘almost-commutative’—example. Furthermore, we trace the footprints of noncommutative geometry in the foundations of quantum field theory.
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1. Introduction

The idea that spacetime may be quantised was first pondered by Werner Heisenberg in the 1930s (see [1] for a historical review). His proposal was motivated by the urgency of providing a suitable regularisation for quantum electrodynamics. The first concrete model of a quantum spacetime, based on a noncommutative algebra of ‘coordinates’, was constructed by Hartland Snyder in 1949 [2] and extended by Chen-Ning Yang shortly afterwards [3]. With the development of the renormalisation theory, the concept of quantum spacetime became, however, less popular.

The revival of Heisenberg’s idea came in the late 1990s with the development of noncommutative geometry [4–6]. The latter is an advanced mathematical theory sinking its roots in functional analysis and differential geometry. It permits one to equip noncommutative algebras with differential calculi, compatible with their inherent topology [7–9].

Meanwhile, on the physical side, it became clear that the concept of a point-like event is an idealisation—untenable in the presence of quantum fields. This is because particles can never be strictly localised [10–12] and, more generally, quantum states cannot be distinguished by means of observables in a very small region of spacetime (cf. [13], p. 131).

Nowadays, there exists a plethora of models of noncommutative (i.e., quantum) spacetimes. Most of them are connected with some quantum gravity theory and founded on the postulate that there exists a fundamental length-scale in Nature, which is of the order of Planck length \( \lambda_P \sim (G \hbar c)^{-1/2} \approx 1.6 \times 10^{-35} \) m (see, for instance, [14] for a comprehensive review).

The ‘hypothesis of noncommutative spacetime’ is, however, plagued with serious conceptual problems (cf. for instance, [15]). Firstly, one needs to adjust the very notions of space and time. This is not only a philosophical problem, but also a practical one: we need a reasonable physical quantity to parametrise the observed evolution of various phenomena. Secondly, the classical spacetime has an inherent Lorentzian geometry, which determines, in particular, the causal relations between the events. This raises the question: Are noncommutative spacetimes also geometric in any suitable mathematical sense? This riddle not only affects the expected quantum gravity theory, but in fact any quantum field theory, as the latter are deeply rooted in the principles of locality and causality.

In this short review we advocate a somewhat different approach to noncommutative spacetime (cf. [16,17]), based on an operational viewpoint. We argue that the latter provides a conceptually...
transparent framework, although this comes at the price of involving rather abstract mathematical structures. In the next section we introduce the language of $C^*$-algebras and provide a short survey of the operational viewpoint on noncommutative spacetime. Subsequently, we briefly sketch the rudiments of noncommutative geometry à la Connes [4]. Next, we discuss the notion of causality suitable in this context, summarising the outcome of our recent works [18–26]. Finally, we explain how the presumed noncommutative structure of spacetime extorts a modification of the axioms of quantum field theory and thus might yield empirical consequences.

2. Noncommutative Spacetime—An Operational Approach

The operational viewpoint on physics is founded on the Heisenberg cut (cf. for instance, [13, p. 3]), which divides the world into the system and an observer capable of making measurements. Any physicist longing to model a given physical phenomenon should have at his disposal a suitable set of observables, i.e., measurable quantities. These need not, in general, have definite numerical values, but could be associated with measurements, the outcomes of which are probabilistic—as indeed happens in quantum mechanics. The system, on the other hand, can find itself in different states. The statistical results of measurements of a given observable will depend on the state of the system. Note that the outcomes of any reasonable measurement in any state should be finite, hence the observables should be bounded in an appropriate sense.

The natural mathematical structure of the set of observables is that of a $C^*$-algebra $A$ [13,27,28] (see, e.g., [29,30] for mathematical details). The latter is a (complex) vector space closed under multiplication $\cdot : A \times A \to A$ and involution $^* : A \to A$ operations. In addition to the algebraic structure, $C^*$-algebras are equipped with a suitable topology, which we shall shortly describe.

A state of the modelled system should attribute to a given observable $a = a^* \in A$ a real number, which corresponds to the statistical outcome of a certain experiment. In terms of mathematics, it means that a state $\rho$ of the system should be a positive linear functional on $A$. The number $\rho(a)$ is then the expectation value of the observable $a = a^* \in A$ in the state $\rho$. Since such a quantity should be finite, $\rho$ needs to be normalised, what is conveniently implemented by demanding that $\rho(1) = 1$, where 1 is the unit element of $A^1$. The set of all states on $A$, i.e., positive linear functionals normalised to 1, will be denoted by $S(A)$.

Let us now turn to the topological structures of the sets of observables and states. Since the expectation values are finite, one can define a natural norm on $A$: $\|a\| = \sup_{\omega \in S(A)} |\omega(a)|$. This norm, on top of its usual algebraic features, possesses an additional property: for any $a \in A$, $\|aa^*\| = \|a\|^2$. $A$ completed in such a norm constitutes a $C^*$-algebra of observables. The norm $\|\cdot\|$ can then be carried over to $S(A)$ equipping it with an induced (weak-* ) topology.

Note that once we have identified the complete algebra of observables $A$ modelling a given system, its states are determined by the algebraic structure of $A$. Indeed, $\omega_1(a) = \omega_2(a)$ for all $a \in A$ must imply $\omega_1 = \omega_2$, i.e., “the observables separate the states” (cf. [27, Section 1.3]). Furthermore, $S(A)$ is a convex set and, by the Krein–Milman theorem, it has extreme points called the pure states. In other words, any state in $S(A)$ can be written as a convex combination of the elements of $P(A)$—the set of pure states on $A$.

The $C^*$-algebraic incarnation of the operational paradigm provides a rigorous unified framework to study both classical physics and quantum mechanics [27,28] and, with a bit more effort, general quantum field theory [13]. If classical objects are being modelled, the corresponding $C^*$-algebra of observables $A$ is commutative, what reflects the fact that all possible measurements are mutually compatible. This is no longer true in the quantum realm, ergo a suitable $A$ must be noncommutative.

---

1 In general, $A$ does not need to contain a unit. However, it always contains an approximate unit, which can be utilised to rigorously express the normalisation requirement [29].
A pivotal concept in functional analysis is the Gelfand representation, which shows that every commutative $\mathcal{C}^*$-algebra is isomorphic to the algebra $\mathcal{C}_0(X)$ of continuous complex-valued functions (vanishing at infinity) on some locally compact topological space $X$. Moreover, $P(\mathcal{C}_0(X))$ is homeomorphic to $X$ itself and $S(\mathcal{C}_0(X))$ comprises all (Radon) probability measures on $X$. This mathematical feature corresponds to the fact that all uncertainties in classical physics come from our subjective lack of knowledge, which forces us to effectively model the system in terms of mixed, rather than pure states. In principle, we could however make sharper and sharper measurements of an observable $f \in \mathcal{A}$, in such a way that the uncertainty

$$\left(\Delta_\omega(f)^2 := \omega(f^2) - \omega(f)^2\right)$$

would become arbitrarily small. In fact, for $\mathcal{A} = \mathcal{C}_0(X)$, $\Delta_\delta(f) = 0$ for any pure state $\delta$.

In quantum systems, the multiplication of different observables will not, in general, be commutative. This means that, on top of the inevitable experimental inaccuracies, there exist some objective uncertainties. For instance, if $\mathcal{A}$ is the $\mathcal{C}^*$-algebra composed of bounded functions of the position $\hat{x}_i$ and momentum $\hat{p}_i$ operators (cf. [31]), then there is no state in $S(\mathcal{A})$, for which both $\Delta_\omega(f(\hat{x}_i))$ and $\Delta_\omega(f(\hat{p}_i))$ vanish [27, Section 3.6]. Nevertheless, the uncertainties of the observables $f(\hat{x}_i)$ and $f(\hat{p}_i)$ independently can be made arbitrarily small.

The idea that the measurements of a particle’s position and momentum are incompatible was postulated by Heisenberg on the basis of theoretical considerations [32] and verified experimentally some four decades later [33]. Hence, the empirical fact that some operations are mutually incompatible leads to the conclusion that physical systems ought to be modelled by noncommutative algebras of observables.

In the same spirit, Sergio Doplicher, Klaus Fredenhagen and John E. Roberts argued [16,17] that the measurements of spacetime localisation of any phenomenon are in fact mutually incompatible. This is because any attempts of acute localisation would cause extreme energy condensation in a small volume of space, which in turn would lead to black hole formation, so that the desired information would become irreversibly trapped under the event horizon. This argumentation leads to the following heuristic uncertainties

$$\Delta_\omega(\hat{x}_0) \cdot \sum_{i=1}^2 \Delta_\omega(\hat{x}_i) \gtrsim \lambda_p^2 \quad \Delta_\omega(\hat{x}_1) \cdot \Delta_\omega(\hat{x}_2) + \Delta_\omega(\hat{x}_1) \cdot \Delta_\omega(\hat{x}_3) + \Delta_\omega(\hat{x}_2) \cdot \Delta_\omega(\hat{x}_3) \gtrsim \lambda_p^2,$$

which can indeed be derived from (an algebra of operators affiliated with) a $\mathcal{C}^*$-algebra. It is important to stress that the argument of Doplicher, Fredenhagen and Roberts is not based on any new physical principle, but solely on the gravitational collapse described by classical General Relativity.

Adopting the operational viewpoint on physics, one is thus lead to the conclusion that a spacetime $\mathcal{M}$ should be modelled by a noncommutative $\mathcal{C}^*$-algebra $\mathcal{A}$, rather than the commutative one—$\mathcal{C}_0(\mathcal{M})$. But what becomes of the spacetime itself? On the strength of Gelfand duality, one can recover $\mathcal{M}$ as the space of pure states of the algebra $\mathcal{C}_0(\mathcal{M})$. It is therefore natural to regard the ‘noncommutative spacetime’ as the space of pure states of the noncommutative algebra $\mathcal{A}$ (cf. [17, p. 188]). But, the classical spacetime we experience in macroscopic phenomena is more than just a topological space—it has an inherent geometry.

3. Noncommutative Geometry à la Connes

As advertised in the Introduction, the programme of extending the classical differential geometry to an abstract algebraic setting flowered in the 1990s. One of its most prominent avenues is the noncommutative geometry à la Connes [4]. It emerged from recognising the pivotal role played by the Dirac operators in modern geometry [34]. The archetype of a Dirac operator is the differential operator $\not{d} = -i\gamma^\mu \partial_\mu$ acting on spinors, encountered in the celebrated Dirac equation. It turns out that operators of such type appear naturally in a much more general framework involving interactions modelled by connections on vector bundles over curved manifolds. Moreover, the (generalised) Dirac
operators carry a surprising amount of information about the geometry of the underlying space [34,35].

This interplay between the geometry and the algebra of operators inspired the following abstract notion, which is the cornerstone of Connes’ noncommutative geometry:

**Definition 1.** A (unital) spectral triple \((A, \mathcal{H}, D)\) consists of

- \(A\) — a dense \(\ast\)-subalgebra of a \(C^\ast\)-algebra \(\bar{A}\);
- \(\mathcal{H}\) — a separable Hilbert space with a faithful representation \(\pi : A \to \mathcal{B}(\mathcal{H})\) via bounded operators;
- \(D\) — an unbounded self-adjoint operator on \(\mathcal{H}\) with a compact resolvent.

These three elements are tied together with the requirement that the operator \([D, \pi(a)]\) extends to a bounded operator on \(\mathcal{H}\) for all \(a \in A\).

The demand that \(A\) should be a dense subalgebra of \(\bar{A}\) reflects the fact \(A\) comprises ‘smooth’ elements of \(\bar{A}\), which do not form a \(C^\ast\)-algebra on their own. It guarantees, in particular, that the notion of a state on \(A\) is sound and \(S(A) \simeq S(\bar{A})\). On the other hand, the existence of a faithful representation of \(A\) is guaranteed by the Gelfand–Naimark–Segal construction. It is standard to omit the symbol \(\pi\) once the representation has been fixed.

The key element of Connes’ approach is the operator \(D\), which provides the actual geometry. It has to play along with the algebra \(A\), so the demand \([D, a] \in \mathcal{B}(\mathcal{H})\) ought to be regarded as a compatibility condition between \(D\) and \(A\), with \(\mathcal{H}\) serving as a common ground for the two of them. Intuitively, \([D, a]\) can be regarded as a differential of an element \(a \in A\) (more precisely, a one-form [4]).

**Example 1.** Let \(\mathcal{M}\) be a compact Riemannian manifold with a spin structure. Then

- \(A_M = C^\infty(\mathcal{M})\) — the algebra of smooth functions on \(\mathcal{M}\),
- \(\mathcal{H}_M = L^2(\mathcal{M}, S)\) — the space of square summable sections of the spinor bundle \(S\) over \(\mathcal{M}\),
- \(\mathcal{D} = -i\gamma^\mu \nabla_\mu\) — the (curved) Dirac operator associated with \(S\),

form a spectral triple.

If \(\mathcal{M}\) is even-dimensional, then the spinors over \(\mathcal{M}\) are chiral and the Hilbert space \(\mathcal{H}_M\) decomposes as \(L^2(\mathcal{M}, S^+) \oplus L^2(\mathcal{M}, S^-)\) via the chirality operator \(\gamma_M\), i.e., \(\gamma_M \psi^\pm = \pm \psi^\pm\), for \(\psi^\pm \in L^2(\mathcal{M}, S^\pm)\).

The above example illustrates a commutative spectral triple, i.e., based on a commutative algebra \(A\). A strong motivation behind the structure encapsulated in Definition 1 is provided by the celebrated Connes’ Reconstruction Theorem [36]. It states that, under some additional technical assumptions, every commutative spectral triple emerges from a spin Riemannian manifold. This can be seen as a far-reaching generalisation of the Gelfand representation, allowing one to recover the entire differential and metric structure of a topological space from purely algebraic data.

The point of noncommutative geometry is, however, to venture beyond the commutative world. An easy noncommutative example is provided by matrix algebras:

**Example 2.** Let \(A_F = M_n(\mathbb{C})\) for some \(n \geq 1\) and let \(D_F\) be any selfadjoint element of \(M_n(\mathbb{C})\). Then, \(A_F\) and \(D_F\), together with \(\mathcal{H}_F = \mathbb{C}^n\), constitute a spectral triple.

More generally, any finite (complex) \(C^\ast\)-algebra, (which, by the Wedderburn Theorem, can always be written as \(\oplus_{i=1}^N M_{n_i}(\mathbb{C})\)) admits a number of compatible Dirac operators, which can be classified [37] (see also [38, Section 2.5]). This example is, in an appropriate sense, 0-dimensional, as the Hilbert space \(\mathcal{H}_F\) is finite dimensional.

The two above examples can be put together to yield an almost-commutative geometry:

**Example 3.** Let \((A_M, \mathcal{H}_M, \mathcal{D})\) and \((A_F, \mathcal{H}_F, D_F)\) be as in Examples 1 and 2 respectively and let \(\mathcal{M}\) be even dimensional. Then \((A, \mathcal{K}, D) = (A_M \otimes A_F, \mathcal{H}_M \otimes \mathcal{H}_F, \mathcal{D} \otimes 1 + \gamma_M \otimes \mathcal{D}_F)\) is a spectral triple.
Almost commutative geometries are the primary terrain for the application of Connes’
noncommutative geometry in particle physics [38,39] and cosmology [40,41]. However, the landscape
of Connes noncommutative geometry is much broader. It includes various classical ‘pathological’
spaces, such as fractals [42], isospectral deformations [43] (in particular the celebrated noncommutative
torus [7,44]) or quantum groups [45] and their homogeneous spaces [46].

When it comes to the physical applications, the Reader might be worried about the adjectives
“compact” and “Riemannian” lurking in Example 1, as spacetimes are typically only locally compact
and possess an indefinite metric. Indeed, although all three constituents: \( A_M, H_M \) and \( \mathcal{D} \) can be
equally well defined on a locally compact Lorentzian manifold \( M \), the operator \( \mathcal{D} \) would seldom have a
compact resolvent. Whereas the problem of non-compactness is mild and can be circumvented [47], the
issue of signature is more serious. Nevertheless, the programme of pseudo-Riemannian noncommutative
geometry is being developed by several authors [18,48–60]. At the level of technical details, this venture
is far from being complete, but on the conceptual side it is sharp. The vital difference with the standard
approach is the commitment of a Krein space \( K \) [61], which is a Hilbert space equipped additionally
with an indefinite inner product.

Commutative Lorentzian spectral triples \((A, K, D)\) can be constructed from globally hyperbolic
spacetimes, as in Example 1. In this context, \( K_M = L^2(M, S) \) is a Krein space [62] with the
Hermitian inner product \( \langle \phi, \psi \rangle = \int_M \phi^\dagger \psi \) and the natural, Lorentz invariant, indefinite inner product
\( \langle \phi, \psi \rangle = \int_M \mathcal{D} \phi \psi = \langle \phi \gamma^0, \psi \rangle \), with \( \gamma^0 \) denoting the Hermitian first flat gamma matrix.

The concept of almost-commutative geometry naturally carries over to the Lorentzian
setting [19,57] and the noncommutative examples include the Moyal–Minkowski spectral triple [53,63].

4. Causality in Noncommutative Spacetimes

The noncommutative geometry presented in the previous section was planted on the algebra
of observables. It can thus be seen as a ‘Heisenberg picture of geometry’. To obtain the
usual—‘Schrödinger’—picture, we need to transfer the geometry onto the space of (pure) states on \( A \):

**Definition 2.** A noncommutative spacetime is the space of pure states on a noncommutative \( C^*\)-algebra \( \mathcal{A} \),
the geometry of which is governed by a Lorentzian spectral triple \((A, K, D)\).

How does this come about in practice? In the framework of Riemannian spectral triples,
the operator \( D \) defines a (pseudo)distance on the space of states [4,64]:

\[
d(\omega, \chi) = \sup_{a \in A} \{|\omega(a) - \chi(a)| : \|D, a\| \leq 1\}, \quad \text{for } \omega, \chi \in S(A). \tag{1}
\]

For a commutative spectral triple with \( A = C^0(M) \) and \( D = \emptyset \), Formula (1) yields precisely the
geodesic distance on \( M \) (see [52] for a pedagogical derivation), i.e.,

\[
d(p, q) = d_{\text{geo}}(p, q) = \inf_{\gamma : [0,1] \to M} \int_0^1 \sqrt{-g_{\mu\nu}(s)\dot{\gamma}^\mu(s)\dot{\gamma}^\nu(s)} \, ds, \quad \text{for } p, q \in M.
\]

The distance function on Lorentzian manifolds has much more cumbersome analytical properties
than its Riemannian counterpart (for instance, it can be infinite or discontinuous [65]). In [18] we
proposed an analogue of Formula (1), but its equality to the classical Lorentzian distance function is
proven only for Minkowski spacetime. Moreover, whereas in the Riemannian case the distance function
uniquely determines the metric on \( M \) globally (on the strength of the Myers–Steenrod Theorem),
in the Lorentzian context such a reconstruction is, in general, only available locally—in convex normal
neighbourhoods (cf. [65, Chapter 4]).

On the other hand, Lorentzian manifolds admit a causal structure, which determines the metric
up to a conformal factor and provides an unique insight into the global structure of the spacetime
at hand. In [18] we have shown that the causal structure of a given spacetime can be recovered from the purely algebraic data of the associated Lorentzian spectral triple and generalised to the noncommutative realm.

**Definition 3.** Let \((A, \mathcal{K}, D)\) be a Lorentzian spectral triple. For two states \(\omega, \chi \in S(A)\) we define

\[
\omega \leq \chi \iff \omega(a) \leq \chi(a) \quad \text{for all } a \in A, \text{ such that } \forall \phi \in \mathcal{K} (\phi, [D, a] \phi) \leq 0. \tag{2}
\]

If \((A, \mathcal{K}, D)\) is constructed from a globally hyperbolic spacetime \(M\), then [18, Theorem 7] shows that on \(P(A) \simeq M\) the relation defined by (2) is indeed exactly the causal relation determined by the Lorentzian metric\(^2\). Moreover, Definition 3 designates a well-defined partial order in full generality of noncommutative spacetimes, whenever there are enough elements in \(A\) satisfying the condition on the RHS of (2) to separate the states in \(S(A)\) (cf. [18, Proposition 6]).

We shall now illustrate the implications of Definition 3 on a simple almost-commutative spacetime. Let \(M\) be a globally hyperbolic spacetime and \((A_M, \mathcal{K}_M, D)\) the associated Lorentzian spectral triple. We form an almost-commutative spectral triple as follows (see [22] for the full story):

\[
A = A_M \otimes (\mathbb{C} \oplus \mathbb{C}) = C^\infty_c(M) \oplus C^\infty_c(M), \quad \mathcal{H} = K_M \otimes \mathbb{C}^2, \quad D = \mathcal{D} \otimes 1 + \gamma_M \otimes \begin{pmatrix} 0 & m \\ \bar{m} & 0 \end{pmatrix},
\]

for some free parameter \(m \in \mathbb{C} \setminus \{0\}\).

Note that \(A\) is actually a commutative algebra and \(P(A) = \mathcal{M} \sqcup \mathcal{M} = \mathcal{M} \times \{-, +\}\), thus the noncommutative spacetime at hand can be seen as two disjoint copies (‘sheets’) of the classical spacetime \(M\). However, although the spacetime geometry on each copy is classical, the off-diagonal part of the operator \(D\) allows one to ‘jump’ between the sheets. This peculiarity is attested by the following result [22, Theorem 9] and illustrated on Figure 1.

**Theorem 1.** Let \(\tau(\gamma)\) be the proper time along a causal curve in \(M\). Two states \((p, -), (q, +) \in P(A)\) are causally related with \((p, -) \preceq (q, +)\) if and only if

\[
\text{there exists a causal curve } \gamma \text{ giving } p \preceq q \text{ on } \mathcal{M} \text{ and such that } \tau(\gamma) \geq \frac{\pi}{2|m|}. \tag{3}
\]

\[\text{Figure 1. The causal structure of a two-sheeted 2-dim Minkowski spacetime. The shaded region illustrates the causal future of the event }(p, -).\]

\(^2\) In fact, one can extend this result (cf. [66,67]) to stably causal spacetimes, in which case one recovers the Sorkin–Woolgar relation—the smallest closed partial order containing the causal order.
Observe that the boundary of the cone on the upper sheet has the same shape as a mass hyperboloid \( \sqrt{E^2 - p^2} = \frac{\pi}{2|m|} \). This fact has recently been related to the dispersion relation of massive fermions [68]. Even more curiously, the numerical value \( \frac{\pi}{2|m|} \), which becomes \( \frac{\hbar}{2|m|c} \) once the physical dimensions are (unambiguously) restored, is precisely the half-period of Zitterbewegung [69,70]—the trembling motion of a massive Dirac fermion. This remarkable concurrence, along with its physical implications, has been explored in [26].

5. The Foundations of Quantum Field Theory Revisited

In this report we have reviewed the concept of a noncommutative spacetime approached from an operational angle. We showed that such conceived noncommutative spacetime has an inherent—noncommutative—geometry. The latter, although capable of inducing counter-intuitive effects (as illustrated on the example of the two-sheeted spacetime), is rigid, i.e., not subject to typically quantum properties. In particular, the question of the causal inference of ‘events’ (i.e., pure states on \( \mathcal{A} \)) is still a yes/no question. On the other hand, the ‘events’ themselves are afflicted with an objective uncertainty resulting from the noncommutativity of the algebra of observables\(^3\). It delineates a panorama of Planck scale physics more in the spirit of the Penrose’ twistor theory (cf. [71], Figure 33.7), which is radically different than the one painted by the Lorentz-invariance-violating theories (cf. [72]) or the ‘quantum causality’ concept [73].

On the empirical side, we have evidence neither of quantum spacetime, nor of quantum gravity in any frame. Moreover, there exist various competing models of noncommutative spacetimes, differing from the presented one both on the conceptual and the mathematical side (cf. for instance [5,58,59,74–79]). However, the operational approach enhanced by noncommutative geometry à la Connes offers a unique testing ground to hunt for specific physical effects via the almost-commutative models.

An almost-commutative spacetime (cf. Example 3) is simply a Cartesian product of a spacetime \( \mathcal{M} \) and an internal space \( \mathcal{F} = P(\mathcal{A}_F) \) [19,21], as all of the pure states on the algebra \( \mathcal{A}_M \otimes \mathcal{A}_F \) are separable [30, Theorem 11.3.7]. In other words, there is no entanglement between spacetime and the internal space of an almost-commutative model. On the other hand, the (noncommutative) geometry does mix the degrees of freedom. In particular, the causal structure not only forbids a superluminal motion in \( \mathcal{M} \), but imposes explicit bounds on the speed of change in the models’ internal space. This effect was visible in the example presented in the previous section, where the internal space consisted of just two points, and it would manifest itself in any almost-commutative spacetime (see e.g., [19]).

One of the cornerstones of quantum field theory is the micro-causality axiom, which demands that the local observables related to the spacelike separated regions of spacetime commute. However, the lesson from almost-commutative geometry is that when fields have additional degrees of freedom, the QFT should be established on \( \mathcal{M} \times \mathcal{F} \), rather than on \( \mathcal{M} \) itself. Consequently, the causal structure of \( \mathcal{M} \times \mathcal{F} \) needs to be taken into account when constructing the field operators.

Let us briefly sketch this idea on the example of the two-sheeted spacetime: the almost-commutative spacetime at hand models a single massive Dirac fermion (cf. [26]). One can thus construct the standard quantum theory based on two fields \( \Psi, \bar{\Psi} \) satisfying the standard anticommutation relations. However, at the classical level, the theory is equivalent to the one involving two massless (Weyl) spinors with the mass term interpreted as the interaction between the two\(^4\). Consequently, one could construct an interacting quantum field theory involving four fields \( \Psi_L, \bar{\Psi}_L, \Psi_R, \bar{\Psi}_R \). Now, the standard approach assumes that the fields are initially free, i.e., \( [\Psi_L(x), \bar{\Psi}_R(y)] = 0 \) for all \( x, y \in \mathcal{M} \) and one takes into account the interaction by the standard perturbative techniques.

\(^3\) A concrete model of a noncommutative spacetime with nonlocal events, but a rigid causal structure was developed in [63].

\(^4\) Such a viewpoint leads to the so-called ‘zigzag picture of the electron’ [71, Section 25.2].
The almost-commutative viewpoint, on the other hand, suggests that one should include the interaction by demanding that \([\hat{\Psi}_L(x), \hat{\Psi}_R(y)] = 0\) only if \(d(x, y) < \frac{\pi}{2m}\), where \(d\) is the Lorentzian distance function.

In the example presented above it is likely that the resulting quantum field theories would be equivalent, i.e., they would lead to the same \(S\)-matrix. However, the almost-commutative framework allows one to repeat the construction on a curved spacetime, where the intuitions from the flat case generally fail (cf. [80]). What is more, the above-sketched procedure generalises in a straightforward way to the case of other, non-gravitational, interactions (cf. [22,26]). The causal structure of almost-commutative spacetimes might thus open a new avenue towards the construction of a nonperturbative algebra of quantum fields. The upshot of the operational viewpoint is that the same paradigm of rigidity of the causal structure could serve to build quantum fields over noncommutative spacetimes (following the pioneering work [17]), challenging the standard conclusions about the inevitable breakdown of the Lorentz symmetry [81–83].
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