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Abstract: As the energy management system (EMS) participates in the closed-loop control of shipboard
integrated power system (IPS), the information network of EMS is closely coupled with the power
system and its characteristics affect power system performance significantly. To study the close-coupling
relationship between the two systems, a cyber–physical co-simulation platform based on the high level
architecture (HLA) framework is constructed in this paper. The proposed platform uses PSCAD and
OPNET to simulate shipboard power system and information network respectively, and utilizes OPNET
HLA nodes and PSCAD user-defined modules to implement co-simulation interfaces. In order to achieve
a higher co-simulation precision without impairing efficiency, an optimized event-driven co-simulation
synchronization method is also proposed. By pre-defining power system synchronization points and
detecting information network synchronization points in the co-simulation process, both systems can
be synchronized in time and the synchronization error is eliminated. Furthermore, the co-simulation
efficiency is also improved by optimizing the data transmission in the synchronization process.
A co-simulation model of shipboard power distribution network protection based on CAN bus
communication is built and analyzed. Simulation results show that the proposed co-simulation platform
and synchronization method are feasible and effective.

Keywords: shipboard integrated power system; energy management system; cyber–physical
co-simulation; high level architecture framework; event-driven synchronization

1. Introduction

With the wide application of shipboard integrated power system (IPS) in large ships,
the management of shipboard electric energy generation, distribution and consumption is increasingly
complex. It is necessary to apply an energy management system (EMS) based on high-speed information
network to monitor and manage the various electric equipment and the operation state of the whole
IPS. In the future, EMS will participate in the real-time closed-loop control of IPS, which will result in
the close-coupling relationship between power system and information network. In order to prevent
cascading failures and improve system safety and stability in such systems, it is critical to consider
not only the respective characteristics of both power system and information network, but also the
close-coupling relationship between them. The conventional power system simulation tools are no
longer sufficient for such comprehensive analysis, so it is necessary to regard the whole system as a
cyber–physical power system (CPPS) and design co-simulation tools which can reveal the fundamental
principle of “data flow” controlling “energy flow” in such systems [1–3].

In recent years, dozens of co-simulation platforms for CPPS have been built by expanding existing
power system or information network simulators [4,5], connecting several simulators via middleware [6–8],
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integrating simulators under a general co-simulation framework [9–11], etc. Researches in fields such as
wide area control network and intelligent power substation have been done based on these platforms.
But most of the current CPPS researches are aimed at land-based power systems, and only a few of
them take shipboard CPPS as a research subject. As shipboard CPPS is relatively smaller and simpler in
structure, factors such as physical distance or network bandwidth do not affect it as much as land-based
CPPS. But shipboard CPPS contains a large number of network-controlled power electronic devices,
making it more vulnerable to cascading failures caused by network malfunctions. So, it is essential to
take a different approach in the research of shipboard CPPS co-simulation, which entails more specific
modeling of network protocols and higher co-simulation precision.

The co-simulation platform structure and synchronization method are two key factors in shipboard
CPPS research. In the aspect of platform structure, building a platform by simply extending an existing
simulator is not advisable, as the extension cannot accurately represent the characteristics of power
system or information network. Connecting simulators through ad hoc middleware is inflexible as
the middleware need to be redesigned entirely when the platform is modified. For instance, VPNET
(VTB and OPNET) [12–14] is a shipboard CPPS co-simulation platform which uses VTB (Virtual Test
Bed) and OPNET as power system and information network simulators. As VTB is not a commonly
used power system simulator, and the ad hoc middleware makes it hard to incorporate other power
system simulators in the platform, it is inconvenient to make use of existing power system models
and do CPPS research on the platform. Compared to such platform structures, integrating simulators
under the same co-simulation framework is a preferable choice, as both the power system and the
information network can be simulated accurately, and the platform is flexible and extendable as all
the simulators use unified interfaces provided by the framework. The high level architecture (HLA)
is such a general-purpose framework in the field of modeling and simulation [15,16]. In the field
of CPPS co-simulation research, HLA has been widely applied in platforms and researches such as
EPOCHS (Electric power and communication synchronizing simulator) [17,18], INSPIRE (Integrated
co-simulation of power and ICT systems for real-time evaluation) [19–21], wide area network protection
research [22–24], etc. But it has not been applied in shipboard CPPS co-simulation research yet.

The synchronization method is also critical in co-simulation as it affects both accuracy and
efficiency of the co-simulation. The fundamental principles of power system and information network
simulations are inherently different. The power system simulation is implemented in the form of
differential equation iterations, usually with fixed time step, while the information network simulation
is event-based, the simulation events take place at random time points. As a result, the most critical
factor of co-simulation is the choosing of synchronization points, as it affects both accuracy and
efficiency of co-simulation. There are now two mainstream synchronization methods: fixed-step
synchronization [17] and global event driven synchronization [25]. Both methods have their advantages
and drawbacks. The fixed-step method is relatively more efficient and easier to implement, but its
pre-defined synchronization points make it impossible to process every co-simulation event in time,
which may lead to errors. As for the global event driven method, it processes every event in both
power system and information network simulation instantly through a global event scheduler, thus
achieving a very high level of accuracy. But as a large portion of such events are not interaction
requests, processing them is unnecessary and will greatly decrease co-simulation efficiency. In order
to improve the overall performance of the co-simulation, it is necessary to propose a co-simulation
synchronization method which can run accurately with desirable efficiency.

In this paper, a shipboard CPPS co-simulation platform based on HLA framework is built.
The platform adopts OPNET and PSCAD/EMTDC as its information network and power system
simulators respectively. By applying the OPNET HLA node and designing the PSCAD user-defined
module and the co-simulation controller, the two simulators run seamlessly together. Based on the
designed platform, an optimized event-driven synchronization method which balances the co-simulation
efficiency and accuracy is proposed. A model of shipboard low voltage AC distribution network
protection based on CAN bus communication is built in the co-simulation platform. Both the platform
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and the synchronization method are validated by simulation results. The paper is organized as follows:
in Section 2, the overall structure of the co-simulation platform is introduced. Section 3 details the
optimized synchronization method. Section 4 illustrates the OPNET and PSCAD interfaces design in
co-simulation. The platform and synchronization method are validated through simulation in Section 5
and conclusions and future works are presented in Section 6.

2. Structure of HLA-Based Cyber–Physical Co-Simulation Systems

2.1. HLA Framework and Run Time Infrastructure (RTI)

An HLA-based co-simulation system is typically comprised of a federation and several federates.
The federation represents the co-simulation system which contains multiple simulation platforms,
and the federate represents all the simulation programs participating in the federation [26]. The HLA
framework facilitates the co-simulation through RTI (Run Time Infrastructure). By calling the standard
interfaces provided by RTI, co-simulation federates can implement functions such as data exchange,
time synchronization, etc. The structure of a typical co-simulation system is shown in Figure 1.
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Figure 1. Typical co-simulation platform based on high level architecture (HLA) and run time
infrastructure (RTI).

A typical co-simulation platform based on HLA and RTI includes the RTI executive, the federation
executive, the RTI library (libRTI) and simulation platforms acting as federates. As a global process,
the RTI executive manages the creation and destruction of federation executives. Each federation executive
manages a federation, it controls the joining and resigning process of involved federates, and also enables
data exchange between them. Through libRTI, RTI provides services for co-simulation in six management
areas, which are federation management, declaration management, time management, object management,
ownership management and data distribution management. By calling libRTI, federates can implement
functions such as creating and destroying federation, joining and resigning from federation execution,
and data exchange with other federates. Based on such functions, a co-simulation system can be built.

2.2. Cyber–Physical Co-Simulation System Strcture

Based on HLA RTI interface and relevant interfaces in OPNET and PSCAD, a shipboard CPPS
co-simulation system is designed as in Figure 2.

The co-simulation system consists of power system electromagnetic transient simulation platform
PSCAD, information network simulation platform OPNET Modeler, co-simulation controller based
on C++ and RTI. In co-simulation, the function of RTI is illustrated in the previous section, which
is providing interfaces for co-simulation federates. OPNET implements the simulation of EMS
information network, within which the EMS control strategies can be carried out. It participates in
co-simulation via its ad hoc HLA node. PSCAD implements the power system part of co-simulation,
its data exchange with outside software is implemented through a user-defined module. As PSCAD
cannot directly call C++-based RTI library functions in its modules, a co-simulation controller based on
C++ is designed in the system. The controller implements co-simulation functions (such as federation
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control) by directly calling RTI functions, and exchange simulation data with PSCAD user-defined
module via TCP/IP protocol, so that the PSCAD simulation can indirectly join the simulation federation.
To summarize, the designed co-simulation federation contains two federates, which are OPNET and
the co-simulation controller acting as the substitute federate of PSCAD.Electronics 2020, 9, x FOR PEER REVIEW 4 of 18 
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3. Optimized Event-Driven Co-Simulation Synchronization Method

3.1. Optimized Event-Driven Synchronization Method

In order to unify the description of power system and information network simulation process,
the power system simulation can also be described as an event-based simulation, in which each iteration
is regarded as a simulation event. Thus, the power system and information network simulation events
in co-simulation can be presented as in Figure 3. It can be seen that power system events (P1–P10) are
evenly distributed, as they represent the fixed-step iterations in power system simulation. Information
network events (C1–C3) are randomly distributed as the simulation is event-driven. According to
their roles in co-simulation synchronization, the events in both systems can be divided into two
categories: interaction requests and common events. An interaction request means through the event,
the simulation request to interact with the other simulation through synchronization. For example,
the power system request to upload its monitor data to the information network, or the information
network request to send EMS control commands to the power system. Apparently, interaction requests
should be processed in time in co-simulation synchronization, otherwise the co-simulation precision
will be compromised. Except for interaction requests, other simulation events can be categorized as
common events. They only affect the running of the local simulation, and do not need to be processed
in the synchronization process. In Figure 3, events P1, P4, P7, P10, C1 and C2 are set as interaction
requests (denoted by solid lines), and other events are set as common events (denoted by dashed
lines). It should be noted that the power system interaction request is evenly distributed with the same
interval, because in actual power system monitoring process, data is periodically acquired at a certain
frequency. Information network interaction requests distribute randomly due to network delay.
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There are two conventional co-simulation synchronization methods: fixed-step synchronization
and global event-driven synchronization. The principle of conventional fixed-step synchronization
is shown in Figure 4. In fixed-step synchronization, all the synchronization points are pre-defined.
By properly set the parameters, the method can process power system interaction requests in time and
accurately present the periodical monitoring process of power system. But as all the synchronization
points are pre-defined, the random information network interaction request cannot always be processed
in time. Thus, co-simulation error is induced, as shown in Figure 4.
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Figure 4. Conventional fixed-step synchronization.

As for the global event-driven synchronization method, an event list of all simulation events is
maintained through the process of co-simulation, and synchronization is performed whenever an event
occurs, as shown in Figure 5. But as mentioned before, common events in simulation, which take up a
large portion of all events, do not need to be processed in synchronization. Thus, the corresponding
synchronization points are excessive, processing them will waste a lot of calculation resource and
significantly compromise co-simulation efficiency.
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In order to solve the precision and efficiency problems in co-simulation synchronization, an optimized
event-driven synchronization method is proposed. The principle of the proposed method is as follows:
Firstly, the interaction requests from both power system and information network simulation are identified
and marked. In power system simulation, the interaction requests are evenly distributed, so they can be
marked before co-simulation according to power system monitoring frequency. For information network
simulation, as the interaction requests occur randomly, they cannot be marked before co-simulation.
Thus, the synchronization method is designed to accurately detect them in the process of co-simulation.
In order to do so, an “event filter” is implemented in the information network simulation. According to
specific criteria in each co-simulation case, the event filter can judge whether an event is an interaction
request, thus synchronization can be executed accordingly. In the co-simulation process, synchronization
is executed whenever pre-defined power system interaction requests occurs, as P1, P4, P7 and P10 in
Figure 6. At the same time, co-simulation also monitors information network interaction requests through
event filters, if an information network event passes the event filter and is identified as interaction request,
as C1 and C2 in Figure 6, synchronization will also be executed. As a result, synchronization only takes
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place at the time of interaction requests in the proposed method. Thus, all the interaction requests can be
processed timely, and no excessive synchronization is performed.
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In order to implement the optimized event-driven synchronization method in the proposed
co-simulation platform, the synchronization process of the platform is designed as in Figure 7.
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In Figure 7, t1–t2 and t3–t4 are two monitoring cycles of power system simulation, thus t1–t4

are 4 power system interaction requests. During initiation, such interaction requests are stored as
pre-defined synchronization points in RTI. Assuming N random information network interaction
request take place at te1, te2, . . . teN between t1 and t2, then the synchronization process is as follows:

1. At time t1, RTI sends PSCAD simulation data to OPNET and set t2 as the target time of OPNET
simulation, then advance the OPNET simulation clock. Meanwhile PSCAD pauses at t1.

2. At time te1, an OPNET interaction request is detected, the OPNET simulation pauses.
3. Through RTI, OPNET simulation data and simulation time te1 is transmitted to PSCAD, where te1

is set as the next target time of PSCAD simulation.
4. PSCAD simulation clock is advanced to te1 and then pauses.
5. PSCAD send back power system simulation data back to OPNET. Upon receiving the data,

OPENT resumes running, and its target time is still t2.
6. There are two possible cases after OPNET resumes running. First, another interaction request

may be detected before t2. In this case, OPNET simulation pauses, the process goes back to step 3,
and synchronization is performed through step 3 to 5 at the time of the newly detected interaction
request (as the red dashed lines in Figure 7). Then the process comes back to this step again.
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Second, if OPNET reaches t2 without detecting any new interaction requests, it means all the
interaction requests between t1 and t2 have been processed. OPNET pauses at t2 and the process
proceed to step 7. (as in the case of teN in Figure 7).

7. After pausing at t2, OPNET send simulation data and time t2 to PSCAD.
8. Upon receiving the OPNET data, PSCAD runs until t2 based on the data received in step 3, then

pauses simulation and send simulation data to RTI. This co-simulation cycle is then completed,
and the next cycle is ready to begin.

To summarize, the whole synchronization process can be divided into 3 parts. The first part is step
1 and step 2, which is the start of the cycle. In this part, the synchronization cycle starts and OPNET
simulation clock is advanced to the first detected interaction request. The second part is step 3 to step
6, which is the processing of interaction requests. This part repeats itself and performs synchronization
when an interaction request is detected. The last part is step 7 and step 8, which is the end of the
cycle. This part takes place and finishes the cycle operation after all the interaction requests detected
within the cycle have been processed. If no information network interaction request is detected during
the power system sampling cycle, as in t3–t4 in Figure 7, then synchronization just takes place at the
pre-defined synchronization points, which are t3 and t4.

In the proposed method, interaction requests from both power system and information network
simulations can be processed in time. The co-simulation accuracy is greatly improved compared to
the conventional fixed-step synchronization method. As mentioned before, the accuracy depends on
the timely processing of interaction requests. By comparing Figures 5 and 6, it can be seen that in
both the proposed method and the global event driven method, all the interaction requests can be
processed in time. Therefore, the proposed method reaches the same level of accuracy with the global
event driven method. Moreover, by only processing the interaction requests, the proposed method
also eliminates unnecessary synchronization points in the global even driven method and significantly
improves co-simulation efficiency.

3.2. Optimization of Co-Simulation Data Exchange

In order to further improve co-simulation efficiency, the data exchange process in synchronization
is also optimized. In the proposed mothed, unidirectional data transmission is sufficient for each
synchronization point. When dealing with power system interaction requests, co-simulation only needs to
transmit power system sampling data to information network. When an information network interaction
request occurs, only EMS control commands need to be transmitted from information network to power
system. Conventionally, as the co-simulation does not differentiate interaction requests from power
system and information network, the data exchange at every synchronization point is bidirectional, as
shown in Figure 8. Such an operation mode is inefficient and will waste much system resource, especially
when co-simulation deals with large systems or adapts a small synchronization step.Electronics 2020, 9, x FOR PEER REVIEW 8 of 18 
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In the proposed synchronization method, as power system interaction requests are pre-defined
and information network interaction requests are detected in the simulation process, the two types
of interaction requests are dealt with respectively, which makes it possible to define different data
transmission behaviors for each type of interaction requests and optimize the overall performance
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of co-simulation. Specifically, the data transmission in step 5 in Figure 7 is replaced with sending a
“resume running” signal from PSCAD to OPNET. The data transmission in step 7 is also replaced
by a “cycle finished” signal from OPNET to PSCAD correspondingly. Thus, the data exchange in
synchronization is simplified from bidirectional to unidirectional, as shown in Figure 9. As a result,
the overall data transmission load of co-simulation is cut in half, the co-simulation efficiency is greatly
improved without impairing its accuracy.
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4. Implementation of OPNET and PSCAD Interfaces

4.1. OPNET Interface Based on HLA Node

The OPNET platform is designed to be highly compatible with the HLA framework. It provides
users with ad hoc HLA nodes and corresponding configuration files, with which OPNET simulations
can be easily incorporated and synchronized with RTI. Through HLA nodes, OPNET implements data
exchange with RTI programs under the principle of “packet mapping”, the process of which is shown
in Figure 10.
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A typical OPNET simulation model can be hierarchically divided into network model, node model
and process model. The process models within the same node model are connected via packet streams.
If one process model sends a packet to a port connected with a packet stream, the packet is then transmitted
to the process model on the other end of the packet stream [27]. When the simulation contains an HLA
node, process models can register a virtual port for HLA use and specify the mapping relations between
data fields in OPNET packets and parameters in RTI interactive object instances through configuration
files. As OPNET process models use Finite State Machines (FSM) to implement specific functions, an FSM
model is designed as in Figure 11 to implement the synchronization between OPNET and RTI.

As shown in Figure 11, after initiation, the FSM enters idle state and waits for events. When an
information network interaction request occurs, the process needs to send information network
simulation data (EMS control command and simulation time) to RTI. In order to transfer the data,
the process generates a packet and sends it through the virtual port. The packet will be mapped into
an interactive object instance which will be received by the RTI executive. By reading the parameters
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in the instance, the RTI executive can receive the data. After sending the data, the process waits for
the “Resume Running” signal from RTI and goes back to idle state to proceed. When simulation
reaches a pre-defined synchronization point, which means a power system interaction request, it first
sends “Cycle Finished” signal to RTI, notifying PSCAD that OPNET has completed the previous
co-simulation cycle, and waits for PSCAD to complete the same cycle and send the data back to OPNET.
After receiving the data, the process model goes back to idle state and starts a new co-simulation cycle.
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4.2. PSCAD Interface Based on User-Defined Module and Socket

As PSCAD cannot directly participate in HLA-based co-simulation, in the proposed co-simulation
system an interface comprised of PSCAD user-defined module, Socket communication and C++-based
co-simulation controller is designed to facilitate the PSCAD simulation’s indirect participation in
HLA-based co-simulations. The structure of the interface is shown in Figure 12.Electronics 2020, 9, x FOR PEER REVIEW 10 of 18 
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Figure 12. PSCAD interface based on user-defined module and socket.

In PSCAD simulation, user-defined modules can be directly connected to measurers and get
power system data via its input ports. After getting the data, the module integrates them into a packet
and sends it to co-simulation controller via Socket communication. Likewise, after receiving control
data from the co-simulation controller, the module analyzes the packet, generates control commands,
and sends the commands to corresponding power system equipment through its output ports. In order
to implement the synchronization between PSCAD and RTI, the running process of the user-defines
module is shown as the flow chart in Figure 13.
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As a part of PSCAD fixed-step simulation, the code of user-defined module runs every time a
simulation cycle starts. Firstly, the module decides its following actions based on the simulation time.
If the simulation time is 0, meaning it is the first cycle of the PSCAD simulation, then the initiation
function is called and the Socket connection is established. Then the module further judges if the
current time is a power system synchronization point or an information network synchronization point.
If it is a power system synchronization point, then the module sends PSCAD simulation data to OPNET
through RTI as in step 1 in Figure 7. Otherwise if it is an information network synchronization point,
it sends the “Resume Running” signal to OPNET as in step 5 in Figure 7. If it is not a synchronization
point, the module does nothing. After sending, the module calls the socket receiving function and
starts waiting for response packet from the co-simulation controller. The function will keep running
until a packet from co-simulation controller is received or the waiting time limit is exceeded. As a
PSCAD simulation cycle cannot be completed unless all the modules finish operating, the waiting
process enables the PSCAD simulation to pause until an external packet is received. If the module
receives an OPNET command with simulation time, it means the next synchronization point is an
information network synchronization point, the module will set the synchronization point accordingly
and finishes the cycle’s operation. Instead, if a “Cycle Finished” signal is received, it means the next
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synchronization point is a power system synchronization point, the module directly ends the cycle’s
operation. If a communication error occurs and the module receive the wrong type of packet or reaches
timeout while waiting, the whole co-simulation will end and output the error message.

5. Simulation Validation

In order to validate the proposed platform and synchronization method, a model of shipboard low
voltage AC distribution network protection control based on CAN bus communication is built. Through
CPPS co-simulation, the effect of CAN bus delay on power system protection is studied. By comparing
with the traditional fixed-step and global event-driven synchronization method, the advantages of the
proposed method is also demonstrated.

5.1. Co-Simulation Model

The structure of the co-simulation model is as shown in Figure 14. The power system part of the
model is a shipboard low voltage AC distribution network powered by 4 inverters. In the system
diagram, S1–S4 are inverters, L1–L4 are loads, B1–B4 are bus nodes. The information network part
of the model is a CAN bus model based on ISO-11898 [28], in which nodes N1–N4 represent the
corresponding controllers for bus nodes B1–B4 in the power system model. In the CAN bus network,
the priority of nodes descends from N1 to N4. The modeling and simulation of CAN bus in OPNET is
detailed in our previous work in [29].
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In the co-simulation model, a communication-based protection strategy is implemented in the
EMS on the basis of the characteristic current protection method proposed in [30]. The principle of
system fault detection and protection based on characteristic current is as follows: When a short-circuit
fault occurs in the system, the inverters switch their operation mode and output a characteristic
current containing positive sequence fundamental current and current of 3-time rated frequency.
After detecting the characteristic current, the breakers extracts its DC component through coordinate
transformation and filtering, and identifies the amplitude and direction of the short-circuit current.
Based on the short circuit current information and interlocking signals from neighboring breakers,
each breaker can take protection actions accordingly.

Based on the protection principles, a communication-based protection strategy is proposed.
In the proposed strategy, every node samples the current information of the corresponding breaker
periodically. CAN bus node N1 is set as master node, while the other three nodes are slave nodes.
The master node detects short-circuit faults in the system by monitoring the changing rate of bus
current. When N1 detects the current changing rate exceeding the threshold, it means a short-circuit
fault occurs in the power system. Then N1 will send data requests to slave nodes N2–N4. Upon
receiving the data request, slave nodes send the information acquired form the breakers back to the



Electronics 2020, 9, 540 12 of 17

master node. By analyzing local data and feedback data from all the slave nodes, the master node
pinpoints the fault in the system, controls the local breaker, and broadcasts control command to all
the slave nodes. When receiving the commands, the slave nodes control the breakers accordingly
and clear the short-circuit fault together. The “event filter” in information network simulation is set
according to breaker commands sent by all the nodes. If in the simulation event, one or more breaker
status is changed, it means it is an interaction request and need to be processed as shown in Figure 11.
Otherwise if all the breaker status stays the same, then the event is a common event and does not need
processing. The parameters of the model are presented in Table 1.

Table 1. Parameters of co-simulation model.

Parameter Value

Rated capacity of inverter 562 kVA
Rated output voltage of inverter 400 V
Rated output current of inverter 811.9 A

Amplitude of characteristic current 162.4 A
Length of transmission lines 50 m

Threshold of short-circuit current changing rate ±1000 A/ms
Threshold of short-circuit current direction judge 229.6 A

Step of sampling 500 µs
Bandwidth of CAN bus 500 kbps

Length of a standard CAN bus packet 108 bit

5.2. Co-Simulation Results

In the designed co-simulation case, a short-circuit fault occurs at transmission line L12 at 1s
(shown as F in Figure 14). The communication-based protection process is analyzed with the proposed
co-simulation method. The power system synchronization step is set as 500 µs. Figures 15 and 16 show
the current changing rate at breaker BKS1 and the characteristic currents detected by breakers BK21 and
BK12 after the short-circuit fault occurs. According to the curves, after the short-circuit fault occurs,
the current changing rate at breaker BKS1 immediately exceeds the threshold, and some of the breakers
also detect the characteristic current exceeding the limit. Such data is transmitted into OPNET through
the co-simulation synchronization process as input for the protection strategy. After the short-circuit
fault, the data transmission delay between CAN bus nodes is shown in Figure 17 (the time in Figure 17
is relative to the short-circuit time).Electronics 2020, 9, x FOR PEER REVIEW 13 of 18 
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As shown in Figure 17, the fault occurs at time 0, then it is detected by master node N1 after
one power system synchronization step. At 500 µs, the master node broadcast data request to all
slave nodes. Slave nodes N2–N4 receive the data request simultaneously after 336 µs and start to
send feedback data immediately. As 3 nodes request to transmit data at the same time, conflict occurs
in CAN bus and the arbitration process takes place. As a result, data from node N2, which has the
highest priority, reaches N1 first, the delay is 311 µs. Data from the lowest-prioritized node N4 is
received by N1 after 908 µs. The corresponding transmission delay range in similar conditions is
usually 200–1000 µs, which is within the same range with the results [31–33]. After receiving and
analyzing all the feedback data, N1 locates the fault at line L12 and send a break signal of BK12 to B1

through the HLA interface at 1744 µs, and also broadcast commands to all the salve nodes. After
receiving the command, N2 send a break signal of BK21 to B2 through HLA at 2093 µs, N3 and N4

takes no action as they are not involved in the fault clearing process. Through the proposed optimized
event-driven synchronization method, PASCD receives the commands at 1750 µs and 2100 µs (The
PSCAD simulation step is set as 50 µs), and corresponding breakers clear the fault after inherent
operation time, as shown in Figures 18 and 19. The simulation results shows that through the proposed
method, the co-simulation of communication-based power system protection can be implemented,
and the effect of information network delay on power system performance can be demonstrated.
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As comparison, the same co-simulation case is tested using the conventional fixed-step
synchronization method and global even-driven method. In the fixed-step method, the synchronization
step is also set as 500 µs. In the global even-driven method, the co-simulation is set to execute
synchronization at each power system simulation step and also when an information network node
send or receive a packet. The simulation time is set as 2 s. The comparison of co-simulation results and
synchronization points involved are shown in Table 2 and Figure 20. In the aspect of precision, as the
sampling step of power system is set as 500 µs, in all three simulations the master node detects the fault
and send data request at the same time, which is at 500 µs. So, after the same controlling process, N1 and
N2 also send commands at the same time, as shown in Table 2. In the global event-driven method
and the proposed method, B1 and B2 receive break commands almost immediately after N1 and N2

send them via event detection. In the fixed-step method, B1 and B2 receive break command at 2000 µs
and 2500 µs respectively, the action of breaker is significantly delayed due to the error introduced by
the fixed-step synchronization process. It is evident that the proposed method and the event-driven
method have a much higher precision than the fixed-step method. As for efficiency, the fixed-step
method needs 4000 synchronization points in the process of co-simulation. The proposed method
only needs 2 more synchronization points, which are transmitting the two breaker commands from
OPNET to PSCAD. In the global even-driven method, the number of synchronization points is 40,008,
as synchronizing at each power system simulation iteration alone takes 40,000 synchronization points.
The number is much bigger than the fixed-step method and the proposed method. In conclusion, the
proposed synchronization method can achieve a high precision and a relatively high efficiency at the
same time.

Table 2. Result comparison of the proposed synchronization method and the fixed-step method.

Method N1 Sending
Command

B1 Receiving
Command

N2 Sending
Command

B2 Receiving
Command

Number of
Synchronization Points

Fixed-step Method 1744 µs 2000 µs 2093 µs 2500 µs 4000
Global Event-Driven

Method 1744 µs 1750 µs 2093 µs 2100 µs 40,008

Proposed Method 1744 µs 1750 µs 2093 µs 2100 µs 4002
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6. Conclusions

In this paper, a cyber–physical co-simulation platform for shipboard CPPS research is built, then
an optimized event-driven synchronization method is proposed based on the platform. The efficiency
of the proposed method is further improved by simplifying the data transmission. Both the platform
and the synchronization method are validated through co-simulation. The conclusions are as follows:

1. A cyber–physical co-simulation platform is established based on PSCAD and OPNET. Such a
combination enables the platform to simultaneously simulate both power system and information
network with high precision, which fits the requirements of shipboard CPPS research.

2. The platform is based on the HLA co-simulation framework. With the application of unified
HLA interfaces in different simulators, the platform is highly expandable. It is convenient to
incorporate other simulators in the platform and conduct more comprehensive co-simulation
research of shipboard CPPS in the future.

3. In the co-simulation platform, both power system and information network simulation are
incorporated in co-simulation by adding an independent component to the existing model,
without any major modification to the existing model itself. Such a method is flexible and
facilitates CPPS research based on existing shipboard power system models.

4. An optimized event-driven co-simulation synchronization method is proposed. By pre-defining
power system interaction requests and detecting information network interaction requests in the
simulation process, the proposed method can efficiently synchronize both simulations in time,
thus greatly enhancing the co-simulation precision efficiently comparing to conventional methods.

5. The proposed method simplifies the data transmission in the synchronization from bidirectional to
unidirectional. Thus, the data transmission load in co-simulation is cut in half and co-simulation
efficiency is further improved.

A co-simulation model of small-scale shipboard AC distribution network short-circuit protection
is built, and simulation validate both the platform and the synchronization method. In future works,
the platform will be applied in the research of full-scale shipboard CPPS, with a complete power
system model and a comprehensive information network model considering factors such as network
malfunctions and background traffic. By incorporating more simulators, the platform can also be used
to research the interplay between the energy generation, distribution, consumption and management
processes. The platform will also be further refined in the process of future research.
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