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Abstract: The intelligent use of deep learning (DL) techniques can assist in overcoming noise and
uncertainty during fingerprinting-based localization. With the rise in the available computational
power on mobile devices, it is now possible to employ DL techniques, such as convolutional neural
networks (CNNs), for smartphones. In this paper, we introduce a CNN model based on received
signal strength indicator (RSSI) fingerprint datasets and compare it with different CNN application
models, such as AlexNet, ResNet, ZFNet, Inception v3, and MobileNet v2, for indoor localization.
The experimental results show that the proposed CNN model can achieve a test accuracy of 94.45%
and an average location error as low as 1.44 m. Therefore, our CNN model outperforms conventional
CNN applications for RSSI-based indoor positioning.
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1. Introduction

Despite decades of research, effective products for indoor localization products are still unavailable,
while indoor localization-based service demand continues to increase swiftly in smart cities [1]. Recent
years have witnessed much indoor localization research. Most of the research aims to provide a widely
used indoor localization scheme and achieve satisfactory performance similar to that of GPS in outside
environments. Of these approaches [2–5], fingerprinting-based methods are the most widely used
due to their effectiveness and the infrastructure’s independence. Fingerprinting-based localization
methods include magnetic fingerprinting and Wi-Fi, both of which are based on the assumption that
each location has a unique signal feature [6]. The fingerprinting localization process is usually divided
into two phases: offline training and online processing. In the offline phase, Wi-Fi-received signal
strength indicators (RSSI) or magnetic field strengths (MFS) at different reference points (RPs) are
collected to construct a radio map. In the online phase, the user samples the RSSI or MFS data at their
current position and finds similar signal patterns in the database. The corresponding location with the
most similar pattern is regarded as the positioning result.

The intelligent use of machine learning (ML) techniques can assist in overcoming noise and
uncertainty during fingerprinting-based localization. While traditional ML techniques work well
at approximating simpler input-output functions, computationally intensive deep learning (DL)
models are able to deal with more complex input-output mappings and can deliver superior accuracy.
Middleware-based offloading [7] and energy enhancement frameworks [8]. Zafari et al. [9] may be an
avenue to explore for computation and energy-intensive indoor localization services on smartphones.
Furthermore, with the rise in the available computational power on mobile devices, it is now possible
to deploy DL techniques such as convolutional neural networks (CNNs) on smartphones. A CNN
is a special type of deep neural network (DNN) for image matching and recognition. The most
popular aspect of CNN is that it can automatically identify necessary input features that have the
most significant impact on the accuracy of the final output. This process is known as feature learning.
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Prior to DL, feature learning was an expensive and time-intensive process that had to be performed
manually. CNN has been highly successful in complex image classification problems and is finding
new applications in many emerging domains (e.g., self-driving cars) [10]. In this paper, we propose a
new and efficient framework that employs CNN-based Wi-Fi fingerprinting to achieve a superior level
of indoor localization accuracy for a user with a smartphone. Our approach utilizes widely available
Wi-Fi access points (APs) without necessitating any customized/expensive infrastructure deployments.
The framework works on a user’s smartphone, within the device’s computational capabilities, and
utilizes the radio interfaces for efficient fingerprinting-based localization. This paper’s main novel
contributions can be summarized as follows.

We constructed a CNN model with optimum performance for RSSI-based fingerprint indoor
localization with dataset Schemes 1 and 2 [11], which were subsequently used to enhance indoor
localization robustness and accuracy. In our previous work [11], we developed augmentation techniques
for a CNN-based indoor positioning system. The CNN model in the previous work consisted of a
five-layer network with three convolutional layers and two fully connected (FC) layers. The first FC
layer contained 3072 nodes, and the second FC layer contained 1024 nodes, amounting to 4096 nodes.
However, in this work, there are four convolutional layers and two FC layers with 2176 nodes in the
first FC layer and 1024 nodes in the second FC layer and therefore 3200 nodes in total. This makes the
total number of parameters 233,418, while the total number of parameters in [11] was 2,266,698, which
was ~10 times higher than that of the current work. Therefore, with our proposed CNN model, test
accuracy has been improved from 90.46% to 94.45% for Scheme 1 and 91.32% to 94.11% for Scheme 2.

We compared this model to different CNN applications, specifically AlexNet, ResNet, ZFNet,
Inception v3, and MobileNet v2, for RSSI-based fingerprint datasets. We performed comprehensive
testing of our algorithms with these CNN applications to demonstrate the effectiveness of our proposed
framework. The remainder of the paper is structured as follows. First, Section 2 describes the previous
work in this area. The type of dataset and CNN application along with our proposed CNN model can
be found in the Methodology in Section 3. This leads to the experiments and results in Section 4.

2. Related Works

There are two main types of Wi-Fi-based indoor positioning technologies: the received signal
strength indicator (RSSI)-based ranging positioning algorithm [12–14] and the fingerprint-based
positioning algorithm [15–17]. The RSSI-based ranging positioning algorithm usually adopts the
received Wi-Fi signal to estimate the distance between the target (its location is unknown) and the
access point (its location is known) using the wireless radio signal propagation model and then
estimates the target position using trilateration or multilateration methods. For example, in [12], a
wireless mesh network (WMN) used a group of swarm robots equipped with wireless transceivers.
This method used the approximate relative positions of the robots estimated by their RSSIs to deploy
the WMN. The performance of Bluetooth low-energy (BLE) RSSI-based technology was explored
for an indoor positioning system in different transmission conditions [13]. Another BLE-based
scheme is proposed in [14], where the higher precision needed an extra training phase for localization.
Fingerprint-based positioning methods were explored in a machine learning-based method that was
developed in [15], where the support vector machine (SVM) was used to determine the different
postures of the user. Jang et al. [16] provided an explicit survey for the limitation of an offline fingerprint
map and overcame it with simultaneous localization and mapping (SLAM) methods. Meanwhile,
Guan et al. [17] introduced a heuristic method to detect anomalous fingerprints under the framework
of probabilistic fingerprint-based indoor positioning. A combination of the RSS-based fingerprint
system presented in [18], where temporal signal variation is considered to construct a robust method
for positioning, with the 15-month data collection time introduced here is used to overcome signal
variation affecting localization.

With the rapid development of deep learning technology, some researchers have attempted to use
deep learning methods in Wi-Fi positioning. Li [19] proposed tracking a user in an indoor environment
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by integrating a back-propagation neural network optimized through particle swarm optimization
(PSO). In [20], a feed-forward neural network was adopted to detect the building and floor. To enhance
location estimation, the centroid method was used in [20], and Hsieh [21] attempted to construct a
recurrent neural network for indoor positioning. Variants of neural networks have been used in Wi-Fi
positioning (e.g., deep belief networks [22], DNNs [23], fuzzy neural networks [24], and artificial
synaptic networks [25]).

Since the above describe target positioning as a classification problem that relies on a collected
fingerprint dataset, some regression algorithms have been applied, such as Gaussian regression [26],
support vector machines (SVMs) [27], or combinations of these methods [28]. Jang et al. [29] presented
robust image classification of the change in input data caused by the indoor multipath, where they built
a 2D virtual radio map from the original 1-D Wi-Fi RSSI signal values and then constructed a CNN
using 2-D radio maps as inputs. Channel state information (CSI)-based methods, such as [30–34], have
proposed several ideas to process the CSI from Wi-Fi-based orthogonal frequency division modulation
(OFDM) signals using deep CNNs. They fed the CSI directly into a CNN to train the position [30,31],
train using phase information [32], directly estimate the angle of arrival with a CNN using phase
fingerprinting [33], and combine these ideas [34]. However, the difference between their approaches
and ours lies in the nature of the underlying signals and the system setup. RSSI-based localization
requires a network of APs (i.e., a Wi-Fi network).

The DNN-based classifier in handwriting, such as MNIST in [35], has shown poor performance
for untrained fonts, even for identical letters. The major drawback of DNN-based methods is that
they are very sensitive to a change in the input data. To avoid this problem, the CNN was proposed.
Recent studies have shown that the CNN-based classifier gives a satisfactory performance for image
classification. The main advantage of a CNN is that it is able to learn the overall topology of an image
via a convolution operation using a filter [36].

Various CNN applications were used for indoor positioning applications in [37–40]. A visual
indoor positioning system was proposed in [37], where Alexnet was used to design a CNN for pedestrian
activity recognition, which can serve as landmarks for indoor localization. Here, one-dimensional
sensor data from accelerometers, magnetometers, gyroscopes, and barometers were considered network
inputs. This work needed specific sensor types and did not consider an RSSI-based non-visual dataset.
Valada [38] embedded geometric information derived from visual odometry. However, all of these
approaches are dependent on ResNet residual network-based methods to estimate the ground truth
camera poses required during fine-tuning the networks, which increases the infrastructure of the total
system setup. Hanni [39] applied a transfer learning approach for indoor scene recognition, where
the performance was compared with GoogLeNet and AlexNet. In this approach, a 3D image-type
dataset was used to capture the spatial interrelationship, while in our approach an RSSI-based
dataset is used, which generates a 2D grayscale image and achieves significantly higher accuracy
than the state-of-the-art architectures AlexNet and GoogleNet. Modal 3D object detection in indoor
environments using MobileNet [40] was used for an object detection network; the main idea of this
network is reducing the computational operation for processing 3D positions even if they are covered
with occlusions or cluttered by other objects. However, operating with 3D models increases the
computational power uncertainty due to the noisy and incomplete reconstructed 3D shape. Therefore,
a cost-effective method is always desirable to obtain a high-accuracy model. As shown in the above
works, CNN applications are employed for a visual 3D dataset to train and test CNN applications for an
indoor positioning application, which increases the total infrastructure of the indoor positioning system.
Therefore, the main idea behind using an RSSI-based image setup is that it is the most user-friendly and
infrastructure-free method. The terms user friendly and infrastructure free mean that there is no need
to install additional devices to implement an RSSI-based indoor positioning system. The surrounding
APs are sufficient for detecting the user’s location in an indoor environment with a smart device. We
used a Wi-Fi RSSI-based dataset with optimized parameters and reduced complexity, which made it
easy to implement and detect the indoor position without additional infrastructure demands.
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3. Methodology

In this section, we will first introduce the experimental environment including the software and
hardware configuration. Afterward, the proposed CNN-based method will be introduced as follows:
the entire architecture of our CNN-based model, the data-processing approach, our network structure,
related theories, and vital training strategies. Finally, we introduce the CNN application models and
the fingerprint data image processing after each layer.

3.1. Hardware and Software Setup

The detailed software and hardware configuration information is given in Table 1. All our
experiments were conducted on a server with powerful computational capabilities. The server
contained 16 GB of memory and was equipped with two GeForce GTX 1080Ti graphics cards to
accelerate computing. We installed Windows 10 in conjunction with Python. Python has very efficient
libraries for matrix multiplication, which is vital when working with DNNs. TensorFlow is a very
efficient framework for implementing the CNN architecture. We also installed dependencies, such as
the CUDA Toolkit and CuDNN, before using TensorFlow. The CUDA Toolkit provides a comprehensive
development environment for NVIDIA GPU-accelerated computing. CuDNN can optimize CUDA to
improve the performance.

Table 1. Software and hardware configuration.

Software & Hardware Configuration Configuration

CPU Intel(R) Core™ i7–8700K CPU @ 3.70 GHz
Memory 16 GB
Graphics Card NVIDIA GeForce GTX 1080 Ti
CUDA Cuda 9.0
CuDNN CuDNN 9.0
Python Python 3.6
TensorFlow TensorFlow 1.6.0

3.2. Input Datasets

For our CNN model, a six-layer network was designed to predict 74 classes. The input image
was generated from RSSI values received during the experiment with 74 RPs. At each RP, the RSSI
value was recorded for 256 APs, though only a small subset of these APs was visible at each RP. These
RSSI values from different APs created a 16 × 16 image. As shown in the example in Figure 1, there
are nine visible APs out of 256 with RSSI values between 25 and 70, with the other APs having a
value of 0. The RSSIs from different APs are converted into a grayscale image. The image brightness
differs depending on the recorded RSSI values, with higher RSSI values being brighter. As shown in
Figure 1a, the highest RSSI value is 70, which produces the brightest spot in the grayscale image shown
in Figure 1b; the lowest value is 25, which is represented by the darkest nonblack spot. RSSI values of
0 produce no brightness, thus the remaining 247 spots are black. Similarly, the input RSSI files for the
other 73 RPs produced different images for input into the DL network.

Data Augmentation

As introduced in our previous work [11], data augmentation is commonly used to reduce the effect
of overfitting in deep learning. This is done by expanding an existing dataset using only available data,
whereby the learning algorithm can extract task-essential features more effectively. Big datasets are
required to train deep learning models; such datasets are usually gathered by manual data collection
or from existing databases. However, only limited datasets are available in some cases, and data
augmentation can be employed to expand such datasets. Two augmentation schemes, Schemes 1
and 2, were used as the input available dataset. Scheme 1 focuses on less-detailed data, facilitating
simple augmentation with respect to the RSSIs. From a small input data size (3–7 kilobytes), sizes of
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~30–50 megabytes are achieved using this technique. Scheme 2 uses mean values and uniform random
numbers to add information into the dataset. From the same input file size, 3 to 7 kilobytes, Scheme 2
output augmented data size is approximately 300 to 700 megabytes. There were 122,760 and 585,722
input training images using Scheme 1 and 2, respectively. The total number of test images for the lab
simulations was 1479. We used both schemes as the input dataset given their similar performance,
with the only difference being the size of the augmented datasets.

Figure 1. Deep learning input file conversion from 256 received signal strength indicator (RSSI) values
to a 16 × 16 image. (a) Input comma-separated values (CSV) readings of the nine visible RSSIs from a
total of 256 access points (APs). (b) Converted grayscale image with nine bright spots representing APs
visible at the reference point (RP) [11].

3.3. Various CNN-Based Methods

3.3.1. Our CNN Model

Figure 2 presents the architecture of our proposed method. Our CNN network comprises six
layers, the first having input 16 × 16 × 1 grayscale images with rectified linear unit (ReLU) and dropout.
Given the input dataset’s small size, the first layer does not use max pooling. The second layer consists
of a 16 × 16 convolution with ReLU and an 8 × 8 max pooling layer with 18,496 parameters, and it
produces output for the third 8 × 8 convolution layer (with ReLU and an 8 × 8 max pooling layer).
This output is fed to the fourth layer, which is an 8 × 8 convolution layer with ReLU and an 8 × 8 max
pooling layer. This output is fed directly to an FC layer with 2176 nodes, which leads to the next hidden
FC layer, with 1088 nodes. Finally, the output is calculated using a softmax layer with 74 nodes, which
is the total number of RPs in our setup. The inner width is 128, and the first three layers have no
dropout, while the fourth layer uses a dropout of 0.5. The learning rate of our CNN model is 0.001, and
the total number of parameters is 233,418. Table 2 summarizes all of the parameter settings. Figure 2
visualizes the activation of each convolutional network layer of our CNN model in a 2-dimensional (2D)
grid. To generate the 2D image, the model is trained with RSSI dataset, and then the highest accuracy
is used to visualize several kinds of features that a convolutional network learns at each layer of the
network. Figure 3a represents an input image to pass through the network to visualize the network
activation, and Figure 3b shows images of output that activates the neurons of the convolutional layers.
The final image is generated at the softmax layer. It is important to note, here we are not using a
deconvolutional layer; therefore, only features that a convolutional network learns at the following
layers of the network is shown in the pictures.
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Figure 2. Proposed convolutional neural network (CNN) architecture for the indoor Wi-Fi positioning
system in this study.

Table 2. Hyperparameter description of CNN applications.

Description Our CNN Models AlexNet ResNet ZFNet Inception v3 MobileNet v2

Input Size 16 × 16 (144, 144, 3) (144, 144, 3) (144, 144, 3) (144, 144, 3) (144, 144, 3)
Number of Convolutional Layers 4 5 49 5 99 17

Filter Size 3 11, 5, 3 3 7, 5, 3 5, 3, 1 1 × 1, 3 × 3
Number of Feature Maps 32, 64 96–256 64–512 96–384 32–448 32–1280

Pooling Size 2 3 2 3 2 NA
Learning Rate 0.001 0.0001 0.0001 0.0001 0.001 0.001

Batch Size 1000 64 32 64 64 64
Stride 1 4 1 2 1 1

Number of FC Layers 2 3 1 3 1 1
Total Weights 0.23 million 60 million 25.6 million 60 million 23.9 million 3.47 million

Figure 3. Images for our CNN model. (a) Input image. (b) Output image with different convolutional layers.
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3.3.2. AlexNet

Benefitting from large datasets and parallel computing technology, AlexNet first achieved success
on object classification tasks in 2012 [41], which substantially changed the field of DL in the computer
vision community. As shown in Figure 4, AlexNet consists of five convolutional layers followed by two
FC layers. The sizes of the convolution filters at the first and second convolutional layers are 11 × 11
and 5 × 5, respectively, but the size of the convolution filters at subsequent layers is 3 × 3. Figure 5
visualizes the activation of the 1st, 2nd, 4th, and 5th convolutional network layers for AlaxNet in a
2D grid.

Figure 4. The architecture of AlexNet [38].

Figure 5. Images for AlaxNet. (a) Input image. (b) Output image with different convolutional layers.
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3.3.3. ResNet

Residual neural networks (ResNets) were introduced in [42]. As shown in Figure 6, their basic
building blocks are sequences of convolutions bypassed by skip connections, causing the model to
learn residual values in the convolutional layers. The ResNet-50 model, introduced in [40], consists
of 16 bottleneck blocks. The overall model contains 50 layers with trainable parameters, including a
convolutional layer after the input layer and an FC output layer. Figure 7 visualizes the activation of
the 1st, 2nd, 4th, and 5th convolutional network layers for ResNet in a 2D grid.

Figure 6. The architecture of ResNet [41].

Figure 7. Images for ResNet. (a) Input image. (b) Output image with different convolutional layer.
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3.3.4. ZFNet

ZFNet was introduced in 2013, as [43] is a modified version of AlexNet with better accuracy. One
major difference in the approaches is that ZFNet only uses 7 × 7 sized filters, compared to AlexNet’s
11 × 11 filters. The rationale is that larger filters entails loss of a lot of pixel information, which can be
fixed by having smaller filter sizes in the earlier convolutional layers. As depth increases, the number of
filters increases. ZFNet network also uses ReLUs for activation and was trained using batch stochastic
gradient descent (Figure 8). Figure 9 visualizes the activation of the 1st, 2nd, 4th, and 5th convolutional
network layers for ZFNet in a 2D grid.

Figure 8. The architecture of ZFNet [43].

Figure 9. Images for ZFNet. (a) Input image. (b) Output image with different convolutional layer.
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3.3.5. Inception v3

Another method to obtain higher classification accuracy is to widen the networks. Introduced in
2016, Inception v3 [44] is the combination of many ideas developed by several researchers. As shown
in Figure 10, three modules are used to construct Inception v3. For inception module A in Figure 10a,
two 3 × 3 convolutions replace a 5 × 5 convolution in the original inception module. For inception
module B in Figure 10b, an n × 1 convolution followed by a 1 × n convolution replaces a 3 × 3
convolution (n = 3 in this paper). Inception module C increases the model width by dividing a 3 × 3
convolution into two 1 × 3 and 3 × 1 convolutions, shown in Figure 10c. With these inception modules,
the number of parameters is reduced for the whole network to prevent overfitting. In Figure 11, a
grid size reduction block is used to replace max pooling to increase network efficiency. Auxiliary
classifiers were already suggested in a previous model of inception (i.e., Inception v1). There are some
modifications in Inception-v3 (i.e., only one auxiliary classifier is used on the top of the last 17 × 17
layer, instead of using two auxiliary classifiers). Even though Inception v3 is deeper and wider than
VGGNets, the computational cost and memory consumption of Inception v3 are much smaller than
those of VGGNets. Figure 12 visualizes the activation of the 25th, 35th, 59th and 83rd convolutional
network layers for Inception v3 in a 2D grid.

Figure 10. The architecture of inception module. (a) Inception module A, (b) Inception module B and
(c) Inception module C.
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Figure 11. The complete architecture of Inception v3 [38].

Figure 12. Images for Inception v3. (a) Input image. (b) Output image with different convolutional layer.

3.3.6. MobileNet v2

MobileNet v2 [45] uses a depthwise convolution layer in Figure 13. In the depthwise convolution
layer, the number of input channels is equal to the number of filter channels. Using this layer keeps the
total number of parameters at a minimum. The 1 × 1 convolution layer is the new layer introduced
in the MobileNet v2 model, the purpose of which is to expand the number of channels in the data
before it goes into the depthwise convolution. How much the data gets expanded is represented by the
expansion factor, which is assumed to be ‘6’ in our work. The depthwise convolution layer is followed
by a 1 × 1 convolution layer, named the pointwise/projection convolution layer. The projection layer
projects the data with a high number of channels into output with a much lower number. The residual
connection works like ResNet in helping MobileNet v2 to add the gradients. ReLU6 is used to prevent
activations from happening too often. Figure 14 visualizes the activation of the 1st, 4th, 10th and 14th
convolutional network layers for Inception v3 in a 2D grid.
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Figure 13. The architecture of MobileNet v2 [38].

Figure 14. Image outputs for MobileNet v2. (a) Input Image. (b) Output image with different
convolution layers.

4. Experiments and Results

4.1. Dataset and Experimental Setup

While the dataset collected during measurement was in a text format, the DL code was designed
for a comma-separated values (CSV) input file. Given this, for training and testing, we converted the
text files into a CSV file. These CSV files contained 257 columns and 74 RPs in the 257th column as
labels. Data conversion was done using Python. The input for the file converter code (designed in
Python) was folders containing text files.

To assess the validity of our approach, we created several datasets over four weeks. These were
then used to assess which CNN layer is best to transfer knowledge from classification to indoor
positioning as well as identifying the optimal classification algorithm. Results show that a relatively
simple classification model fits the data well, producing ~95% generalization over a one-week period
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in the lab-based simulations with Scheme 1. The long-term introduction of new APs and drift in the
existing APs need to be trained and learned.

To generate the dataset, the data is gathered over 7 days in four directions at the 74 RPs. It is
then divided into four (Set 1: 7 days of data; Set 2: 5 days of data; Set 3: 3 days of data; and Set 4: 2
days of data), each then subdivided into separate cases based on the ratio of reference to trial data.
For example, Set 1 (7 days of data) is divided into the three cases (6–1, 5–2 and 4–3). Datasets and
cases are summarized in Table 3. The dataset with 7 days of data has the maximum number of input
files; accordingly, it has better overall test accuracy than the other sets as shown in [11]. Therefore, Set
1/Case 1, which has six days of data for training and 1 day for testing, is used as the training and test
dataset in our work.

Table 3. Datasets and cases [11].

DATASET
Case 1 Case 2 Case 3

Reference -Test

Set 1: 7 Days 6–1 5–2 4–3
Set 2: 5 Days 4–1 3–2 -
Set 3: 3 Days 2–1 - -
Set 4: 2 Days 1–1 - -

RSSI fingerprint data collection and the final experiment were both performed on the 7th floor of
the new engineering building at Dongguk University, Seoul, South Korea, shown in Figure 15.

Figure 15. Indoor environment (radio map) for data collection divided into 74 reference points (2 m ×
2 m each).
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4.2. Hyperparameter Settings

We trained the data on a network with different convolutional layers to find the best architecture.
In each architecture, we adjusted the filter size, number of feature maps, pooling size, learning rate
and batch size in the hyperparameter tuning process to retain the best configuration. We chose the
best architecture with the best parameter setting as the final configuration. Table 4 shows the list of
hyperparameters and their candidate values. The values in bold reflects the best hyperparameter
setting for our CNN model.

Table 4. Hyperparameter setting for Our CNN Model.

Hyperparmeters Values Epoch Time (minute) Loss Training Accuracy (%) Test Accuracy (%)

Number of
convolutional layers

3 0.13 1.20 45.55 91.32
4 0.12 0.70 76.12 94.45
5 0.13 0.90 55.74 93.88
6 0.13 1.10 56.48 93.70
7 0.15 1.00 53.18 92.92

Filter Size

2 0.13 1.20 56.26 90.19
3 0.12 0.60 77.32 94.44
4 0.22 0.50 80.78 93.44
7 0.28 0.20 93.49 93.37

11 0.42 0.10 97.20 93.44

Number of Feature
Maps

32 0.10 0.80 65.12 93.23
64 0.13 0.70 75.42 94.40

128 0.14 0.30 86.52 91.64
256 0.18 0.50 99.28 89.66

Pooling Size

1 0.13 0.70 73.67 93.78
2 0.13 0.70 73.89 94.42
3 0.15 0.70 73.37 93.23
4 0.15 0.70 74.07 92.56

Learning Rate

0.0001 0.13 0.80 67.37 93.30
0.001 0.12 0.70 76.33 94.43
0.005 0.13 0.60 77.08 93.03
0.01 0.13 0.70 74.47 92.76

Batch Size

250 0.03 1.10 57.83 93.23
500 0.03 1.20 52.91 91.95
1000 0.02 0.60 77.68 94.18
2000 0.02 1.40 44.32 90.32

To analyse the effect of the number of layers, the CNN-based classifier was applied with different
numbers of layers. The network with four convolutional layers outperformed others in all activities.
The reason lies in the fact that networks with fewer than four convolutional layers are not complex
enough to extract the appropriate features for activity recognition, whereas networks with four
convolutional layers tend to cause over-fitting due to the structure complexity. Four convolutional
layers are just enough to obtain good performance. The three-convolutional-layer network gives an
accuracy of 91.32; however, the loss is higher compared to other layer networks. The loss in the setting
signifies how well the CNN classifier learns from the training images to predict the test image correctly
for each reference point. Therefore, lower losses are ideal for the CNN classifier. The test accuracy
indicates how many test images are identified correctly by their own reference points or by a margin
of 1 or 2 reference points. A higher test accuracy is desirable in accuracy of positioning case, since it
reflects least error between training and testing environments. The epoch number is set to 20 due to
the fact that the size of the dataset is few megabytes; therefore, with minimum epoch value model
acquires high test accuracy. After 20–30 epochs, the model starts to overfit the result, and thus the total
test accuracy start decreasing.

A seven-layer model has a test accuracy of 92.92% with loss 1.10 greater than a four-layer model.
To determine the most appropriate filter size, the classifier was applied with different filter sizes
(the number of convolutional layers was set to four). When the filter size was larger than three,
the performance decreased with the increase of the filter size. The problem of overfitting occurs as filter
size increases to seven and eleven. Therefore, the filter size was set to three. The best performance
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for each activity was achieved when the feature map was set to 64. The classification achieved the
best performance when the pooling size was set to two. After this point, the performance decreased
with the increase of the pooling size. Therefore, the pooling size was set to two. Table 4 shows that
when the learning rate is less than 0.001, the algorithm achieves a steady and reliable performance,
whereas a learning rate larger than 0.01 shows unstable results. The reason for the poor performance
with a large learning rate is that the variables update too quickly to change to the proper gradient
descent direction in a timely manner. However, a small learning rate with good performance is also
not the best choice, because it results in a slow update of variables and leads to a slow training process.
Therefore, the learning rate was set to 0.001. The activity increased as the batch size increased from 250
to 1000 and decreased as the batch size changed from 1000 to 2000. Therefore, the batch size was set to
1000. As shown in Table 4, the value in bold is the best setting of each hyperparameter.

All CNN applications require a different hyperparameter setting best suited for each application
model. To determine the best parameter setting for our RSSI-based indoor localization problem, the CNN
applications were performed by changing the learning rate and batch size. In Table 5, the value in bold
is the best hyperparameter setting of each CNN application for RSSI-based positioning. The remaining
hyperparameters of each application remained the same as their inbuilt by-default values.

Table 5. Hyperparameter setting for CNN applications.

Applications Hyperparmeters Values Epoch Time (minute) Loss Training Accuracy (%) Test Accuracy (%)

AlexNet

Learning Rate

0.0001 1.30 79.85 70.52 91.56
0.001 1.34 31.74 87.22 88.14
0.005 1.34 429.82 1.64 6.75
0.01 1.34 429.89 1.63 6.53

Batch Size

32 1.61 45.80 82.99 90.49
64 1.41 63.25 90.00 91.98

128 1.33 65.28 75.62 91.90
256 1.30 79.85 70.52 91.56

ResNet

Learning Rate

0.0001 9.58 212.98 85.10 89.90
0.001 9.11 7437.61 2.97 14.20
0.005 9.12 12602.22 1.44 6.79
0.01 9.10 3063.91 3.80 12.36

Batch Size
32 10.34 257.93 84.33 89.74
64 9.15 443.44 55.19 84.78

128 9.56 363.75 71.00 85.44

ZFNet

Learning Rate

0.0001 3.51 46.76 82.90 91.71
0.001 9.11 7437.61 2.97 14.20
0.005 3.45 429.91 1.68 15.46
0.01 3.45 429.96 1.51 16.91

Batch Size

32 3.61 38.24 86.14 90.82
64 3.51 46.70 82.95 91.72

128 3.46 55.30 79.75 91.48
256 3.42 24.91 90.95 90.23

Inception v3 Batch Size

32 28.32 2.64 99.17 88.65
64 19.98 15.40 94.45 87.09

128 16.48 1.04 99.71 88.07
256 14.58 1.55 99.50 87.66

MobileNet v2 Batch Size
32 4.88 15.57 83.03 83.63
64 4.13 13.26 95.53 88.54

128 3.75 40.89 26.21 59.02

The learning rate varied at 0.01, 0.001, 0.005 and 0.0001 with batch size 32, 64, 128 and 256,
respectively. Once the CNN application achieves improved performance with a specific learning rate,
then the batch size is altered for that learning rate. Hence, both parameters were set for each CNN
application. For initial learning rate, the batch size is set to 32.

First, AlexNet performance is checked with the abovementioned learning rates. For learning
rates 0.01 and 0.005, the loss values start with ~429 and remain the same after 20 epochs. At 0.0001,
the initial loss value is 99.23 and test accuracy is highest, with 91.56% and loss value 79.85% after
5 epochs. At this learning rate, the batch size is varied, and batch size 64 achieved the highest test
accuracy of 91.98%, for AlexNet. The optimum learning rate for ResNet is 0.0001 with initial loss
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value of 776.24, and after eight epochs the loss value is 212.98 with test accuracy 91.98%. At 0.005,
the loss value reaches the highest at 12602.22, and test accuracy reduces to 6.79. At 0.0001 learning rate,
batch size was tested for ResNet; batch size 32 produces the highest test accuracy of 89.74%, while
batch size 256 produces ‘resource exhaust error’, which means the machine ran out of memory for
allocating to the tensor. ZFNet gives the highest accuracy at 0.0001 learning rate, with a test accuracy
of 91.71% and loss 46.76 after 5 epochs. The best-suited batch size for ZFNet is 64, with a test accuracy
of 91.72%. In Inception v3 and MobileNet v2 the learning rate remained at 0.001. The total number of
convolution layers in Inception v3 is 99, while in MobileNet v2 it is 56 (including the inverted residual
blocks). Therefore, changing the learning rate exhausts the memory of the machine. The batch size for
Inception v3 is 64 with a test accuracy of 87.09% at the 5th epoch, because the remaining batch size has
overfitting results. For MobileNet v2, batch size 64 produces the highest test accuracy, with 88.54% and
loss of 13.26 at the 3rd epoch. The initial loss value for MobileNet is 24.36.

4.3. Comparison with Other CNN Classification Methods

In this section, a detailed analysis of RSSI-based dataset localization performance is presented.
To evaluate the performance of the prevailing CNNs, we investigated four aspects: validation accuracy,
test accuracy, loss and time for each epoch. The accuracy curves for different CNN applications are
shown in Figures 16–21. As presented in Figure 17, the features extracted from AlexNet are similar
to the observation for the RSSI dataset. In Figure 17, the loss for AlexNet is shown for both schemes.
The initial loss and accuracy values were 110.29 and 89.42%, respectively, for Scheme 1 and 15.46 and
92.19%, respectively, for Scheme 2. AlexNet achieved a maximum accuracy of 91.12% for Scheme 1
and 91.19% for Scheme 2. This means that the network is well-suited as an RSSI-type fingerprinting
dataset. The minimum loss values after 20 epochs were 2.37 and 0.66 for Schemes 1 and 2, respectively.
As presented in Figure 18, ResNet showed a maximum accuracy of 88.57% for Scheme 1 and 93.00% for
Scheme 2. However, the losses after 20 epochs were 246.70 and 50.1 for Schemes 1 and 2, respectively.
The accuracy further decreased even after the decrease of loss values. Therefore, the highest value
reported for the ResNet model was the optimum value for RSSI-type datasets. The initial accuracy
values for ResNet for Schemes 1 and 2 were 69.74% and 76.49%, respectively, and the losses were 596.81
and 427.04, respectively. As shown in Figure 19, due to its simple architecture similar to AlexNet,
ZFNet performed well for the RSSI dataset. Both training and testing showed accuracy values above
90%. The initial and highest accuracy values for ZFNet for Schemes 1 and 2 were 90.84% and 92.05%,
respectively, with losses of 99.05 and 13.52, respectively. The accuracies after 20 epochs were 86.29%
and 87.71%, with a loss of 1.76 and 0.48, respectively. Inception v3 was the lengthiest network to be
trained and tested for the RSSI data type. As shown in Figure 20, surprisingly, the highest accuracies
achieved for this network for Schemes 1 and 2 were 87.16% and 89.20%, respectively. The loss values
were 0.04 for Scheme 1 and 0.063 for Scheme 2. The initial loss values were 1.68 and 1.3 with accuracies
of 79.35% and 89.02%, respectively. The final loss and accuracy values for Inception v3 after 20 epochs
were 0.04 and 86.48%, respectively, for Scheme 1 and 0.05 and 87.77%, respectively, for Scheme 2.
Figure 21 shows loss and accuracy for MobileNet v2. MobileNet v2 achieved the highest accuracy of
88.52%, for Scheme 2 and 78.33% for Scheme 1, which showed the lowest accuracy among the CNN
applications. The initial and final loss values for MobileNet v2 were 19.95 and 0.6, respectively, for
Scheme 1 and 94.45 and 0.25, respectively, for Scheme 2.
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Figure 16. Our CNN model (a) loss curves and (b) accuracy curves.

Figure 17. AlexNet (a) Loss curves (b) Accuracy curves.

Figure 18. ResNet (a) loss curves and (b) accuracy curves.
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Figure 19. ZFNet (a) Loss curves (b) Accuracy curves.

Figure 20. Inception v3 (a) loss curves and (b) accuracy curves.
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Figure 21. MobileNet v2 (a) loss curves and (b) accuracy curves.

A performance comparison of a CNN application on the basis of four aspects was performed
for the above models. As shown in Table 6, our CNN model outperformed other applications in
comparisons of epoch time, loss, validation and test accuracy.

Table 6. The performance of CNN application models trained on RSSI datasets and the assessment of
four aspects.

Applications
Epoch Time (minute) Loss Training Accuracy Test Accuracy

Scheme 1 Scheme 2 Scheme 1 Scheme 2 Scheme 1 Scheme 2 Scheme 1 Scheme 2

Our CNN Model 0.03 0.13 0.7 0.4 69.87 86.99 94.45 94.11
AlexNet 1.41 6.78 63.27 15.46 87.28 94.61 91.12 92.19
ResNet 9.49 44.39 246.70 56.54 81.88 96.44 88.57 93.00
ZFNet 3.54 16.47 99.05 13.52 62.56 95.18 90.83 92.05

Inception v3 4.17 20.38 0.07 0.23 97.68 91.52 87.64 89.20
MobileNet v2 4.15 20.32 11.88 0.11 98.09 99.67 78.33 88.52

The highest test accuracy achieved by our CNN model was 94.45% for the loss value of 0.7 with
Scheme 1. Scheme 2 performed similarly, with a test accuracy of 94.11 and loss of 0.4. The epoch time
was ~2 seconds for Scheme 1 and ~8 seconds for Scheme 2. The training accuracies were 69.87% and
86.99% for Schemes 1 and 2, respectively.

The second highest test accuracy was achieved by ResNet, with 93.00% for Scheme 2. The training
accuracy was 96.44%. However, the epoch time was as high as 44.39 min while the loss was 56.54 for
Scheme 2. For Scheme 1, the training accuracy was 81.88% and the test accuracy was 88.57%.

AlexNet performed best in terms of epoch time, with 1.41 and 6.78 min for Schemes 1 and 2,
respectively, and test accuracies of 91.12% and 92.19%, respectively. The test accuracies for ZFNet were
90.83% and 92.05%, and the epoch times were 3.54 and 16.47 min for Schemes 1 and 2, respectively. The
lowest test accuracy was exhibited by Inception v3, with 87.64% for Scheme 1 and 89.20% for Scheme 2.
The epoch times for Schemes 1 and 2 were 4.17 and 20.38 minutes, and the training accuracies were
97.68% and 91.52%, respectively. MobileNet v2 showed epoch times of 4.15 min and 20.32 min with
test accuracies of 78.33% and 88.52% for Schemes 1 and 2, respectively.

As shown in Table 7, the number of RPs predicted accurately by the applications was called the
zero-margin accuracy. Our CNN model had the highest zero-margin prediction, with 45.43% and
46.54% accuracy for Schemes 1 and 2, respectively. A two-meter difference between the actual and



Electronics 2019, 8, 989 20 of 25

predicted RP was termed the one-margin accuracy. Our CNN model and ZFNet had similar outcomes,
with 52.63% and 52.34% one-margin accuracy, respectively, for Scheme 1 and 51.23% and 51.14%,
respectively, for Scheme 2. A difference of four meters between the predicted and actual outputs was
called the two-margin accuracy. The highest two-margin accuracy was shown by our CNN model,
with 94.45% and 94.11% for Schemes 1 and 2, respectively. The lowest two-margin accuracy was shown
by MobileNet v2, with 78.33% and 88.52% for Schemes 1 and 2, respectively.

Table 7. Accuracy comparison for 0, 1 and 2 margins for CNN application models trained on RSSI datasets.

Accuracy
0 - Margin 1 - Margin 2 - Margin

Scheme 1 Scheme 2 Scheme 1 Scheme 2 Scheme 1 Scheme 2

Our CNN Model 45.43 46.54 52.63 51.23 94.45 94.11
AlexNet 42.05 45.67 51.99 49.01 91.12 92.19
ResNet 39.42 46.81 45.23 46.48 88.57 93.00
ZFNet 41.48 43.54 52.34 51.14 90.84 92.05

Inception v3 40.21 43.26 39.24 38.26 87.64 89.66
MobileNet v2 38.89 42.23 37.42 36.45 78.33 88.52

An indoor localization system is best evaluated on the basis of performance statistics using the
mean value, variations and standard deviation. The mean is the total number of errors in meter units
for indoor localization and is best if closest to zero. As shown in Table 8, our CNN model achieved
mean errors as low as 1.44 m and 1.48 m for Schemes 1 and 2, respectively, with standard deviations of
2.12 m and 2.35 m, respectively. AlexNet performed the best among the other CNN applications, with
means of 1.80 and 1.67 m and standard deviations of 2.42 and 2.55 m for Schemes 1 and 2, respectively.
Inception v3 showed mean errors of 4.39 and 4.23 m, standard deviations of 8.19 and 7.57 m and
variations of 67.06 and 57.34 m for Schemes 1 and 2, respectively. The highest mean error is shown by
MobileNet v2, with 4.39 m and 4.23 m and standard deviations 8.19 m and 7.57 m for Schemes 1 and
2, respectively.

We also evaluated the effectiveness of indoor positioning (i.e., positioning accuracy), defined as
the cumulative percentage of location error within a specified distance (Figure 22). Our CNN model
outperformed the other CNN applications over the entire range of the graph. Our CNN model with
Schemes 1 and 2 did not differ greatly by positioning accuracy, such as in cases with error distance <5 m.
Both schemes had probability values above 94% within <5 m error distance. However, for cumulative
distribution functions over 94%, the positioning accuracy of Scheme 1 fell behind that of Scheme 2.
Under 94%, the error distance for our CNN model was approximately 1.44 m, and Scheme 1 is ~0.03 m
more accurate than Scheme 2. The gap between the two schemes increased gradually, and the error
distance eventually rose to nearly 38 m. AlexNet and ZFNet achieved a probability of 91% within a
5-m error distance. Both had an error distance of 1.8 meters from the beginning and end of the graph
with Scheme 1. ResNet lagged behind, with an error distance of 2.44 m and an accuracy of 88.57%.
The gap eventually increased, and the error distance rose to 18 m for AlexNet, 26 m for ZFNet and 58
m for ResNet, which is the maximum value. Inception v3 had a maximum error distance of 4.13 m and
87.64% position accuracy within 5 m. The error distance for Inception v3 eventually increased to 54 m.
With Scheme 2, the distance errors for AlexNet, ResNet and ZFNet became 1.7 m with ~92% accuracy
for cumulative distribution functions. Therefore, the graphs for these models overlapped. The error
distance eventually increased after 5 m. The error distance for AlexNet increased to 38 m, while that
for ZFNet increased to 32 m. ResNet outperformed both models, with an error distance of up to 48 m.
Inception v3 had an error distance of 4.10 m with an accuracy of 89.66%. After 5 m, the error distance
for Inception v3 with Scheme 2 increased to 48 m. MobileNet v2 showed an error distance of 4.39 m
with an accuracy of 78.38% for Scheme 1 and 4.23 m with 88.52% for Scheme 2.
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Table 8. The performance statistics of CNN application models trained on RSSI datasets.

Applications
Mean (m) Variation (m) Standard Deviation (m)

Scheme 1 Scheme 2 Scheme 1 Scheme 2 Scheme 1 Scheme 2

Our CNN Model 1.44 1.48 4.44 5.54 2.12 2.35
AlexNet 1.80 1.67 5.86 6.52 2.42 2.55
ResNet 2.44 1.76 25.41 10.70 5.04 3.27
ZFNet 1.84 1.72 6.28 5.94 2.51 2.43

Inception v3 4.13 4.10 49.09 51.67 7.01 7.19
MobileNet v2 4.39 4.23 67.06 57.34 8.19 7.57

Figure 22. Cumulative distribution function (CDF) curves comparing position accuracy for CNN
applications with our CNN model. (a) CDF for Scheme 1. (b) CDF for Scheme 2.

Figure 23 presents the average test accuracy with two lab test simulation results. Scheme 2
performed better with all CNN applications. The localization techniques proposed with our CNN
model provide higher accuracy overall (i.e., a smaller error). We observed that CNN can fully exploit
the additional measurements, making it a promising technique for environments with a high density
of APs. In addition to the improved performance, our CNN model provides a fingerprinting approach
that requires a less laborious offline calibration phase.
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Figure 23. Average test accuracy.

5. Conclusions

This paper presents a novel approach to indoor localization that is proven sufficiently efficient to
achieve a low error distance with high test accuracy. In this study, we developed a CNN model for a DL
scheme for Wi-Fi-based localization. In the offline stage of DL, a four-layer CNN structure is trained
to extract features from fluctuating Wi-Fi signals and to build fingerprints. In the online positioning
stage, the proposed CNN-based localizer estimates the position of the target. Our CNN model was
compared with five CNN applications: AlexNet, ResNet, ZFNet, Inception v3 and MobileNet v2. Each
application achieved a maximum simulation success rate of ~90%, while our CNN model achieved a
success rate of 94%. This indicates that the proposed CNN model can better handle the instability and
variability of RSSIs for Wi-Fi signals in complex indoor environments. This means it is more powerful
in classification tasks in fingerprint indoor positioning. Future research will expand our CNN model
and CNN applications for testing under real-time environments to work seamlessly through indoor
positioning systems and compare the output of each model. We can then identify the best-performing
CNN model for indoor positioning systems.
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