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Abstract: Arc faults are one of the important causes of electric fires. In order to solve the
problem of randomness, diversity, the concealment of series arc faults and to improve the detection
accuracy, a novel arc fault detection method integrated random forest (RF), improved multi-scale
permutation entropy (IMPE) and wavelet packet transform (WPT) are designed. Firstly, singular
value decomposition (SVD) was applied to filter the current signal and then the high-dimensional
fault features were constructed by extracting IMPE, the wavelet packet energy and the wavelet
packet energy-entropy. Afterward, the high-dimensional fault features were employed to train the
RF to realize the arc fault detection of different load types and the experimental results verify the
effectiveness of the arc fault detection method designed in this paper. Finally, the comparative
experiments demonstrates that the RF shows better performance in arc fault detection compared to
the back-propagation neural network (BPNN) and least squares support vector machines (LSSVM),
and that the experiments of transient events indicate that RF is able to effectively avoid incorrectly
detecting different load types during the start operations and stop operations.

Keywords: arc fault; multi-scale permutation entropy; random forest; wavelet packet transform;
singular value decomposition

1. Introduction

The level of residential electrification has been greatly raised along with the social economic level
growth as well as scientific and technological progress. The increase of household appliances not only
increases the load of electricity, but also increases the potential safety hazards of electrical systems.

The United States fire service [1] reports that there have been about 380,200 residential building
fires in the United States during 2013 and 2015. These fires caused a total of 2695 deaths, about
12,000 people were injured, the economic losses amounted to $700 million and it caused great harm
to society. Electrical fires account for 30.4% of the total number of residential building fires and 46%
of extraordinarily serious residential building fires [2], which are one of the most frequent types of
residential building fires. Electrical fires are caused by the chemical reaction between the ignition
source (hot spot, arc, spark), oxidizer (oxygen) and combustible (close to the fire source in the line).
Through the research of residential building fires data, it was found that the causes of electrical fire
accidents [1] are usually arcs, electric leakages, over-currents and overheating of electrical equipment.
Circuit breakers in the circuit are able to realize the protection of over-currents, electric leakages and
other electrical faults, but lack of the ability to effectively realize the detection of arc faults. The fires
caused by arc faults account for 82% [3] of electric fires, posing a great threat to the safety of the people’s
lives and property.
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Arcs are luminous electrical discharge between electrodes, which are able to generate a huge
amount of heat. The temperature of the arc column is capable of reaching 20,000 K [4] and nearby
combustible material can be easily ignited. There are three types of arc faults [5]: ground arc faults,
series arc faults and parallel arc faults. The effective value of current is higher than that under normal
operations when parallel arc faults and grounding arc faults occur in the circuit. These cases are
equivalent to short circuit faults and the breaker is competent in protecting the circuit in time. However,
the effective current value in the line is less than that during normal operations when arc faults occur,
which are hard to identify [6,7]. Therefore, how to effectively identify series arc faults in the line is an
urgent problem needing to be solved, which is of vital practical significance.

There has been much research on arc fault detection methods at present. Some researchers have
studied the mathematical modeling of arcs by collecting experimental data [8–10] and thus obtained
the parameters of the arc model. However, the research on arc fault models has merely stayed in the
simulation stage. There will be strong light and a high temperature, electromagnetic radiation, noise
and other physical phenomena when an arc fault occurs, therefore, researchers are able to identify arc
faults by detecting the occurrence of these physical phenomena [11–13]. Based on the features extracted
from the electromagnetic radiation signal, least squares [14] and extreme learning machine [15] are
used to identify arc faults by collecting the voltage signals in the circuit. However, the arc faults are
very random and their locations are uncertain. It is difficult to apply the detection methods which are
based on sound, light, heat, voltage and electromagnetic signals in the actual environment because the
sensors are placed in fixed positions.

In order to solve the problems of fault detection in terms of location and isolation on the
transmission lines, a lot of research has been conducted. A fault location method that uses the
faulted negative-sequence voltage and locates the faulted sections [16] was proposed by applying the
relationship between the fault distance and the clustered measurement groups. For a load change
that would not lead to a 180◦ phase angle change, the current-only method [17] was able to detect the
overcurrent fault without requiring the measurement of voltage. The EnKF-based approach [18] is able
to accurately locate the short-circuit faults on transmission lines by ignoring the foreknowledge of
either the fault type and an approximate guess of the fault location. Arc faults are very random and
intermittent when compared to short-circuit faults and high-impedance faults, therefore, it is unsuitable
to apply the methods for fault detection and the detection of their location in the transmission line
mentioned above in the detection of arc faults.

Nowadays, the fault detection method of series arcs based on the line current signal is getting a lot
of attention. Lu [19] took the root mean square of the current signal as the fault feature. This method is
simple and shows good performance in real-time, but determining the threshold of different loads
is difficult. The harmonic power and the peak-to-peak value of the current are extracted under the
conditions of linear loads and nonlinear loads, and the Mahalanobis distance method was employed
as a classifier to realize the discrimination of AC arc faults [20]. Based on the multi-resolution feature
of wavelet decomposition, Zhang [21] analyzed the components of the current signal at different
frequency bands by wavelet transform (WT) and the wavelet energy was extracted as the fault feature.
Chirp zeta transform (CZT) [22] and WT [23] were utilized to analyze the spectrum of the current
signal and extract the time-frequency domain characteristics for arc fault detection. However, the
microwave oven, computer and other nonlinear loads will produce a wealth of harmonic components
under normal operation and this method is prone to misjudgment if only a time-frequency component
is used as the fault characteristic. By obtaining the wavelet coefficient sequence, the characteristic
matrix based on singular value decomposition is defined and used as the basis of series arcing fault
detection [24]. The different load types are of different characteristics, therefore, the threshold is
hard to determine. The image processing method is another way to realize the detection of arc
faults and the gray level-gradient co-occurrence matrix was proposed to extract the features [25].
However, the process of constructing the gray image is able to be undertaken with the loss of detailed
information about the current. Sparse representation is able to directly reduce the dimension of the
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original signal to construct the high-dimensional feature [26] and a neural network is applied to realize
the arc fault detection. However, the overlapping points of the features in the feature space make
the features unable to effectively represent the characteristics of the arc faults under different load
types. The two-dimensional identification features are constructed by extracting the flat shoulder
phenomenon and the information dimension of the current signal [27] but non-linear loads also have
flat shoulder phenomena, which are likely to cause misjudgments. Based on the fault features extracted
from the current signals, some researchers have applied machine learning methods such as support
vector machine (SVM) [28], LSSVM [29], BPNN [30] and the Kalman filter (KF) [31] to detect arc faults.
However, SVM, LSSVM and KF are binary-classifiers and several classifiers need to be trained at the
same time when handling multiple classification problems. The BPNN is prone to over-fitting and
falling into the local extremum.

Permutation entropy (PE), a method to detect the random fluctuation and dynamic change of
time series [32], has been successfully applied in areas such as mechanical fault diagnosis [33,34],
biomedicine [35,36] and so on. PE is able to measure the complexity of the signal effectively, has
excellent anti-noise ability, and is capable of detecting non-linear and non-stationary signals as well.
The randomness and complexity of the current signals are enhanced when series arc faults occur in the
circuit so that the permutation entropy can be utilized to measure the current change when a series arc
fault occurs. The calculation of permutation entropy is based on the single scale time series similar to
the traditional parameter extraction method. Costa [37] proposed the method of multi-scale analysis to
measure the complexity and randomness of the time series at different time scales so that the important
information of the current signal at different time scales can be extracted by using the multi-scale
analysis method to calculate the entropy of permutation. However, the multi-scale analysis is the
procedure of averaging the original time series within a τ-length window and then downsampling
it by a scale factor of τ, which will result in an unstable measurement of the permutation entropy.
Azami [38] proposes an improved multi-scale permutation entropy (IMPE) to avoid this problem. Due
to the excellent performance of IMPE in extracting the intrinsic features of the signal, this paper utilizes
IMPE to be a part of the features for the detection of serial AC arc faults.

WPT [39] is an improved form of wavelet transform (WT) which is able to decompose the
signals into a high-frequency part and low-frequency part at the same time and it is a more detailed
decomposition method compared to WT. When the signal state changes, the proportion of the signals
at each wavelet packet layer in terms of the total energy will change [40]. Compared with normal
operations, the energy distribution of signals in different frequency bands will change when series arc
faults occur. The energy-entropy of the wavelet packet is suitable for measuring the homogeneity of
the energy distribution of multi-layer current signals decomposed by wavelet packet transforms. It is
applicable to measure the state change of the current signal state by the energy-entropy of the wavelet
packet when series arc faults occur. Therefore, in this paper, wavelet packet energy-entropy is used as
one of the fault characteristics to detect serial arc faults.

Random forest (RF) [41] is an effective machine learning method, which can be applied to solve the
problem of classification and regression. Random forest is an ensemble learning model based on the
decision tree model, which combines Bagging and random subspace theory. RF is robust and is adept
in processing high-dimensional features, and it has been widely used in fields such as machinery [42]
power electronics [43], image processing [44] and the biological field [45]. There are no reports on the
application of RF in series AC arc fault detection. In this paper, the method based on RF for series AC
arc fault detection is proposed.

In order to improve the detection efficiency of the series arc fault detection method for different
working states of different load types, this paper proposes a novel arc fault detection method by
taking advantage of IMPE, WPT, singular value decomposition (SVD) and RF. The experimental results
indicate that the working state of different loads of the test set can be accurately detected based on
the method proposed by this paper and that the comparison experiment results demonstrate that the
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method proposed by this paper has a better performance than the prior methods. This method is also
able to avoid incorrect detection in transient event experiments.

The rest of this paper is organized as follows. In Section 2, we introduce the experimental
platform and collect the experimental data. Section 3 utilizes the IMPE, WPT and SVD to acquire
high-dimensional fault features. In Section 4, the designed RF model is applied to identify the work
states of the different load types, the comparison with prior methods is given, and the reliability of RF
is further verified by the transient event experiments. Section 5 presents the conclusions.

2. Experimental Platform and Data Acquisition

2.1. Experimental Platform

In order to carry out research on arc fault detection methods, our research group established
the arc fault experimental platform by referring to the UL1699 standard, as shown in Figure 1. In
this study, the arc generation is of the rod-type. The anode rod made of carbon is held stationary
while the cathode rod made of copper is moved apart by a step motor. The two electrodes of the arc
generator are closed at the beginning of the experiment. At the same time, the arc generator, power
supply and load constitute a series circuit. The parameters of AC power supply are 220V/50 Hz and
the data-acquisition board card collects the current data from the circuit through a current sensor at a
sampling frequency of 100 KHz. Then the rods of the arc generator are slowly separated at a certain
speed by computer software (Labview). There is an arc phenomenon when the two electrodes are
separated to a certain extent.
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Figure 1. The arc fault experimental platform: (a) schematic; (b) actual platform. 

2.2. Experimental Data 

Figure 1. The arc fault experimental platform: (a) schematic; (b) actual platform.

2.2. Experimental Data

Seven load types are used in this paper and the operation conditions of different load types are
shown in Table 1. Incandescent lamps and electric ovens are resistive loads. Hairdryers, electric drills
and vacuum cleaners are inductive loads. Induction cookers and notebook computers are non-linear
loads. The current waveform of the seven load types during normal operations and serial arc fault
conditions are shown in Figure 2.
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Table 1. The operation conditions of the different loads.

Load Type Operating Condition

Operating Voltage/V Power/W

Induction cooker 220 2100
Incandescent lamp 220 200

Hairdryer 220 2000
Notebook computer 220 148.3

Electric drill 220 600
Electric oven 220 1200

Vacuum cleaner 220 1200

As seen from Figure 2, the current waveforms of incandescent lamps and electric ovens are
sine waves during normal operations and flat shoulder phenomenon occurs during serial arc fault
conditions. When the induction cooker operates during normal operations, the current fluctuates
slightly near zero during serial arc fault conditions and there are no only flat shoulder phenomenon
nor catastrophe points in the current wave shapes. The current wave shapes of the electric drill and
vacuum cleaner during normal operations is non-sinusoidal and the flat shoulder phenomenon is more
obvious than that of the resistive load during serial arc fault conditions. Besides, there are harmonic
components behind the flat shoulder, the current wave shapes of the notebook computer (nonlinear
load) are obviously flat shoulder phenomena during normal operations, and the harmonic components
of the current are significantly enhanced during the serial arc fault conditions compared to the other
load types. The waveform distortion is more serious as well.

The samples are recorded during the stable arc period. Each sample contains 1000 points and the
record length is 0.01 s. This paper collects 1400 samples from 7 load types. A total of 700 samples are
used as the training set to train the classifiers and another 700 samples are used as the test set to test
the performance of the trained classifiers. A total of 200 samples are recorded under each load type,
half of the samples are collected during normal operations, and the others are collected during serial
arc fault conditions.

3. Feature Extraction

The arc gap will generate a large amount of ionized air when the serial arc faults occur in the
circuit and a mass of harmonic components will be introduced into the current. Therefore, the effect
of the serial arc fault on the circuit is more reflected in the harmonic components of the current. In
this paper, first of all, SVD is utilized to filter the current signal and the harmonic components of the
signal are acquired. Then, IMPE, the wavelet packet energy and the wavelet packet energy-entropy are
extracted to form the 9-dimensional feature vectors and the feature vectors are the input of the RF. The
extraction process is shown in Figure 3.
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3.1. SVD

SVD is an effective signal filtering method [46] which has been successfully applied in image
processing, medicine, machinery and other fields. The principle of SVD is as follow:

For any matrix Hm whose size is p × q, there are orthogonal matrices U and V

Hm = USVT (1)

where, the size of U and VT are p × p and q × q, and S is the diagonal matrix with a size of p × q. The
main diagonal element of S is λi (i = 1, 2, · · · , k), k = min(p,q), λi is the singular value of the matrix
Hm, and λ1 = λ2 = · · · = λk = 0. The following is known from the singular value decomposition
theory and the matrix optimal approximation theorem in the Frobenius norm sense: the low-frequency
components of the signal are reflected by the bigger singular values (generally, the sum of the first
three singular values can account for more than 90% of the sum of the total singular value).

In SVD, the smaller singular values reflect the harmonic components of the signal so that the
high pass filtering can be realized by removing the first n large singular values and by performing
inverse singular value decomposition. For example, when the load type is of the induction cooker,
Figure 4 shows the proportion of different singular values in the sum of the total singular values during
normal operations. The first singular value accounts for 93% of the total singular value and the second
singular value accounts for 6% of the total singular value. However, the remaining singular value
only accounts for 1%. The first 2 singular values are much larger than the last 62 singular values. It
is indicated that the first 2 singular values contain more low-frequency information and the last 62
singular values contain more high-frequency information. This paper sets n to 2 in order to realize the
high pass filtering of the current. The reason that setting n to 2 will be explained latter.Electronics 2019, 8, 396 8 of 26 
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Firstly, the matrix construction method proposed by Reference [47] is applied to convert the
current signal into the matrix before filtering the current signal by SVD. This matrix construction
method is simple and effective, which is without an adjustable parameter. In References [47,48], the
fault features were extracted based on this matrix construction method and the fault detection was
successfully achieved. The validity of this matrix construction method is proved as well. The matrix
construction process is shown in Figure 5. To obtain an M × M size matrix, a signal with a length
M2 needs to be obtained from the raw time series. Let E(i), i = 1, · · · , M2, which represents the value
obtained from the raw time series. A(j, k), j = 1, · · · , M, k = 1, · · · , M, which represents the constructed
matrix A. E would be driven into M segments. The first segments constitute the first row of A and the
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second set of segments constitute the second row of A, and so on. The structure of time series E and
matrix A is as follows

E = {a1, a2, a3, · · · , aMM}, A =


a1 a2 · · · aM

aM+1 aM+2 · · · a2M
...

...
. . .

...
aM(M−1) aM(M−1)+1 · · · aMM

 (2)
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For a current signal, the 64 × 64 matrix A is constructed by using Equation (2). So, the 64 singular
values were acquired by performing SVD on matrix A. After removing the first 2 singular values, the
remaining 62 singular values were used to reconstruct the signal and the high pass filtering process is
completed. Figure 6 shows the waveform of the filtered signal during normal operations and serial
arc faults conditions, and the reconstructed signal mainly contains the harmonic components of the
signal. The comparison between Figures 2 and 6 indicates that the low-frequency components are
removed and high pass filtering is realized when n is set to 2. The features during normal operations
are marked differently from those marked during serial arc fault conditions, which also demonstrate
that setting n to 2 is appropriate. During normal operations, the fluctuation amplitude of the current
waveform is smaller and the random fluctuation is stronger. During serial arc fault conditions, the
local tendency of fluctuation is strengthened (more data segments are monotonous), the waveform has
a large fluctuation amplitude at the zero rest position and the distortion of the waveform is stronger
than that during normal operations.
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3.2. IMPE

3.2.1. PE

The principle of PE is based on the comparison of the adjacent data points. According to the
embedding theorem, the phase space reconstruction of a time series {x(i), I = 1, 2, . . . , N} is carried out
as follows

X(1) = {x(1), x(1 + λ), · · · , x(1 + (m− 1)λ)}
...

X(i) = {x(i), x(i + λ), · · · , x(i + (m− 1)λ)}
...

X(N) = {x(N), x(N + λ), · · · , x(N + (m− 1)λ)}

(3)

where, m is the embedded dimension and λ is the time delay.
Rearrange the m data points of X(i) in ascending order

X(i) = {x(i + ( j1 − 1)λ) ≤
x(i− ( j2 − 1)λ) ≤ · · · ≤ x(i + ( jm − 1)λ)}

(4)

If x(i− ( ji1 − 1)λ) = x(i− ( ji2 − 1)λ), x(i− ( ji1 − 1)λ) ≤ x(i− ( ji2 − 1)λ) can be written in the case
of jk1 < jk2. Therefore, for any X(i), a symbol sequence S(g) can be obtained.

S(g) = { j1, j2, · · · , jm} (5)

where, g = 1, 2, · · · , k, k ≤ m!, S(g) is composed of m elements having an m! arrangement and there are m!

symbol sequences. We calculate the probability of each symbol sequence Pg(g = 1, 2, · · · , k),
k∑

g=1
Pg = 1,

the permutation entropy of time series X(i) can be defined as the Shannon entropy.

H′p(m) = −
k∑

g=1

Pg lnPg (6)

H′p(m) reaches the maximum ln(m!) when Pg = 1/m!, and H′p(m) can be standardized by ln(m!)

Hp(m) = H′p(m)/ ln(m!) (7)

where, the range of Hp is [0,1], and the size of Hp indicates the complexity and randomness of the time
series. The larger Hp is, the more uniform the probability distribution of the permutation pattern of
the symbol sequence is and the stronger the uncertainty of the signal.

3.2.2. IMPE

PE is only able to detect the randomness and dynamic mutation of the time series on a single
scale. The current signal not only contains important information on a single scale, but also contains
important information on other scales because of the high complexity of the current signal under
different load types. Multi-scale entropy (MPE) is able to measure the complexity and randomness of
the time series at different scales. Therefore, multi-scale analysis of the current signal can excavate
deep information on the signal from different time scales.

However, the multi-scale process operation did not make full use of the sample points. For
example, Figure 7a shows the coarse-grained procedure of MPE. When the time scale is 3, the first data
point of the coarse-grained sequence is able to be acquired by taking the average of x1, x2 and x3, but
the sample point x2, x3 and x4 is not applied to calculate the second data point of the coarse-grained
sequence. The second data point of the coarse-grained sequence is calculated directly by using x4, x5
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and x6. The number of data points contained in the coarse-grained sequence will decay exponentially
with the increase of the time scales in the time sequence, which makes the calculation of multi-scale
entropy unstable. To overcome these problems, Azami [38] proposed the IMPE; the principle is
as follows:Electronics 2019, 8, 396 12 of 26 

 

x1 x2 x3 x4 x5 x6 x7 xi Xi+1... ...

x1 x2 x3 x4 x5 x6 x7 ... ...

x1 x2 x3 x4 x5 x6 x7 ... ...

Xi+2 Xi+3 Xi+4

xi Xi+1 Xi+2 Xi+3 Xi+4

xi Xi+1 Xi+2 Xi+3 Xi+4

(a)

(b)

(c)

 

Figure 7. The diagram of the coarse granulation process when τ = 3. (a) The computational 

process of 
)3(

1z . (b) The computational process of 
)3(

2z . (c) The computational process of 
)3(

3z  


=

=
τ

τ

τ
τ

1

)( )(1),(
i

izPExIMPE  (9) 

3.2.3. The Feature Extraction of IMPE 

To calculate the IMPE, firstly, two parameters need to be determined: the embedding dimension 
m and embedding time λ. If the value of m is too small, the reconstructed phase point contains 
inadequate state information and the algorithm cannot reflect the dynamic characteristics of the time 
series. If the value of m is too high, the time series will be homogenized and the algorithm will lose 
the ability to express the subtle changes of the time series [49]. The value of m should be 3–7 [50], 
because this range can reveal the essential characteristics of the time series [51. The value of λ has 
little influence on the calculation of permutation entropy and the phase space points contain the most 
information of the time series when λ = 1 [52,53]. Hence, the value of λ in this paper is 1. The 
calculated result of the change of permutation entropy when m is evaluated from 1 to 9 and λ = 1 is 
shown in Figure 8. In the case of m<3, the permutation entropy cannot detect the dynamic 
characteristics of the current signal. In the case of m>7, the value of the permutation entropy is too 
small, which homogenizes the time series and causes the loss of the ability to measure the dynamics 
and complexity of the time series. Therefore, m is set to 6. 

 

Figure 8. The curve of the calculated value of permutation entropy changing with the 
embedded dimension. 

Table 2. The permutation entropy of different load types during normal operations and 
serial arc fault conditions. 

Figure 7. The diagram of the coarse granulation process when τ = 3. (a) The computational process

of z(3)1 . (b) The computational process of z(3)2 . (c) The computational process of z(3)3 .

Considering the time series {x(i), i = 1, 2, · · · , N}, the coarse granulation process of x(i) was carried
out to obtain the coarse granulation sequence z(τ)i = {y(τ)i,1 , y(τ)i,2 , · · · y(τ)i, j }

y(τ)
i,j =

1
τ

τ−1∑
f=0

x f+i+τ( j−1) j = 1, 2, · · · , [N/τ]; i = 1, 2, · · · , τ (8)

where, [N/τ] expresses the rounding of N/τ, τ is the scale factor, τ = 1, 2, · · · ; it is obvious that the
coarse-grained sequence is the original sequence when τ = 1. When τ > 1, we have a different time
series z(τ)i |(i = 1, 2, · · · , τ), the length of z(τ)i is [N/τ]. Only z(τ)1 is considered in the MPE method,
coarsely grated to a sequence whose length is [N/τ]. Figure 7 shows the coarse granulation process
when τ = 3. The calculation of the permutation entropy of the above multi-scale time series is IMPE.

IMPE(x, τ) =
1
τ

τ∑
i=1

PE(z(τ)i ) (9)

3.2.3. The Feature Extraction of IMPE

To calculate the IMPE, firstly, two parameters need to be determined: the embedding dimension m
and embedding time λ. If the value of m is too small, the reconstructed phase point contains inadequate
state information and the algorithm cannot reflect the dynamic characteristics of the time series. If the
value of m is too high, the time series will be homogenized and the algorithm will lose the ability to
express the subtle changes of the time series [49]. The value of m should be 3–7 [50], because this range
can reveal the essential characteristics of the time series [51]. The value of λ has little influence on the
calculation of permutation entropy and the phase space points contain the most information of the
time series when λ = 1 [52,53]. Hence, the value of λ in this paper is 1. The calculated result of the
change of permutation entropy when m is evaluated from 1 to 9 and λ = 1 is shown in Figure 8. In the
case of m < 3, the permutation entropy cannot detect the dynamic characteristics of the current signal.
In the case of m > 7, the value of the permutation entropy is too small, which homogenizes the time
series and causes the loss of the ability to measure the dynamics and complexity of the time series.
Therefore, m is set to 6.
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Using the group of phase-space parameters above, the 8 scales of the IMPE under different
electrical load types are calculated, as shown in Table 2 and Figure 9. When the scales are between 1
and 3, the IMPE of the induction cooker, incandescent lamp, hairdryer, laptop, electric drill and electric
oven during normal operations is greater than that during the serial arc fault conditions. The reason
for this is that during serial arc fault conditions, the fluctuation amplitude of the signal is larger and the
trend of the current signal in the local region is stronger than that during normal operations. In other
words, there are more data segments which are monotonous during serial arc fault conditions. This
leads to the inhomogeneity of the probability distribution of the permutation pattern of the symbol
sequences in the phase space. Therefore, the value of IMPE during serial arc fault conditions is lower
than that during normal operations. During normal operations, the IMPE of the vacuum cleaner is
lower than that during serial arc fault conditions. The reason for this is that the trend of the current
signal in the local region is weaker during serial arc fault conditions, which leads to the distribution of
the permutation pattern of the symbol sequences being more homogeneous in the phase space. The
energy distribution of the wavelet packet components later also explains the intrinsic reason for the
distribution of IMPE under different operation conditions and different load types.

Table 2. The permutation entropy of different load types during normal operations and serial arc
fault conditions.

Load Type Operating Condition Scale1 Scale2 Scale3 Scale4 Scale5 Scale6 Scale7 Scale8

Induction cooker
Normal 0.8209 0.8248 0.8017 0.7749 0.7416 0.7293 0.7523 0.6635

Arc 0.6264 0.7586 0.7662 0.7715 0.7381 0.7345 0.7664 0.6553

Incandescent lamp Normal 0.9220 0.8891 0.8516 0.8072 0.7838 0.7417 0.7207 0.6772

Arc 0.8468 0.8343 0.8114 0.7928 0.7795 0.7458 0.7048 0.6934

Hairdryer Normal 0.8893 0.8417 0.8015 0.7697 0.7491 0.7124 0.6929 0.7049

Arc 0.7951 0.7831 0.7727 0.7712 0.7518 0.7219 0.7101 0.6912

Notebook
computer

Normal 0.8311 0.8514 0.8123 0.7732 0.7546 0.7342 0.6927 0.6816

Arc 0.7186 0.7710 0.7617 0.7689 0.7395 0.6855 0.6893 0.6838

Electric drill
Normal 0.8715 0.8744 0.8376 0.7853 0.7589 0.7403 0.7012 0.6953

Arc 0.7681 0.8272 0.8168 0.7917 0.7646 0.7342 0.7075 0.7010

Electric oven
Normal 0.9168 0.8786 0.8243 0.8091 0.7698 0.7175 0.7174 0.6905

Arc 0.7056 0.7439 0.7683 0.7820 0.7512 0.7355 0.7108 0.6972

Vacuum cleaner
Normal 0.8104 0.7945 0.7916 0.7799 0.7396 0.7247 0.7114 0.6985

Arc 0.9020 0.8619 0.8239 0.7817 0.7314 0.7286 0.7008 0.7049
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frequency information of WPT is improved. The diagram of the three-layer wavelet packet 
decomposition of the signal is shown in Figure 10. Where H represent the high-frequency 
components and L represents the low-frequency components. The signal is decomposed into 8 
frequency bands after three-layer wavelet packet decomposition and single signal reconstruction. 

Figure 9. The improved multi-scale permutation entropy (IMPE) of different load types during normal
operations and serial arc fault conditions after filtering. (a) Induction cooker. (b) Incandescent lamp. (c)
Hairdryer. (d) Notebook computer. (e) Electric drill. (f) Electric oven. (g) Vacuum cleaner.

However, the values of IMPE after the 3rd scale do not conform to the regularity shown in the first
3 scales. The values of IMPE after the 3rd scale during normal operations is close to that during serial
arc fault conditions, which are impossible to distinguish from (that is, whether they are from serial arc
fault conditions or normal operations). The reason for this is because the oversize time scale makes the
time series excessively coarser and the signal loses the main information, making it difficult to achieve
effective feature extraction. Therefore, the IMPE in the first 3 scales is adopted as part of the features
for the classification later.

3.3. WPT

WPT [39] is an improvement of WT and WPT is able to divide the signal more flexible by further
decomposing high-frequency information compared to WT. Thus, the resolution of the high-frequency
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information of WPT is improved. The diagram of the three-layer wavelet packet decomposition of the
signal is shown in Figure 10. Where H represent the high-frequency components and L represents
the low-frequency components. The signal is decomposed into 8 frequency bands after three-layer
wavelet packet decomposition and single signal reconstruction.Electronics 2019, 8, 396 15 of 26 
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Figure 10. The decomposed diagram of the three layers wavelet.

In general, the wavelet packet components Cj (j = 1, · · · , 2n) are obtained after the signal is
decomposed into the 2n frequency band by n-layer WPT. Let Ej = |Cj|

2 be the power of Cj. ej = Ej/E is

the percent of the energy of Cj in the whole signal energy E =
n∑

i=1
Ei. Thus,

∑
e j = 1 and the definition

of the wavelet packet energy-entropy is shown in Equation (10). In essence, the energy-entropy of
WPT reflects the uniformity of the energy distribution of the wavelet packet components. When the
energy distribution of the wavelet components is more uniform, the entropy value H is larger.

H = −
2n∑

j=1

e j log2(e j) (10)

The energy of the signal in different frequency bands will change when the serial arc fault occurs,
which results in the changing of the energy of different WPT components and the energy-entropy of
WPT will change at the same time. Therefore, the energy-entropy of WPT can be considered a part of
the fault feature for serial arc fault detection. In this paper, the db3 wavelet basis is used to realize the
2-layer wavelet packet decomposition for the current signal. Therefore, 4 wavelet packet components
(C1, C2, C3 and C4) are obtained. The percent of the energy of Cj in the whole signal energy and the
wavelet packet energy-entropy are shown in Table 3, Figures 11 and 12.
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Table 3. The percent of the energy of Cj in the whole signal energy and the wavelet packet energy-entropy.

Load Type Operating Condition C1 C2 C3 C4 Wavelet
Energy-Entropy

Induction cooker
Normal 0.9027 0.0586 0.0067 0.0320 0.5805

Arc 0.9612 0.0236 0.0039 0.0113 0.2866

Incandescent lamp Normal 0.7541 0.1622 0.0266 0.0570 1.1076
Arc 0.9172 0.0445 0.0117 0.0266 0.5286

Hairdryer Normal 0.6285 0.1042 0.0577 0.2096 1.4709
Arc 0.8822 0.0637 0.0133 0.0408 0.6837

Notebook computer Normal 0.9100 0.0512 0.0135 0.0252 0.5612
Arc 0.9725 0.0192 0.0024 0.0059 0.2132

Electric drill
Normal 0.8855 0.0668 0.0180 0.0296 0.6709

Arc 0.9403 0.0357 0.0100 0.0140 0.4078

Electric oven
Normal 0.2544 0.2140 0.2488 0.2828 1.9930

Arc 0.9520 0.0262 0.0063 0.0155 0.3445

Vacuum cleaner
Normal 0.9265 0.0380 0.0103 0.0253 0.4832

Arc 0.8149 0.1504 0.0106 0.0241 0.8509
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Figure 12. The wavelet packet energy-entropy of different load types during normal operations and
serial arc fault conditions. (a) Induction cooker. (b) Incandescent lamp. (c) Hairdryer. (d) Notebook
computer. (e) Electric drill. (f) Electric oven. (g) Vacuum cleaner.

When the arc fault occurs under load types such as induction cookers, incandescent lamps, hair
dryers, notebook computers, electric drills or electric ovens, the energy of the current signal (the signal
in Figure 6) is more concentrated in component C1 (the low-frequency band). As a result, the value of
the wavelet packet energy-entropy during normal operations is less than that during serial arc fault
conditions. When the load type is vacuum cleaner, the energy of the C1 component during serial
arc fault conditions is less than that during normal operations, but the energy of component C2 and
C3 is bigger than that during normal operations, which makes the energy distribution of the whole
wavelet packet component more uneven. Additionally, the value of the wavelet packet energy-entropy
during normal operations is bigger than that during serial arc fault conditions. Therefore, the wavelet
packet energy and wavelet packet energy-entropy can effectively distinguish between the serial arc
operation condition and normal operations at different loads, which makes it suitable to be part of the
characteristics for later detection. When the load is vacuum cleaner, the high-frequency component is
stronger during serial arc fault conditions compared to that during normal operations, which will lead
to the increase in the inhomogeneity of the permutation pattern’s distribution of the symbol sequences
in the phase space. This reveals the reason why the value of IMPE will decrease during serial arc fault
conditions compared to that during normal operations.

4. The Detection of Serial Arc Fault

4.1. RF

RF is an ensemble algorithm that is composed of multiple decision trees [41] and the detection
result of RF is determined by decision tree voting. The construction of the random forest classifier is
mainly divided into the following three steps:

1) Adopting the bootstrap resampling method to extract the J training dataset from the original
data set and generating J decision trees;

2) At each internal node of the tree, f features are randomly selected from F features (f 5 F) as
candidate features. According to the principle of the minimum non-purity of nodes, an optimal feature
is selected from f candidate features for the splitting and growth of the node;

3) The decision trees obtained by training are used to constitute the random forest classifier, which
classifies the new dataset according to the voting results of the decision trees.

4.2. Analysis of detection results

In this paper, the 8 dimensional features obtained based on the training set are used to train the
RF and then the RF is utilized to realize the detection of arc faults. The prior methods, BPNN and
LSSVM, are used as the comparison.
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The number of decision trees in RF affects the performance of the detection [41]. The more
decision trees there are, the higher the diversity of the classifiers that is guaranteed. After the number
of decision trees reaches a certain number, the performance tends to be stable, but the training time
and the complexity of algorithm increases. If the number of decision trees is too small, it will lead
to poor performance and a large detection error. First of all, the influence of the number of decision
trees on the detection accuracy is studied in order to select the appropriate number of decision trees.
The change range of the number of decision trees is set as 1–40 and the step size is 1. Figure 13 is the
change curve of the training time (Figure 13a) and detection accuracy (Figure 13b) with the increase
in the number of decision trees. As shown in Figure 13a, the training time gradually increases with
the increase in the number of decision trees. In general, the training time and the number of decision
trees present the relationship of a linear function. As shown in Figure 13b, the detection accuracy
increases along with the increase in the number of decision trees in the first half of the curve. When the
number of decision trees reaches 23, the detection accuracy is 96.42%. As the number of decision trees
continues to increase, the detection accuracy is stabilized between the range of 96% and 97%, but the
training time will increase in the form of a linear function. Therefore, the number of decision trees is 23
by comprehensively considering the detection accuracy and training time.
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Figure 13. The curve of training time-13 (a) and detection accuracy-13 (b) with the increase in the
number of trees.

The trained RF was used to detect the test set. The allocation of the label and detection results of
various loads in different operating conditions are shown in Table 4. Figure 14 is the confusion matrix
of the detection results. In Figure 14, the horizontal axis and vertical axis represent the actual labels
and the labels of detection, respectively. For example, there are 45 samples in the test set which are
accurately detected when the actual label is 4. A total of 3 samples and 5 samples in the test set are
detected into label 7 and label 9, respectively. In other words, 8 samples are mistakenly detected.
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Table 4. The detection results of the random forest (RF).

Load Type Operating
Condition Label Number of Test Set Number of

Correctly Detected
Detection

Accuracy/%

Induction cooker
Normal 1 50 50 100

Arc 2 50 49 98

Incandescent lamp Normal 3 50 50 100
Arc 4 50 42 84

Hairdryer Normal 5 50 50 100
Arc 6 50 47 94

Notebook computer Normal 7 50 49 98
Arc 8 50 43 86

Electric drill
Normal 9 50 50 100

Arc 10 50 50 100

Electric oven
Normal 11 50 50 100

Arc 12 50 47 94

Vacuum cleaner
Normal 13 50 50 100

Arc 14 50 50 100
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We are able to come to the following conclusion:
1) The total detection accuracy is over 90%, reaching 96.71% (677/700), indicating that the trained

RF is able to effectively detect the arc fault of different load types;
2) During normal operations: the detection accuracy reached 100% when the load type was one of

the following: induction cooker (label 1)、incandescent lamp (label 3)、hairdryer (label 5)、electric
hand drill (label 9)、electric oven (label 11) and vacuum cleaner (label 13). Only one sample was
misjudged—the notebook computer (label 7)—and this condition is detected as the normal operation
of the hairdryer, with a detection accuracy of 98%. The total detection accuracy under different loads
during normal operations is 99.71%. This shows that the trained RF works well in identifying the
different conditions of each load based on the high-dimensional fault features extracted;

3) During the serial arc fault conditions: the detection accuracy is 100% when the load types are
electric drills (label 10) and vacuum cleaners (label 14). The accuracy is 98%、84%、94%、86% and
94% when the load is the induction cooker, incandescent lamp, hairdryer, notebook computer and
electric oven, respectively. The total detection accuracy during serial arc fault conditions is 93.71%,



Electronics 2019, 8, 396 19 of 26

which is lower than that during normal operations. This is because the arc is a kind of gas discharge
phenomenon with an unstable state and the random fluctuation of the current in the circuit is enhanced
simultaneously during serial arc fault conditions. Thus, the process of feature extraction and state
detection will be disturbed. Consequently, the total detection accuracy of the loads during serial arc
fault conditions is significantly lower than that during normal operations.

4.3. Comparison with Prior Methods

In order to further verify the performance of the trained RF, this section gives a comparison with
the prior methods: BPNN and LSSVM. BPNN and LSSVM are trained and tested using the same
dataset as RF.

BPNN [30] is composed of an input layer, hidden layer and output layer. The neurons of each
two adjacent layers are connected by a weight and the neurons in the same layer are not connected. A
back-propagation algorithm is used to adjust the weights between neurons in the network during the
training stage and the output of the network is able to approximate the actual output. In this paper, the
features are 8 dimensions and there are 14 states based on the 7 load types. Therefore, the number
of neurons in the input layer and output layer are 8 and 14 respectively. The learning rate and the
number of hidden layer nodes are undetermined parameters. The number of nodes in the hidden
layer affects the performance of the neural network. If the number of hidden layer nodes is too few,
the system error of the network is independent to the training sample and it will result in the loss
of its generalization ability. If the number of hidden layer nodes is too many, the complexity of the
network will increase. Therefore, the training time will be too long and there will be an "overfitting"
phenomenon. If the learning rate is too low, the training cost will increase. If the learning rate is too
high, the training will not converge or even diverge.

SVM is a method based on statistical theory, which uses structural risk minimization (SRM) to
construct the optimal separable hyperplane by mapping linearly indivisible data to high-dimensional
space through the inner product kernel. LSSVM is an improved form of SVM [29]. LSSVM transforms
the quadratic constraint problem of the SVM inequality optimization into linear problem solving and
greatly increases the computational efficiency. A single LSSVM is able to solve the binary classification
problem. The arc fault detection in this paper belongs to the multiple classification problem. Here,
one-versus-one coding is used to construct multiple LSSVMs to realize multiple classification. Since
there are 14 working states for the 7 loads in this paper, it is necessary to build 14× (14-1)/2 = 91 LSSVMs.
The kernel parameter sig2 and penalty factor gam in the LSSVM affect the detection performance [29]:
sig2 mainly affects the distribution complexity of the sample data in the high-dimensional feature
space. The role of gam is mainly reflected in the adjustment of the confidence range and risk ratio in
the eigenspace.

Here, in order to avoid blindly selecting the parameters, the cross-validation method is adopted
to optimize the parameters of BPNN and LSSVM. The number of hidden layer nodes and the learning
rate of BPNN are 190 and 0.16, respectively. Due to the limited space in this paper, the parameters of 91
LSSVMs are not listed.

Table 5 shows the detection result of different classifiers. Figures 15 and 16 show the detection
confusion matrix of LSSVM and BPNN, respectively. The following can be known:

Table 5. The detection result of the different classifiers.

Classifier The Number of
Test Data

The Number of
Correctly Detected

Detection Accuracy
under Normal
Operations (%)

Detection Accuracy
under Serial arc Fault

Conditions (%)

Detection
Accuracy (%)

BPNN 700 621 94.57 80 88.71
LSSVM 700 644 95.14 89.71 92.43

RF 700 677 99.71 93.71 96.71
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1) The total detection accuracy of BPNN and LSSVM is 88.71% and 92.43%, respectively, and the
total detection accuracy of RF is 96.71%. RF has the best detection performance, followed by LSSVM,
and BPNN has the worst detection performance;

2) During normal operations, the number mistakenly detected by BPNN was 19 and the detection
accuracy was 94.57%. The number mistakenly detected by LSSVM was 17 and the accuracy was 95.14%.
The number mistakenly detected by RF was 1 and the detection accuracy was 99.71%. Compared
to LSSVM and BPNN, RF is more effective in avoiding false alarms (the normal operation being
misreported as an arc fault);
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3) During serial arc fault conditions, the number mistakenly detected by BPNN was 60 and the
detection accuracy was 80%. The number mistakenly detected by LSSVM was 39 and the detection
accuracy was 89.71%. The number mistakenly detected by RF was 22 and the detection accuracy was
93.71%. During serial arc fault conditions, the detection accuracy of the three classifiers is lower than
that during normal operations, but RF also has the highest detection accuracy; the LSSVM and BPNN
accuracies are less than 90%;

Based on the above analysis, the performance of the RF arc fault detection outperforms the prior
methods, such as LSSVM and BPNN.

4.4. The Experiments of Transient Events

The transient evens in this section include the start operations and stop operations of different
load types. For the transient events beyond the operating conditions in Table 5, we train the RF using
the training set by ignoring the load type. If the sample was detected as the normal operation, this
sample was correctly detected. If the sample was detected as the serial arc fault condition, this sample
was erroneously detected. We record 20 samples of each load type during the start operations or stop
operations and the record detecting length of the samples is 0.01s.

Figure 17 shows the waveform of different load types during the start operations and stop
operations, and the detection results are shown in Table 6. Only 1 sample of the induction cooker
during the stop operations was erroneously detected and the total detection accuracy was 99.28%. The
randomness and complexity of the current are at the normal level regardless of whether the loads are
under the start or stop operations. The serial arc fault detection method that this paper proposed has
an excellent performance in avoiding the incorrect detection of different load types during start and
stop operations. We can come to the conclusion that the reliability of this method is trustworthy.

Table 6. Detection results of RF.

Load Type Operating Condition Number of Samples Number of
Correctly Detected

Detection
Accuracy/%

Induction cooker
Start 20 20 100
Stop 20 19 95

Incandescent lamp Start 20 20 100
Stop 20 20 100

Hairdryer Start 20 20 100
Stop 20 20 100

Notebook computer Start 20 20 100
Stop 20 20 100

Electric drill
Start 20 20 100
Stop 20 20 100

Electric oven
Start 20 20 100
Stop 20 20 100

Vacuum cleaner
Start 20 20 100
Stop 20 20 100
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5. Conclusions

Arc faults are an important cause of electric fires, which brings a great challenge to residential
electricity safety. In this paper, a novel arc fault detection method is designed to accurately detect the
arc faults of various load types. The main content is summarized as follows:

1) The characteristic of the arc is mainly reflected in the high-frequency part of the current
signal. Based on the matrix construction method, the high-pass filtering of the current signal is
realized by using SVD. The matrix construction method is simple and effective and it is without any
predefined parameters

2) This paper proposes the application of the IMPE in arc fault feature extraction for the first
time. The high-dimensional fault features consist of IMPE, wavelet packet energy and wavelet packet
energy-entropy, which is able to reflect the complexity of the signal and the distribution characteristics
of the signal in different frequency bands. Additionally, the characteristics of different features during
normal operations and serial arc fault conditions are analyzed in detail;

3) This paper presents the application of RF to arc fault detection for the first time. In this paper,
based on the high-dimensional fault features extracted, the trained RF detects the normal operations
and serial arc fault conditions of different load types effectively. The effectiveness of the RF designed
in this paper is proved through comparative experiments, RF is of better performance in arc fault
detection compared with BPNN and LSSVM. Whenever the loads are in the state of the start operations
or stop operations, the method that this paper proposed is able to effectively avoid incorrect detections.
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