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Abstract: This paper studies the optimal design of the fog computing assisted wireless powered
network, where an access point (AP) transmits information and charges an energy-limited sensor
device with Radio Frequency (RF) energy transfer. The sensor device then uses the harvested energy
to decode information and execute computing. Two candidate computing modes, i.e., local computing
and fog computing modes, are considered. Two multi-objective optimization problems are formulated
to minimize the required energy and time for the two modes, where the time assignments and the
transmit power are jointly optimized. For the local computing mode, we obtain the closed-form
expression of the optimal time assignment for energy harvesting by solving a convex optimization
problem, and then analyze the effects of scaling factor between the minimal required energy and
time on the optimal time assignment. For the fog computing mode, we derive closed-form and
semi-closed-form expressions of the optimal transmit power and time assignment for offloading by
adopting the Lagrangian dual method, the Karush–Kuhn–Tucker (KKT) conditions and Lambert
W Function. Simulation results show that, when the sensor device has poor computing capacity or
when it is far away from the AP, the fog computing mode is the better choice; otherwise, the local
computing is preferred to achieve a better performance.

Keywords: local computing; fog computing; SWIPT; multi-objective; convex optimization

1. Introduction

Recent advancements in the fifth-generation (5G) have enabled abundant technologies such
as vehicular networks, autonomous control, and Internet of Things (IoT) [1–3]. Many sensors are
distributed in IoT, and they need to collect many data and execute real-time communication tasks,
which are quite latency-sensitive. However, due to their small sizes and limited communication,
computation, and storage resources, it is difficult for sensor devices to complete computation
tasks themselves.

To enhance wireless sensors’ computation capabilities, cloud computing was presented as an
effective technology, with which sensor devices could offload computational-intensive tasks to cloud
servers for computing [4–6]. Nevertheless, traditional central clouds are usually remotely located
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and far away from wireless sensor devices, thus offloading computation tasks to centralized cloud
servers may results in heavy access burden and transmission delay. Therefore, a new communication
and computing paradigm called fog computing was presented to extend cloud computing from
network center to network edge [7,8]. Compared with cloud servers, fog servers are closer to user
terminal equipments. Thus, fog computing is able to achieve lower response delay. Moreover, by
offloading computation intensive tasks from ultra-low-power sensor devices to fog servers, the energy
consumption of sensors may be saved and computation capabilities of wireless sensors is capable of
being supplemented.

Apart from the limited computation capacity of ultra-low-power sensor devices, another key
issue is how to supply sustainable and stable power to sensor devices, because IoT sensor devices
are often widely deployed in large-scale networks and powered by small-size batteries with limited
energy storage capacities. To release the cost and risk of battery replacement, in large-scale applications
and toxic environment, wireless power transfer (WPT) was presented as a promising solution. As for
wireless power transfer, there are three different kinds of technologies, i.e., induction coupling,
magnetic resonance coupling and RF radiation. Among them, induction coupling and magnetic
resonance coupling are near-field power transfer technologies, which basically are able to charge
the devices in the range of tenths of watts, over short distances of up to one meter [9]. Particularly,
induction coupling needs tight alignment of the coils of chargers and charging devices [10], and
magnetic resonance coupling needs magnetic nuclei, external magnetic field and radio frequency
magnetic field [11]. As for RF radiation, it is a far-field wireless power transfer technology, which
is capable of transferring power in the range of several milliWatts at a distance of up to several
meters [12,13]. Although its energy transfer efficiency is relatively low due to the path loss, it
does not require the tight alignment of the coils and resonance. Moreover, harvesting energy from
man-generated RF sources is controllable and relatively reliable. Thus, RF-based EH is suitable for
low-power devices and is considered as a promising solution to power the IoTs and wireless sensor
networks (WSNs) by deploying dedicated power stations [14–16].

RF-based EH has two main application paradigms in wireless communications, i.e., wireless
powered communication networks (WPCNs) and simultaneous wireless information and power
transfer (SWIPT). In WPCNs, sensor devices harvest energy from RF signal at first, and then use the
harvested energy for information transmission. In SWIPT, energy and information are carried by the
same transmitted signals. Thus far, two types of SWIPT receiver architectures, namely power splitting
(PS) [17–20] and time switching (TS) [20–22] receivers, have been extensively investigated. With PS
architecture, the received signal is divided into two streams, where one stream is used for EH, and the
other is used for information decoding (ID). With TS architecture, the receiver can switch the operation
between information decoding and energy harvesting over time.

1.1. Related Works

Thus far, fog computing and RF-based EH have been widely studied for wireless networks,
where, however, most early works study them separately. For example, in [23,24], the computation
latency was minimized with dynamic arriving tasks and channel fading in single-user MEC systems.
In [25], the computation and communication resources allocation at both the user and the helper
were optimized to minimize their total energy consumption for partial and binary offloading modes.
In [26,27], the energy-efficient design in multiuser MEC system was studied with the objective to
minimize the users’ energy consumption. However, these works did not involve RF-based EH
technology. In [28], the sum-throughput of all users was maximized by jointly optimizing the time
allocation for wireless power transfer and information transmissions in emerging wireless powered
communication network. In [29], a novel cooperative SWIPT scheme was proposed and a resource
allocation problem is formulated to maximize the network energy efficiency. However, the work in
[28,29] did not consider fog computing technology.
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Recently, to exploit the benefits of both fog computing and RF-based EH, a few works investigated
wireless powered fog computing system to achieve self-sustainable computing for wireless sensor
devices. In [30], a user cooperation approach was presented to improve the computation performance
and maximize the computation rate by jointly optimizing the transmit energy beamforming,
as well as the communication and computation resource allocations. In [31], the probability of
successful computing was maximized for given data in a wireless powered MEC system. In [32],
a unified MEC-WPT design was proposed to minimize the AP’s total energy consumption. In [33],
cooperative communication was considered to minimize the total transmit energy consumption in an
energy-efficient (EE) wireless powered MEC system. In [34], the fundamental tradeoff between energy
efficiency (EE) and delay was investigated by jointly optimizing computation allocation and resource
management policy in a wireless powered MEC system. In [35], the weighted sum computation rate
was maximized by jointly optimizing the individual computing mode selection and the transmission
time allocation in a multi-user MEC powered network.

1.2. Motivations

In this paper, we also investigate a fog computing assisted wireless powered network. In such a
network, since the energy, communication and computation resources are closely coupled together,
how to efficiently fuse them is very essential for the system. Thus far, many fundamental laws on
designing fog computing assisted wireless powered networks have not been revealed yet. Motivated
by this, this paper studies a typical three-node fog computing SWIPT network model, in which
an ultra-low-power sensor adopts TS SWIPT architecture to harvest energy from the AP and then
completes computation-intensive tasks. Our goal is to complete a given computation task with as
little energy and time as possible. Two main differences between this paper and existing ones are
summarized as follows.

First, compared to most existing works, which only study single-objective optimization problems,
we study a multi-objective optimization problem. For example, in [23,24], their goals were only
to minimize the system delay. In [36], the goal was to minimize the required power. In [37], the
goal was to maximize the energy efficiency, and in [38], the goal was to maximize the end-to-end
information rate. Considering that, in practical applications, multiple performance indexes need to
be minimized/maximized at the same time, multi-objective optimization problems are established to
minimize the required energy and time in this paper rather than the single objective design.

Second, most studies aim at maximizing the information transmission and communication
capacity of the system for given energy and time resources to explore the system transmission and
computing capacity. In this paper, we desire to explore the minimal required energy and time resources
to complete a given information task, which caters for the requirement of future energy efficient green
communication and computing system design.

1.3. Contributions

In this paper, to obtain some fundamental laws for such kind of systems, a typical three-node
system model is studied, in which a ultra-low-power sensor device adopts TS SWIPT architecture to
harvest energy from the AP and then completes the computation-intensive tasks. Due to its limited
energy and computing capability, the sensor may not be able to complete the computational task
itself, so it can offload the task to the fog server for computing. For such a typical SWIPT-enabled fog
computing system, the main contributions of this paper are summarized as follows.

(1) Considering that both energy and time are very important performance matrices in wireless
sensor networks, for a given task, we mathematically formulate two multi-objective optimization
problems to minimize the required energy and time of the local computing and fog computing
modes by jointly optimizing the time assignments for energy harvesting and offloading, and the
transmit power at sensor device for offloading subject to system latency constraint and energy resource
allocation constraint.
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(2) For the local computing mode, we obtain the closed-form expression of the optimal time
assignment for energy harvesting by solving a convex optimization problem, and then analyze the
effects of scaling factor γ between the minimal required energy and time on the system behavior. When
the scaling factor is larger than the harvested power, the system tends to consume less time to complete
delay-sensitive task, and in this case the time assignment for energy harvesting should take the
minimum value while ensuring that the task can be completed on time. Otherwise, the system desires
to harvest more energy, and the time assignment for energy harvesting should take the maximum
value. For the fog computing mode, we derive closed-form and semi-closed-form expressions of the
optimal transmit power and time assignment for offloading by adopting the Lagrangian dual method,
the Karush–Kuhn–Tucker (KKT) conditions and LambertW Function.

(3) With the obtained optimal time allocations for energy harvesting and offloading, and the
optimal transmit power at the sensor for offloading, we study the effects of different system parameters
(i.e., the distance between AP and sensor and the logic operations per bit of the sensor) on the selection
of computing modes. Simulation results show that, when the sensor device has poor computing
capacity or when it is far away from the AP, the fog computing should be selected to alleviate the
computational burden and save energy for the sensor device.

1.4. Organization

The remainder of this paper is organized as follows. Section 2 introduces the system model of
the wireless powered three-node fog computing system. Section 3 introduces two multi-objective
optimization problems to minimize the required energy and time of the local computing and fog
computing modes, respectively. Section 4 provides simulation results and numerical analysis. Finally,
we conclude the paper in Section 5.

2. System Model

Consider a wireless powered network composed of a single-antenna AP, one single-antenna
ultra-low-power sensor and a fog server. It is assumed that the sensor is energy-limited and has no
available power to perform computing and communication operations, thus it requires harvesting
energy from the transmitted signals of the AP using SWIPT technology. Once the sensor receives the
information and harvests sufficient energy, it desires processing the information (or task) by computing.
For the task processing, two computation modes are available, i.e., local computing and fog computing,
as shown in Figure 1. That is, the sensor can process the task itself by using local computing mode or
offload the task to the fog server for computing by using fog computing mode.

Figure 1. System model.

Block fading channel model is assumed, where the length of a time block is denoted with T.
T is chosen to be no longer than the coherence time of the channel so that the coefficients remain
unchanged during T, but they may change from one block to the next following Rayleigh distribution.
To fulfill the information transmission and task computing, as shown in Figure 2, T is divided into
three orthogonal time slots, where the first time slot is used for the sensor to harvest energy, the second
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time slot is used for the sensor to decode information, and the third time slot is used for the sensor to
execute computing, i.e., local computing or fog computing.

Figure 2. Time allocation frameworks: (a) local computing mode; and (b) fog computing mode.

Specifically, in the first time slot with time interval τE, AP transfers energy to the sensor device,
and the harvested energy at the sensor over this block can be given by

EH = ηP1 |h1 |2τE, (1)

where 0 < η ≤ 1 is the constant energy harvesting efficiency factor of the sensor, P1 is AP’s transmit
power, and h1 is the channel power gain from the AP to the sensor.

In the second time slot with time interval τD, AP transmits a certain amount of data to the sensor,
and the available transmission rate R1 (bits/s) is

R1 = w1 log2

(
1 +

P1|h1|2

w1σ2
0

)
, (2)

where w1 is the communication bandwidth and σ2
0 is the noise power of unit bandwidth at the sensor.

Assume that the computation task is with B input bits, where B ≥ 0. According to (2), the information
transmission time interval τD is

τD =
B

w1 log2

(
1 + P1|h1|2

w1σ2
0

) . (3)

Since the amount of decoding energy consumption per bit depends on the decoding method, e.g.,
analog or digital techniques and the CMOS circuit design [39], the decoding energy consumption can
be modeled by

ED = εB, (4)

where ε (Joule/bit) is a constant depending on the technology and circuit design.
In the third time slot, the sensor device processes the task itself or offloads the task to the fog

server for computing. If the sensor choose the local computing mode, the execution time can be
given by

τC =
KB
fm

, (5)

where fm is the computation capability, i.e., the CPU clock speed (Cycles/s) of the sensor. Moreover,
according to [40], the minimum dynamic switching energy per logic gate is CgV2

DD, where Cg is the
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gate input capacitance and VDD is the supply voltage. This energy consumption is estimated with the
Landauer limit, i.e., McN0ln(2) [41], where Mc is a time-dependent immaturity factor of the technology
and N0 is the thermal noise spectral density. Therefore, the computation energy consumption of the
local computing mode is modeled by

EC = F0αMcN0ln(2)KB, (6)

where F0 is the fanout, which is the number of loading logic gates, typically with values of 3–4, α is the
activity factor typically with values of 0.1–0.2, K is the number of logic operations per bit and B is the
number of received bits of the sensor device during the block.

If the fog computing mode is selected, the sensor offloads computation task to the fog server for
computing, and the available transmission rate R2 (bits/s) from the sensor to the fog server is

R2 = w2 log2

(
1 +

PO|h2|2

w2σ2
0

)
, (7)

where w2 is the communication bandwidth, h2 is the channel power gain between the sensor device
and fog server, and PO denotes the transmit power of the sensor device for offloading. Correspondingly,
the offloading time with B bits can be given by

τO =
B

w2 log2

(
1 + PO |h2|2

w2σ2
0

) . (8)

Then, the required energy for offloading the computation task to the fog server can be given by

EO = τOPO. (9)

Due to the sufficient energy and superior computation and communication capabilities of the
fog server, similar to many existing works [28,33], we also neglect the time for fog server to execute
computation task and feed back the computation results to the sensor. Since sensor needs to accomplish
task execution within a block, the system latency is limited by the block length T, i.e.,

τE + τD + IOτC + (1− IO)τO ≤ T, (10)

where IO is an indicator variable, with IO = 1 indicating the local computing mode being selected
and IO = 0 indicating the fog computing mode being selected. Besides, in each mode, the energy
consumed at the sensor could not exceed the harvested energy EH during per block, thus it satisfies

ED + IOEC + (1− IO)EO ≤ EH . (11)

3. Optimal Resource Allocation and Offloading Decision

For the described fog computing assisted WPCN networks, this section formulates
a multi-objective optimization problem to minimize the required energy and time to complete the
computation task under two computation modes (i.e., local computing or offloading) by jointly
optimizing the time allocation for energy harvesting and offloading, and the transmit power for
offloading of the sensor.
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3.1. Local Computing Mode

The optimization problem is mathematically given by

PA0 : min
τE

ED + EC − EH

min
τE

τD + τC + τE

s.t. C1 : ED + EC ≤ EH
C2 : τD + τC + τE ≤ T

(12)

where C1 of PA0 indicates that decoding energy consumption and local computing energy consumption
are limited by the harvested energy per block, and C2 of PA0 is the sensor’s latency constraint. To make
the original problem more tractable, we establish a multi-objective optimization new mathematics
model by introducing a new variable γ (joule/s), which is defined as a scaling factor between the
minimal required energy and time. Then, we analysis the optimal value of optimization variable
for energy harvesting when γ takes different values, i.e., energy consumption and time occupying
different proportions in the objective function.

PA : min
τE

ED + EC − EH + γ (τD + τC + τE)

s.t. C1 : ED + EC ≤ EH
C2 : τD + τC + τE ≤ T
C3 : γ ≥ 0

(13)

To better unearth the characteristics of problem PA, by expanding the expressions of the
corresponding variables, the problem can be expressed by

PA1 : min
τE

εB + F0αMcN0ln(2)KB− ηP1|h1 |2τE + γ

 B

w1 log2

(
1+ P1 |h1 |2

w1σ2
0

) + KB
fm

+ τE


s.t. C1 : εB + F0αMcN0ln(2)KB ≤ ηP1|h1 |2τE

C2 : τE + B

w1 log2

(
1+ P1 |h1 |2

w1σ2
0

) + KB
fm
≤ T

C3 : γ ≥ 0

(14)

It can be seen that, in the objective function, the constraints C1 and C2 of problem PA1 are linear
functions of τE, thus PA1 is a convex optimization problem, which can be readily solved by using the
optimization toolbox cvx [42].

Proposition 1. The optimal time assignment for energy harvesting τ∗E of PA1 is

τ∗E =

{ ED+EC
ηP1|h1 |2

, i f γ ≥ ηP1|h1 |2

T − τD − τC, otherwise

Proof of Proposition 1. By combining the terms of optimization variable τE in the objective function of
PA1 , we can get a new term (γ− ηP1|h1 |2)τE, which is a positive value when γ ≥ ηP1|h1 |2. It decreases
as τE decreases, τE should take the minimum value to minimize it, and constraint C1 of PA1 gives the
lower bound of τE when C1 takes the equation. Otherwise, (γ− ηP1|h1 |2)τE is a negative value, it
decreases as τE increases, and τE should take the maximum value to minimize it. Constraint C2 of PA1

gives the upper bound of τE when C2 takes the equation.Hence, Proposition 1 is proved.
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3.2. Fog Computing Mode

In this section, we formulate a multi-objective optimization problem to minimize the energy
consumption and time subject to the energy consumption constraint and delay constraint by jointly
optimizing the time assignment for energy harvesting and offloading and the sensor’s transmit power
for offloading, which is mathematically given by

PB0 : min
τE ,PO ,τO

ED + EO − EH

min
τE ,PO ,τO

τD + τO + τE

s.t. C1 : τOw2 log2

(
1 + PO |h2|2

w2σ2
0

)
≥ B

C2 : ED + EO ≤ EH
C3 : τD + τO + τE ≤ T
C4 : γ ≥ 0

(15)

where C1 of PB0 indicates the required minimum information transmission rate of the sensor device
to finish offloading, C2 of PB0 indicates that the energy consumption for information decoding and
offloading of the sensor device can not exceed the harvested energy during per block, and C3 of PB0 is
the latency constraint of the sensor. Similar to the process of PA0 , we also introduce γ to re-express the
problem PB0 , which is given by

PB : min
τE ,PO ,τO

ED + EO − EH + γ (τD + τO + τE)

s.t. C1 : τOw2 log2

(
1 + PO |h2|2

w2σ2
0

)
≥ B

C2 : ED + EO ≤ EH
C3 : τD + τO + τE ≤ T
C4 : γ ≥ 0

(16)

To better solve this problem, by expanding the expressions of ED, EO, EH , τD, and τO, PB0 is
further expressed by

PB1 : min
τE ,PO ,τO

εB + τOPO − ηP1|h1 |2τE + γ

 B

w1 log2

(
1+ P1 |h1 |2

w1σ2
0

) + τO + τE


s.t. C1 : τOw2 log2

(
1 + PO |h2|2

w2σ2
0

)
≥ B

C2 : εB + τOPO ≤ ηP1|h1 |2τE
C3 : B

w1 log2

(
1+ P1 |h1 |2

w1σ2
0

) + τO + τE ≤ T

C4 : γ ≥ 0

(17)

Problem PB1 is a non-convex problem because of the coupled variables of τO and PO in the
objective function and constraint C1. To decouple the non-convex problem, we define a new variable λ

= POτO. By dosing so, PB1 is re-expressed by

PB2 : min
τE ,λ,τO

εB + λ− ηP1|h1 |2τE + γ

 B

w1 log2

(
1+ P1 |h1 |2

w1σ2
0

) + τO + τE


s.t. C1 : τOw2 log2

(
1 + λ|h2|2

τOw2σ2
0

)
≥ B

C2 : εB + λ ≤ ηP1|h1 |2τE
C3 : B

w1 log2

(
1+ P1 |h1 |2

w1σ2
0

) + τO + τE ≤ T

C4 : γ ≥ 0

(18)
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Then, the constraint C1 of PB2 satisfies the form of the projection function, i.e., x log(1 + y
x ), which

is concave with respect to x and y, so the left side of C1 is concave of both λ and τO. Thus, problem
PB2 can be transformed into PB3 , i.e., the Lagrangian function of the problem PB2 , which is given by

PB3 : ζ (λ, τE, τO, µ, ϑ, ν) = εB + λ− ηP1|h1 |2τE + γ

 B

w1 log2

(
1+ P1 |h1 |2

w1σ2
0

) + τO + τE


− µ

(
τOw2 log2

(
1 + λ|h2|2

τOw2σ2
0

)
− B

)
− ϑ

(
ηP1|h1 |2τE − εB− λ

)
− ν (T − τE − τD − τO)

where µ, ϑ, ν are the Lagrange multipliers corresponding to constraints C1, C2 and C3, and the dual
problem of problem PB3 is

max
µ,ϑ,ν

min
τE ,λ,τO

ζ

s.t. µ ≥ 0, ϑ ≥ 0, ν ≥ 0
(19)

The Karush–Kuhn–Tucker (KKT) conditions are necessary and sufficient conditions to obtain
optimal solutions, and the KKT conditions for PB3 with respect to the optimal solutions of τ∗E , λ∗, τ∗O
are as listed in Equation (20).

µ∗ ≥ 0, ϑ∗ ≥ 0, ν∗ ≥ 0, (20a)

µ
(

τOw2 log2

(
1 +

λ|h2|2

τOw2σ2
0

)
− B

)
= 0, (20b)

ϑ
(

ηP1|h1 |2τE − εB− λ
)
= 0, (20c)

ν (T − τD − τE − τO) = 0, (20d)

τOw2 log2

(
1 +

λ|h2|2

τOw2σ2
0

)
≥ B, (20e)

εB + λ ≤ ηP1|h1 |2τE, (20f)

τD + τO + τE ≤ T, (20g)
∂ζ

∂τ∗E
= 0,

∂ζ

∂λ∗
= 0,

∂ζ

∂τ∗O
= 0, (20h)

By expanding Equation (20h), one can obtain the following equations

µ =
ln2(1 + ϑ)

w2
(

w2σ2
0

|h2|2
+

λ

τO
), (21)

ν = (1 + ϑ)(ηP1|h1 |2)− γ, (22)

and

w2µ

[
log2

(
1 +

λ|h2|2

τOw2σ2
0

)
− λh2|2(

τOw2σ2
0 + λ|h2|2

)
ln2

]
= γ + ν. (23)

By substituting the expressions of µ in (21) and ν in Equation (22) into Equation (23), one can
obtain the following equation, i.e.,

ln2(w2σ2
0

|h2|2
+ λ

τO
)

log2(1 +
λ

τO

|h2|2
w2σ2

0
)−

λ
τO
|h2 |2

w2σ2
0(

λ
τO
|h2 |2

w2σ2
0
+1
)

ln2

 = ηP1|h1 |2. (24)
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To simplify the above equation, by defining ηP1|h1 |2 = φ, λ
τO

= ψ and |h2|2
w2σ2

0
= ε, Equation (24)

can be simplified to be
ln2( 1

ε + ψ)
[
log2 (1 + ψε)− ψε

(ψε+1)ln2

]
= φ. (25)

Proposition 2. The close-form expression of ψ can be given by

ψ =
φε− 1−W

(
(φε− 1) 1

e

)
W
(
(φε− 1) 1

e

)
ε

. (26)

Proof of Proposition 2. According to Equation (25), we can get the close-form expression of ψ shown
in Equation (26). The derivation process is as follows:

ln2(
1
ε
+ ψ)

[
log2 (1 + ψε)− ψε

(ψε + 1) ln2

]
= φ, ⇔ (1 + ψε) log2 (1 + ψε) =

(ψ + φ) ε

ln2
, ⇔

(1 + ψε) ln (1 + ψε) = (ψ + φ) ε, ⇔ (1 + ψε) ln (1 + ψε)− (1 + ψε) = φε− 1, ⇔
eln(1+ψε)

e
[ln(1 + ψε)− 1] =

φε− 1
e

, ⇔ (ln(1 + ψε)− 1) eln(1+ψε)−1 =
φε− 1

e
, ⇔

ln(1 + ψε)− 1 =W(
φε− 1

e
), ⇔ ln(W(

φε− 1
e

)) = ln(
φε− 1

e
)− ln(

1 + ψε

e
), ⇔

W(φε− 1)
1
e
=

φε− 1
1 + ψε

, ⇔ ψ =
φε− 1−W

(
(φε− 1) 1

e

)
W
(
(φε− 1) 1

e

)
ε

,

whereW(χ) is the LambertW function withW(χ)eW(χ) = χ [43]. Hence, Proposition 2 is proved.

Proposition 3. The optimal transmit power p∗O and time assignment τ∗O for offloading are

p∗O =
φε− 1−W

(
(φε− 1) 1

e

)
W
(
(φε− 1) 1

e

)
ε

, (27)

τ∗O =
B

w2 log2

(
1 + P∗O |h2|2

w2σ2
0

) . (28)

Proof of Proposition 3. According to the definition of λ and ψ, one has that λ∗ = p∗Oτ∗O and ψ = λ
τO

,
then p∗O = ψ. According to Equation (21), the Lagrange multiplier µ cannot be 0 to satisfy the KKT
conditions in Equation (20b), and the constraint C1 of PB2 should take the equation. Hence, Proposition
3 is proved.

Proposition 4. The optimal time assignment for energy harvesting τ∗E of PB2 is

τ∗E =

{ ED+τ∗OP∗O
ηP1|h1 |2

i f γ ≥ ηP1|h1 |2

T − τD − τ∗O otherwise

Proof of Proposition 4. With the obtained optimization variables P∗O and τ∗O, by combining the terms
of optimization variable τE in the objective function of PB2 , we can get a new term (γ− ηP1|h1 |2)τE,
which is a positive value when γ ≥ ηP1|h1 |2. It decreases as τE decreases, thus τE should take the
minimum value to minimize it. Constraint C2 of PB2 gives the lower bound of τE when C2 takes
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the equation. Otherwise, (γ− ηP1|h1 |2)τE is a negative value and decreases as τE increases, thus τE
should take the maximum value to minimize it. Constraint C3 of PB2 gives the upper bound of τE
when C3 takes the equation. Hence, Proposition 4 is proved.

4. Numerical Analysis

In this section, we present numerical results to discuss the system performance associated with
two modes, i.e., local computing and fog computing modes. The simulated system model is shown in
Figure 1, in which the transmit power at AP is set to be 1 watt, and the channel power gain h1 from
the AP to the sensor and h2 from the sensor to the fog server are generated following Rician fading
with the Rician factor to being 3.5 dB. The path-loss of the channels is modeled by the International
Telecommunication Union (ITU) indoor channel model as [44]: L = 20log f c + Nlogd− 28, where L
(dB) is the total path loss, f c = 4 GHz is the frequency of transmission, d (m) is the distance, and N
= 22 is the distance power loss coefficient. The system transmission bandwidth of both channels are
set to be w1 = w2 = 1 MHz and the noise power of unit bandwidth is σ2

0 = −120 dBm. The energy
harvesting efficiency of the sensor is η = 0.6 and the decoding energy consumption per bit is ε = 1
pJ/bit. The block length is set to be T = 1 s. The maximum constant CPU frequency of the sensor is
fu = 1 × 1012 operations per second. Additionally, Mc = 104, α = 0.1, and F0 = 3 [41].

Figure 3 depicts the harvested energy and the minimal required energy to complete the
computation task versus the distance between AP and sensor. The AP, sensor and fog server are
positioned on a straight line, the distance between AP and sensor is dPS, and the distance between
sensor and fog server is dS f . It can be seen that the minimal required energy for decoding and
computation of local computing mode are unchanged as dPS increases because the required energy for
decoding and local computing depends on the amount of computation task. The minimal required
energy of fog computing gradually decreases because the required energy for offloading decreases
with the decrement of dS f . Besides, the harvested energy gradually decreases in the local computing
and fog computing modes with the increment of dPS, and the difference of harvested energy between
the two computing modes is not very large, especially for a relatively large dps.
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Figure 3. The minimal required energy and harvested energy versus dPS.

Figure 4 depicts the effect of dPS on the computing modes selection of the sensor, where AP, sensor
and fog server are located on a straight line, the location of AP and fog server are fixed, and the sensor
moves away from the AP to the fog server. It can be seen that the minimal required energy of local
computing mode is less than the minimal required energy of fog computing within a certain distance.
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It means that, in this case, local computing is more cost-effective; otherwise, when the sensor is close
to the fog server, fog computing is more cost-effective.
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Figure 4. Performance comparison of the two computing modes versus dPS.

Figure 5 depicts the minimal required time of two computing modes versus the distance dPS from
AP to the sensor. It shows that the minimal required time of local computing mode increases because
the harvested power and the achievable transmit information rate decreases with the increment of dPS.
Thus, it requires more time to harvest energy and decode information to complete the computation
task. The minimal required time of fog computing mode increases firstly and then decreases because
the required energy for offloading is firstly larger than the harvested power and then less than the
harvested power with the increment of dPS. Thus, the minimal required time for harvesting energy
to complete the computation task firstly increases and then decreases. Besides, the required time for
offloading also increases firstly and then decreases, and it is larger than local computing time.
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Figure 5. The minimal required time versus dps.

Figure 6 plots the minimal required energy of local computing and fog computing modes versus
the number of operations per bit, K. It shows that the minimal required energy of local computing
increases linearly with the increment of K, because the mathematical model of computation energy of
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local computing is linearly related to K. When K is less than a specific value, the minimal required
energy of local computing is less than fog computing, and the sensor may choose local computing
mode; otherwise, when the sensor has poor computation capacity (i.e., K is greater than a specific
value), fog computing has better performance.
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Figure 6. The minimal required energy versus K.

Figure 7 shows the performance comparison of two computing modes versus the position of the
sensor on the 2-D coordinate plane, where the sensor moves on a 10 × 10 m2 plane. The coordinates of
the AP is (−6, 0), and the coordinates of the fog server is (6, 0). It shows that the local computing is
more cost-effective when the sensor is within the light blue zone; otherwise, the fog computing mode
has better performance when the sensor is located on the dark blue zone.

Figure 7. Performance comparison of two computing modes versus the position of the sensor on the
2-D coordinate plane.

Figure 8 plots the system performance versus γ, in which Figure 8a plots the minimal required
energy versus γ, Figure 8b plots the minimal required time versus γ, and Figure 8c plots the minimal
required resources, i.e., the weighted sum of the minimal required energy and time versus γ. It can be
seen that, when γ is larger than the harvested power 6.6154 × 10−7 (joule/s), the minimal required
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energy is almost equal to the harvested energy, and, in this case, the sensor tends to harvest just enough
energy to complete delay-sensitive task. Otherwise, the minimal required time is almost equal to the
length of a time block, and, in this case, the sensor desires to harvest more energy. Besides, the minimal
required resources, i.e., the weighted sum of the minimal required energy and time, increases as
γ increases.
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Figure 8. System performance versus γ.

5. Conclusions

We studied the optimal design of a fog computing assisted wireless powered network. We
formulated two multi-objective optimization problems to minimize the required energy and time of the
local computing and fog computing modes, where the time assignments and the transmit power were
jointly optimized. The closed-form expression of the optimal time assignment for energy harvesting,
the closed-form and semi-closed-form expressions of the optimal transmit power and time assignment
for offloading were derived by adopting the Lagrangian dual method, KKT conditions and Lambert
W Function. Simulation results showed that, when the sensor has poor computing capacity or when it
is far away from the AP, the fog computing should be selected to alleviate the computational burden
and save energy for the sensor; otherwise, the local computing mode should be selected to achieve a
better performance.
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Abbreviations

The following abbreviations are used in this manuscript:

AP Access Point
RF Radio Frequency
IoT Internet of Things
EH Energy Harvesting
WPT Wireless Power Transfer
WSNs Wireless Sensor Networks
WPCNs Wireless Powered Communication Networks
SWIPT Simultaneous Wireless Information and Power Transfer
PS Power Splitting
TS Time Switching
ID Information Decoding
EE Energy Efficient
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