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Abstract: Limited battery power directly affects the performance and survival time of sensor networks.
In this study, solar energy was used to provide additional energy for sensor nodes, and a clustering
algorithm for heterogeneous wireless sensor networks (WSNs) based on a solar energy supply is
proposed. A cluster head is selected on the basis of the self-replenishment state and the remaining
energy of the nodes. A cluster-head selection mechanism and network layer multi-hop routing are
adopted to balance the energy consumption of the network. A set of experiments showed that the
proposed algorithm can effectively prolong the network lifetime, improve the stability and efficiency
of the network, and balance the energy consumption compared with other algorithms under the
same environmental energy supply.
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1. Introduction

A wireless sensor network (WSN) is a distributed sensing network that is composed of sensor
nodes that can perceive and detect the external world [1,2]. In WSNs, sensor nodes form multi-hop
networks through wireless communication. The nodes around the base station perform their own
data collection tasks and transmit the data sent by peripheral nodes. Thus, the energy consumption
of these nodes is fast. The nodes far away from the base station consume more energy as a result of
long-distance data transmission. The nodes in a traditional sensor network are powered by batteries,
and the energy supply is limited. A large amount of energy consumption leads to energy depletion of
nodes, which affects the lifetime of the network [3].

Networks are frequently clustered for energy consumption optimization to avoid rapid and
irregular energy consumption to a certain extent. In WSNs, sensor nodes provide data reception and
forwarding services to adjacent nodes by using a self-organizing network topology. A network cluster
structure can be used to divide nodes and assign tasks to utilize the energy of the nodes and extend
the lifetime of the WSN. However, these measures only reduce the energy consumption and cannot
fundamentally solve the problem of battery energy limitation. Energy limitation is still one of the main
obstacles for the practical application of WSNs [4–6].

Most of the current sensor nodes deployed still use batteries with limited energy as the energy
sources in WSNs. With the continuous improvement of energy collection technology, solar, thermal,
and mechanical vibrations in the surrounding environment have been converted into available
electricity to supply sensor nodes [7]. However, the current technology for obtaining energy from
the environment is unstable. The efficiency of energy harvesting largely depends on the surrounding
environment, and the efficiency of energy harvesting is also different at different times [8,9]. Therefore,
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the energy collection technology cannot solve the energy consumption problem for sensor nodes and
should be combined with an energy consumption optimization algorithm to achieve the continuous
work requirements of networks [10,11].

Several clustering routing algorithms have been proposed to balance the energy consumption
and prolong the lifetime of networks. The low-energy adaptive clustering hierarchy (LEACH)
algorithm [12] is a classical clustering routing algorithm that assumes that all nodes in the network have
the same structure and energy and that the nodes have no energy supply function. The distributed
energy-efficient clustering (DEEC) [13] and stable election protocol (SEP) algorithms [14] assume
that nodes have different initial energies and do not consider the energy recharge of nodes.
The power-harvesting clustering (PHC) algorithm [15] investigates the clustering method of isomorphic
WSNs with an energy supply, and the heterogeneous network includes self-Supplying Nodes (HNS)
algorithm [16] evaluates the clustering method of heterogeneous WSNs with an energy supply.

In practical applications, heterogeneous sensor networks composed of different functional
structure nodes exist widely. Most of the existing clustering routing algorithms are based on isomorphic
networks. Few studies have reported on clustering routing algorithms for heterogeneous sensor
networks that have advanced nodes with an energy supply and ordinary nodes without an energy
supply. The hypothetical network used in this study uses advanced and ordinary nodes.

In this paper, a clustering algorithm for heterogeneous sensor networks based on a solar energy
supply (CHSES) is proposed. In the cluster-head selection phase, the hibernation threshold of advanced
nodes is set on the basis of the residual energy and energy self-recharge state of the nodes, and different
thresholds are allocated for advanced nodes with a solar energy supply and ordinary nodes without a
solar energy supply. This process increases the probability of high-level nodes being selected for the
cluster head. In the data-transmission phase, a node is layered on the basis of the distance between
the base station and the node. The nodes in the network are divided into clusters on the basis of the
shortest-path principle, and the data are transmitted by combining information fusion and inter-layer
multi-hop transmission. Thus, the network energy consumption is optimized, and the network lifetime
is prolonged.

The remainder of this paper is organized as follows. Section 2 discusses some previous works on
clustering algorithms that motivated our work. Section 3 presents the network and solar energy
collection models in detail. Section 4 depicts the proposed algorithm. Section 5 presents the
experimental simulation and algorithm evaluation. Finally, conclusions and future work are given in
Section 6.

2. Related Work

In this section, we first introduce the existing clustering algorithms and then summarize the
shortcomings of these algorithms.

2.1. Clustering Routing Algorithms without Energy Supply

2.1.1. LEACH Algorithm

The LEACH algorithm is a classic adaptive topology algorithm, the basic concept of which is
to randomly select cluster-head nodes and consistently distribute the entire network energy load to
individual sensor nodes in the network, which reduces the network energy consumption and improves
the network lifetime.

The execution of the algorithm is periodic, and the reconfiguration of clusters is continuously
executed. The operation of the algorithm adopts the concept of “rounds”, and each round consists
of two stages, namely, initialization and stabilization. In the initialization stage, each node generates
a random number between 0 and 1. The node delivers itself as the cluster head’s message,
and neighboring nodes join the cluster on the basis of the shortest-path principle when the node’s
random number is less than or equal to the threshold. In the stable stage, the cluster nodes send data
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to cluster heads; meanwhile, the cluster heads perform data fusion and send the fusion information
to the base stations. The energy consumption is large because cluster heads require data fusion and
communication with base stations. The LEACH algorithm can guarantee that the probabilities of each
node being the cluster head are virtually equal and that the nodes consume energy in a relatively
balanced manner.

In the LEACH algorithm, each cycle is required to reorganize the cluster, and the energy cost
of the cluster is large. The cluster-head nodes far away from the base stations may consume energy
in advance as a result of long-distance transmission, which results in unbalanced network energy
consumption and a shortened overall lifetime. In addition, the LEACH algorithm does not consider
the current energy state of cluster-head nodes. The death of nodes is accelerated, and the lifetime of
the entire network is affected when low-energy nodes are used as cluster heads.

2.1.2. DEEC Algorithm

The LEACH algorithm assumes that a network is isomorphic. However, in the true situation,
the nodes in the sensor network are often heterogeneous because of their different geographical
location distributions, performance, and other factors.

The DEEC algorithm is a routing algorithm that is applied for multi-level energy-heterogeneous
networks. The multi-level energy-heterogeneous representation indicates that the initial energy of
nodes can take on many different values. In DEEC, the probability for a node to be defined as a
cluster head is based on the ratio of the current residual energy of the node to the average energy of
the network. The energy consumption can be effectively balanced and the network lifetime can be
extended by considering the residual energy of the node. However, DEEC uses an estimation scheme
to solve the network average residual energy in which the network energy consumption is uniform,
which is inconsistent with reality and weakens the practicability of DEEC.

2.1.3. SEP Algorithm

The SEP algorithm is applied on clustered networks with heterogeneous energy. The SEP describes
the influence of energy isomerism on heterogeneous perception and instability. The algorithm includes
advanced and ordinary nodes. Advanced nodes have high initial energy and are set to (1 + α) of
the ordinary nodes. On the basis of the initial energy of the nodes, an election probability factor
is configured for each node to determine its probability as cluster head and to achieve uniform
energy consumption.

However, in SEP, the election probability is only related to the initial energy of the node and not
to the current remaining energy. The number of advanced nodes to be selected as the cluster is more
than that of the ordinary nodes, and the energy of an advanced node may be lower than that of an
ordinary node after a certain cycle.

2.2. Clustering Routing Algorithms with Energy Supply

2.2.1. PHC Algorithm

The PHC algorithm is a clustering routing algorithm with energy replenishment. In the
cluster-formation stage, the PHC algorithm improves the existing cluster-head selection and
non-cluster-head attribution mechanisms under the consideration of energy supply, and it is similar to
LEACH in the data-transmission phase.

To avoid the selection of low-energy nodes as cluster heads, PHC improves the existing
cluster-head selection mechanism on the basis of the energy supply and energy level of the nodes.
The PHC algorithm modifies the threshold of selected nodes as cluster heads. The threshold is related
to the energy supply of the nodes on the basis of their current energy level, which increases the
probability of nodes with a high energy level being selected and decreases the probability for nodes
with a low energy level.
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2.2.2. EBCS Algorithm

The energy-balanced clustering with self-energization (EBCS) algorithm is a type of
energy-balanced clustering routing algorithm used in WSNs. Considering the different amounts
of recharge energy obtained from the nodes in different geographic regions, the EBCS algorithm
combines the characteristics of the true energy supply to improve the selection mechanism of the
cluster head and considers the residual energy of the node and the total recharge energy of the node
starting from the last turn to be the cluster head to the recent rotation. An inter-cluster communication
mechanism is used to achieve the complete reduction and utilization of recharge energy.

However, a smaller cluster head exists in the energy-surplus phase when all nodes participate
in the cluster-head selection mechanism. No special protection measures are reported to prevent the
selection of nodes with low energy as the cluster head.

2.2.3. HNS Algorithm

The HNS algorithm is a heterogeneous sensor network clustering routing algorithm with energy
self-replenishing nodes that uses vibration energy as an energy supplement. In the cluster-head
selection, HNS assigns different thresholds to the nodes with different functions. HNS considers
the residual energy and current energy supply state of the nodes at the same time to select cluster
heads. In the multi-hop area, the shortest path is adopted on the basis of the distance from the
convergence node.

An advanced-node state-transition model has been designed that enables advanced nodes to
adjust the transformation state on the basis of the remaining energy. The states of nodes consist of
active, energy-storage, and dormancy periods, and nodes in different stages have different functions.
The algorithm also improves the cluster-head selection mechanism on the basis of the residual energy
and energy self-replenishment state of the nodes. Ordinary and advanced nodes are separately
discussed when the cluster head is selected, and the energy self-recharge-state coefficient is designed
to make the nodes with a better supply state obtain a higher cluster-head selection probability and
balance the network consumption.

2.3. Problem Analysis

After analysis, the above clustering routing algorithms still have the following shortcomings.

(1) The traditional clustering routing algorithm does not consider that a node has an additional
energy supply. The selection probability is only related to the initial energy of the node and does
not consider the remaining energy. An advanced node is more likely to be selected as the cluster
head than an ordinary node. After a certain number of rounds, the energy of an advanced node
may be lower than that of an ordinary node, which increases the network energy consumption
and accelerates the decline of the network.

(2) The PHC [15] and EBCS algorithms [17] assume that the energy self-recharge of the nodes is
steady and uninterrupted. In the true situation, the nodes cannot constantly obtain the same
acquisition efficiency because of the irregular distribution of the energy supply in each region.
This condition causes the cluster head to be mainly concentrated in the region with a high current
energy supply level; the number of cluster heads in the area with a low energy supply is small,
and the members are excessive in the cluster. Several clusters cause the overloading of cluster
heads and affect the average residual energy and lifetime of the network.

(3) The HNS algorithm [16] sets the node energy self-replenishment-state coefficient to increase the
probability for nodes with a better energy self-replenishment status to be selected as cluster heads.
However, the algorithm ignores the nodes with slow energy-storage efficiency and accumulates
high residual energy through several rounds, which causes the excessive loading of several
nodes with high energy-storage efficiency, makes the network energy consumption unbalanced,
and affects the network stability.
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Considering the above problems, this study proposes a heterogeneous sensor network clustering
routing algorithm called CHSES that contains energy recharge. The innovative points of this algorithm
are expressed as follows:

(1) Energy classification is used to set different initial energies for advanced and ordinary nodes to
increase the probability of high-level nodes to serve as cluster heads. Meanwhile, a hibernation
threshold is set for the advanced nodes to enable advanced nodes with an energy lower than the
threshold value to only store energy and to prevent them from participating in the cluster-head
competition that prolongs the lifetime of the network.

(2) The algorithm increases the influence factor of residual energy. Meanwhile, the nodes with
high residual energy and a better energy supply state have a high probability to be selected as
cluster heads, and the influence of energy self-recharge parameters on the threshold of the node
cluster head is gradually weakened. The nodes that have slow energy-storage efficiency and high
residual energy can also be selected as cluster heads over several rounds to increase the number
of cluster heads as far as possible and avoid the overloading of cluster heads.

(3) Nodes are layered and use multi-hop transmission on the basis of the distance between the node
and the base station. The network is layered to increase the probability of the inner network
node becoming the cluster head. The cluster head of the outer layer passes the data packet to the
advanced node that is high and near to it and does not directly transmit data to the base station,
which avoids energy loss caused by long-distance transmission.

3. Model Construction

3.1. Heterogeneous Sensor Network Model

N sensor nodes are randomly distributed in a monitoring area. They monitor and send data
periodically. The assumptions are expressed as follows:

(1) The network is composed of a small number of advanced nodes and a majority of ordinary nodes.
An advanced node has the energy self-replenishment function, and ordinary nodes only use a
lithium battery to supply power.

(2) The positions of the advanced and common nodes are fixed.
(3) Nodes have their own independent ID, certain data storage, and fusion capabilities.

3.2. Wireless Communication Energy Consumption Model

The communication energy consumption model is adopted as for LEACH [12]. The distance
threshold of the power amplifier is used in different situations. The power amplifier adopts the
free-space model when the distance between the transmitter and receiver is less than d0; the amplifier
uses the multi-path attenuation model when the distance between the transmitter and receiver is
greater than or equal to d0.

The energy consumed to transmit data to the destination node can be calculated as

ET(l, d) =

{
lEtx + lε f sd2 d < d0,
lEtx + lεmpd4 d > d0,

(1)

where Etx is the energy loss of the circuit; ε f s and εmp are the energy factors of the power amplifier
when the free-space and multi-path attenuation models are used, respectively; and l is the length of
the sent data packet.

The energy consumed by nodes to receive and integrate data can be calculated as

Er(l) = lErx + lEda, (2)

where Erx is the energy loss of the receiving circuit, Eda is the energy loss of data fusion, and l is the
length of the received data packet.
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3.3. Energy Supply Model in Real Environment

Energy-harvesting nodes have the ability to harvest energy from the surrounding environment.
Currently, energy-harvesting sensor nodes mainly use solar and vibration energies as energy sources.
The power density of general solar power is approximately 10–15 mW/cm3, and that of vibration
energy is approximately 0.275 mW/cm3 [18,19]. Clearly, solar energy has a higher energy supply
efficiency than vibration energy. Thus, we use solar energy as an additional energy supply in this
paper. Because of the time and periodicity of solar harvesting, we discuss the model of solar energy
harvesting in this section.

The trapezoidal model is a common model of solar energy supply. No sunlight or energy supply
exist at night, and high solar light and maximum energy supply rates at noon are observed in one day.
From sunrise to sunset, solar energy reaches its maximum daily supply with time and continues to
decline after a certain period. Therefore, a basic solar energy model is established, as illustrated in
Figure 1. The relationship between solar recharge and the number of rounds is expressed as follows:

Eh(r) =


k · r r 6 r1,
Emax r1 < r < r2,
Emax − k · (r− r1) r > r2,

(3)

where Eh(r) denotes the average level of nodes in round r of energy replenishment and Emax is the
maximum value for energy collection in a day. The amount of energy collection before round r1

increases at rate k. The energy collection of the node between rounds r1 and r2 reaches the maximum
and is maintained at this level for a period of time. The energy harvesting of nodes after round r2

decreases at rate k and reaches zero.

Maximum energy (Emax)
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r1 r2
Network round
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Figure 1. Classic solar energy supply model (trapezoidal model).

The trapezoid model simulates the theoretical value of solar energy collection in a sunny day.
However, in the true situation, nodes of different locations may be affected by external factors, such as
possible shelter and different incident angles of the sun. The same node is also affected by factors
such as weather and self-replenishment. The true situation for solar energy does not conform to the
trapezoidal model.

In [20], solar radiation data were used to fit an empirical curve to obtain a high availability of
the solar energy model. Solar energy collection data from 2005 to 2009 were used as the active solar
energy, and the solar data model of 2010 was fitted. Thus, a single model was designed for each season
in [20], because the annual solar intensity varied remarkably. The fitting results showed that the Gauss
function and polynomial function were close to the true solar-collection situation, as shown in Figure 2.
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Figure 2. Solar energy supply model (Gaussian model).

The Gaussian model is clearly better than the trapezoidal model for the true situation of daily solar
energy collection, but several shortcomings still exist. In [21], the seasonal collection characteristics
of solar energy were obtained through experimental analysis. In reality, the solar collection trend
rises and falls. However, solar collection does not have a smooth curve because of weather changes.
By contrast, solar collection is random. Figure 3 shows the true solar collection status of Oak Ridge on
9 March 2018 [22].
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Figure 3. True collection of solar energy.

To better simulate solar energy collection, we use the Gaussian kernel density model to model
energy harvesting. Kernel density estimation is a non-parametric method used to estimate unknown
density functions in probability theory. The Gaussian kernel density function is a function generated
by kernel density estimation for a normal distribution model. This function is defined by Equation (4):

f (x) =
1
n
(

1√
2πh

e
−(x−x1)

2

2h2 +
1√
2πh

e
−(x−x2)

2

2h2 + · · ·+ 1√
2πh

e
−(x−xn)2

2h2 ), (4)
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where x1, x2, · · · , xn are the random numbers for a group with a normal distribution, n is the number of
random numbers, and h is the window width of the kernel density function. A change in the window
width can change the steepness of the curve, as shown in Figure 4.
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Figure 4. Gaussian kernel density function under different window widths.

As shown in Figure 4, the solar energy recharge model built by the Gaussian kernel density
function is stochastic. The model can simulate various basic weather conditions, such as sunny, cloudy,
and rainy days, and can also simulate various complicated weather changes, such as the weather
change from fine to cloudy.

Figure 5 shows the true weather situation simulated by the Gaussian kernel density model.
The first half of the curve slowly increases, and fluctuations occur at irregular intervals, which is
consistent with the true supply situation of solar energy in the morning. The central part of the curve
is essentially maintained at the same level but with clear fluctuations. The solar collection reaches the
highest value and remains for a time period, and the amount of solar energy also fluctuates as a result
of small changes in the weather. The latter half of the curve steadily descends, which is in line with the
declining trend of solar recharge in the afternoon.

Compared with the trapezoidal and Gaussian models, the Gaussian kernel density model is more
general and closer to the true situation of solar recharge.
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Figure 5. Gaussian kernel density solar model used to simulate the true weather.

3.4. State-Transformation Model of Advanced Nodes

In heterogeneous WSNs, advanced nodes have a self-energy replenishment function. Each
energy-harvesting node has an energy limit threshold. If the energy of an advanced node is less
than this limit threshold, the node is automatically blocked, does not participate in the current round,
and does not send data until the energy status reaches the desirable level. The sensor node is delivered
from the block mode, turns to active mode, joins the network, and starts to send and receive data in
the next round when its energy is higher than the limit threshold.

The mode transition parameter of an advanced node is set as follows:

S(i) =

{
1 E(i) > EA,
0 E(i) < EA,

(5)

where E(i) is the residual energy for sensor nodes and EA is the energy limit threshold. Advanced
nodes enter the active mode and participate in the cluster-head competition when S(i) is equal to 1.
An advanced node enters the block mode and only collects data and sends data packets when S(i) is
equal to 0.

4. Algorithm Design

The proposed algorithm in this study can be divided into setup and data-transmission phases.

4.1. Setup Phase

In heterogeneous sensor networks, many advanced nodes should be selected as cluster heads
to extend their lifetime as much as possible. The cluster-head selection mainly considers two factors:
(1) The nodes with large residual energy or a considerable energy supply should be selected as
cluster heads to undertake several data-forwarding tasks. (2) The proportion of the total number of
cluster-head nodes in a network should be limited.

On the basis of the SEP and HNS algorithms, a heterogeneous sensor network clustering algorithm
based on solar recharge is proposed in this section. The initial energy of the network node uses energy
classification to set different initial energies for the advanced and ordinary nodes, which increases
the probability of an advanced node serving as the cluster head. Advanced and ordinary nodes are
separately discussed, and different electoral thresholds are set during the selection of cluster heads.

For an advanced node with an energy supply, the influence of residual energy and the energy
self-recharge state on the threshold is increased on the basis of the traditional threshold setting.
The algorithm compares the sum of residual and harvested energies with the low initial energy of the
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advanced node. Thus, a node that has considerable residual energy and a better self-recharge state has
a high probability to be selected as the cluster head.

For ordinary nodes without energy recharge, the influence of residual energy is increased.
The definition of different election thresholds is set as follows:

T(i) =


p

1− p× [r mod(1/p)]
× E(i) + α(r)× Eh(i)

E0
node i ∈ advanced nodes,

p
1− p× [r mod(1/p)]

× E(i)
E0

node i /∈ ordinary nodes,
(6)

where p is the proportion of the ideal cluster head, r is the number of rounds, E0 is the initial energy
of the node, E(i) expresses the current residual energy of node i, Eh(i) represents the energy that the
node has supplied from the last selected cluster to the present, and α(r) is the influence factor of the
remaining energy that is defined as follows:

α(r) = 1− r mod(1/p)
1/p− 1

. (7)

Equation (7) represents that α(r) is a general type of arithmetic progression. In the first round,
α(r) = 1. With an increase in the number of rounds, α(r) gradually decreases until round 1/p reaches
0; α(r) also gradually decreases from 1 to 0 when the new round begins. In this way, the proportion of
α(r) in Equation (7) is weakened.

The probability of the nodes with poor energy-collecting efficiency but gradually accumulated
considerable residual energy is improved when the nodes with good residual energy and a good
energy supply state have a high probability to be selected as cluster heads. Thus, the number of cluster
heads at the weak energy supply level is increased, and the overloading of cluster heads is avoided.

As shown in Equation (6), the cluster-head selection algorithm separates the advanced nodes
from the ordinary nodes, improves the probability of the advanced nodes becoming the cluster head,
reduces the energy consumption of the nodes, and balances the energy consumption of the network.
For ordinary nodes, a node with high residual energy has a higher probability of becoming a cluster
head by comparing the residual energy of the node with the original energy, which prolongs the
lifetime of the node.

For advanced nodes, a node with high residual energy and a better energy supply state is
selected as the cluster head by comparing the residual energy and harvesting energy of the nodes
with the original energy, which ensures the high probability of nodes with high energy becoming the
cluster head. The influence of the energy self-recharge state on the cluster-head selection is gradually
weakened by increasing the influence factor of residual energy. Thus, the nodes with a poor energy
supply state but gradually accumulated considerable residual energy can also become cluster heads,
which shares the network load and balances the network energy consumption. The detailed steps of
the setup phase are described in Algorithm 1.
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Algorithm 1: Setup phase of CHSES algorithm

1) BEGIN
2) while CT < TimePh1 do
3) if Sensor[i].state == ’Cluster Head’ then
4) Sensor[i].state = ’Node’;
5) endif
6) endwhile
7) while CT < TimePh2 do
8) if Sensor[i].property == ’Advanced’ then
9) if Sensor[i].energy > the block threshold then

10) predict node energy collection;
11) calculate the election threshold of Sensor[i] by Equation (6);
12) generate random numbers λ between 0 and 1;
13) if λ < the election threshold then
14) Sensor[i].state = ’Cluster Head’;
15) broadcast Head_Msg;
16) receive Head_Msg from competition Cluster Head;
17) store in Head_List Cluster Head L[] along with distance;
18) endif
19) endif
20) else if Sensor[i].energy < the block threshold then
21) block automatically and do not allow participation in the current round;
22) endif
23) endif
24) else if Sensor[i].property = ’Ordinary’ then
25) if Sensor[i].energy > 0 then
26) calculate the selection threshold of Sensor[i] by Equation (6);
27) generate random numbers λ between 0 and 1;
28) if λ < the election threshold then
29) Sensor[i].state = ’Cluster Head’;
30) broadcast Head_Msg;
31) receive Head_Msg from competition Cluster Head;
32) store in Head_List Cluster Head L[] along with distance;
33) endif
34) endif
35) else if Sensor[i].energy 6 0 then
36) exit the network;
37) endif
38) endif
39) endwhile
40) while CT < TimePh3 do
41) if Sensor[i].state == ’Node’ then
42) select the nearest Cluster Head Sensor[j] from Cluster Head L[] list;
43) Sensor[i].head = Sensor[j];
44) send Join Cluster Msg to Sensor[j];
45) endif
46) else if Sensor[i].state == ’Cluster Head’ then
47) receive Join Cluster Msg from Cluster Member;
48) store in Cluster Member[] List;
49) endif
50) endwhile
51) END
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4.2. Data-Transmission Phase

In the data-transmission phase, the CHSES algorithm uses the first-order wireless communication
energy consumption model [23] and calculates the energy consumption on the basis of the distance,
as shown in Equation (1). The data between nodes are transmitted in the multi-hop mode, and energy
consumption is closely related to path selection.

In this paper, we adopt a node hierarchical multi-hop transmission mechanism for data
transmission. The hierarchy of the network is stratified on the basis of the distance between the
nodes and the base station. The higher the node level, the higher the probability of the node becoming
the cluster head. Thus, the number of nodes in the inner layer of the network is increased to avoid the
premature death of nodes due to overloading. The cluster head of the outer layer passes the packet to
the advanced node that is high and nearest to it on the basis of the shortest-path principle and does
not directly transmit the data to the base station. Thus, the energy loss caused by the long-distance
transmission of data is avoided.

After the end of each cluster-head selection, all nodes select the nearest cluster-head node to
transmit data on the basis of the shortest-path principle. Cluster-head nodes receive all the data of
member nodes in the cluster, compress and fuse the data, and enter the transmission stage.

We divide the nodes near the base station into two situations to avoid the overloading of nodes
near the base station and the overloading of cluster heads. The distance from the node to the nearest
cluster head is d1, and the distance from the node to the base station is d2. The node transfers the data
packet to the cluster head when d1 < d2, and the cluster head fuses all the data packets to one data
packet and transmit this to the base station. Conversely, the node directly communicates with the
base station when d1 > d2. This process optimizes the network energy consumption and prolongs the
network lifetime. The detailed steps of the data-transmission phase are described in Algorithm 2.

Algorithm 2: Data-transmission phase of the CHSES algorithm

1) BEGIN
2) while CT < TimePh1 do
3) if Sensor[i].state == ’Cluster Head’ then
4) select the nearest advanced node Sensor[j] in higher Layer;
5) Sensor[i].next-hop = Sensor[j];
6) endif
7) endwhile
8) while CT < TimePh2 do
9) if Sensor[i].state == ’Cluster Head’ then

10) receive Data Packet from Cluster Member;
11) aggregation of Data Packet;
12) broadcast Data Packet to base station or next hop;
13) endif
14) else if Sensor[i].state == ’Node’ then
15) broadcast Data Packet to Cluster Head;
16) endif
17) endwhile
18) END

In conclusion, in the data-transmission phase, the large amount of energy consumption caused
by the direct communication between the low-level nodes and base station is avoided. The topology
diagram for the layered transmission of network nodes is illustrated in Figure 6. The cluster-head
node selects the upper-level node on the next hop as the relay node, which utilizes the advanced-node
energy self-replenishment. By contrast, the energy consumption speed of the nodes around the base
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station is reduced, and the lifetime of the nodes is prolonged by increasing the number of cluster heads
in the inner layer of the network and selecting the shortest transmission principle of the inner node.

Cluster Head Advanced Nodes

Ordinary NodesBase Station

Figure 6. Topology diagram for layered transmission of network nodes.

4.3. Algorithm Flow

The proposed clustering routing algorithm in this paper is iterative on the basis of the round.
Each cycle includes the establishment of a cluster and data transmission in two stages, and the specific
algorithm flow is represented in Figure 7.

Start

Select node

Is it an advanced node?

Calculate the remaining energy of the node, 
predict the node's energy collection, and 

calculate the election threshold

If E(i)>the dormancy threshold?

Yes

This round exit 
cluster head 
competition

Node generates a 
random number 

<the threshold?

Selected as cluster head,
broadcast cluster head information, 

wait for non-cluster head node to join

Yes

Yes

E(i)>0?

Calculate the election 
threshold based on the 

remaining energy

Yes

No

Node generates a 
random number 

<the threshold?

Selected as cluster head,
broadcast cluster head information, 

wait for non-cluster head node to join

Yes

Add clusters according to 
the shortest path principle

No No

Data transmission

End

No

Is this round time up? NoYes

No

Figure 7. Algorithm flow chart.
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At the stage of each cluster formation, the advanced node calculates the current residual
energy, the energy recharge from the last selected cluster head to the current cluster head, and
the residual-energy influence factor for the current round of the node. Thus, the selected threshold is
calculated. The specific steps are as follows:

(Step 1) The advanced node considers its own residual energy. The node enters the dormancy state,
and the current round is temporarily out of the cluster-head competition if the residual
energy E is less than EA; the algorithm proceeds to step 4. Otherwise, step 2 is performed.

(Step 2) Nodes generate a random number λ between 0 to 1. If λ is less than the threshold, then
the node is selected as the cluster head, and step 3 is performed. Otherwise, the algorithm
proceeds to step 4.

(Step 3) Cluster-head nodes broadcast the cluster-head information and wait for non-cluster-head
nodes to join.

(Step 4) A node receives the broadcast information of the cluster-head node, calculates the path,
selects the optimal-path node as the cluster head, sends the cluster request, and periodically
collects the data to the cluster head.

(Step 5) The cluster head receives the data from its own regular collection and receives the data
sent by the member nodes in the cluster at the same time, compresses and fuses the
data, and enters the data-transmission phase. Data are transmitted across the clusters
by multi-hopping and reach the base station.

5. Evaluation and Simulation

5.1. Simulation Scene and Parameter Setting

The network simulation scenario was a square area of 100 × 100 m2, and 100 nodes were
randomly distributed in the network. The base station was fixed in the regional center, and the
location coordinates were [50, 50].

The node energy-recharge model uses the solar energy model. In a real environment, the real-time
acquisition rate of solar energy is markedly influenced by weather and has a certain randomness.
To better simulate the true energy acquisition, we use the Gaussian kernel density solar energy model,
as illustrated by Equation (4).

Under the same network environment, the values of the advanced-node state-transition model
of the clustering routing algorithm were compared with different set values. The set values were
changed from 0.2× EA to 0.7× EA. The average numbers of rounds until the first death of a node
occurred under different settings are indicated in Table 1. The number of rounds until the first dead
node occurred in the network was the greatest when 0.5× EA was used. Thus, EA was set as 50% of
the initial energy of the advanced node. Other parameters are listed in Table 2.

Table 1. Energy consumption results of setting different values of EA.

EA 0.2 × EA 0.3 × EA 0.4 × EA 0.5 ×EA 0.6 × EA 0.7 × EA

The round number of 1367 1173 1283 1506 1309 1337the first dead node

5.2. Simulation Results and Analysis

We used the LEACH [12], energy harvesting-LEACH (EH-LEACH), SEP [14], DEEC [13], PHC [15],
and HNS [16] algorithms in MATLAB simulation software under the same rules of energy supply to
conduct experiments on heterogeneous WSNs with energy acquisition nodes (20%). We compared
and analyzed the performance differences between them and the proposed clustering algorithm
through simulation in terms of the remaining number of surviving nodes, energy balance consumption,
and other indicators.
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Table 2. Simulation parameter setting.

Parameter Parameter Meaning Value

N Number of nodes 100
V(x, y) Base-station coordinates [50, 50]

m Advanced-node ratio 0.2
p Proportion of ideal cluster heads 0.1

E0 Initial energy of node 0.5 J
Etx Emission circuit loss 50 nJ/bit
ε f s Energy consumption factor of free-space amplifier 10 pJ/bit/m2

εmp
Energy consumption factor of

0.0013 pJ/bit/m2
multi-path-attenuated power amplifier

Erx Receiving circuit loss 50 nJ/bit
EDA Data fusion loss 5 nJ/bit

a Advanced node exceeds the initial 5 nJ/bitenergy percentage of ordinary node
l Packet length 4000 bit

rmax The largest round 3000

5.2.1. Comparison of Network Lifetimes

The average residual energy of the nodes using different algorithms decreased with the increase
in the number of rounds. As shown in Figure 8, the number of remaining surviving nodes for
the traditional LEACH and SEP algorithms was less than 20% at the 1500th round. Meanwhile,
the EH-LEACH algorithm with energy supply and that uses the same energy supply rule was slower
than the traditional LEACH algorithm in terms of the node death rate. However, the number of live
nodes was less than half of the number of original nodes at the 1500th round.
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Figure 8. Comparison of the number of remaining surviving nodes in the network.

As shown in the analysis in Figure 8 and Table 3, the network nodes that used the traditional
LEACH algorithm all died in the 1362nd round, and the numbers of remaining surviving nodes of the
PHC, HNS, and DEEC algorithms were 76, 81, and 96, respectively. The proposed clustering routing
algorithm did not obtain the first dead node. This condition indicates that the clustering routing
algorithm extends the network lifetime and increases the network stability.
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Table 3. Time comparison of death nodes.

Algorithm Death of First Node Death of 10% of Nodes Death of All Nodes

LEACH 921 1053 1362
EH-LEACH 968 1063 —

SEP 1072 1124 2040
DEEC 1348 1487 2942
PHC 1085 1203 —
HNS 1216 1318 —

CHSES (proposed) 1506 1712 —

5.2.2. Comparison of Network Stability Cycle

In WSNs, we usually call the start time from the initialization of the network to the death of the
first node the “stable cycle” of the network. For a long period of time, the stable cycle is important
to ensure the normal operation of the entire network and efficient data transmission. As shown in
Figure 9, the stability period of the proposed clustering routing algorithm was the longest, and the
number of round before the first dead node was 1506, which makes the algorithm clearly superior to
the others.
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Figure 9. Network stability-cycle comparison.

5.2.3. Comparison of Network Energy Consumption Balance

To optimize network performance, the proportion of cluster heads to the total number of nodes
in the network should be controlled. In the simulation, we set the ideal cluster-head ratio of p to 0.1;
that is, the number of selected cluster heads in every round of the network was approximately 10.
On the basis of the analysis of the first two items, the proposed clustering routing algorithm was clearly
better than the other algorithms in terms of the survival of the remaining nodes and the network
stability period. The following is for the DEEC algorithm.

As illustrated in Figure 10, the cluster-head number of each cluster for the proposed clustering
routing algorithm was between 5 and 15, which was essentially the same as was expected. In the 11th
round of the DEEC algorithm, the number of cluster heads exceeded 30, and it dropped to 0 in the
19th round. Although the cluster-head selection has a certain randomness, the immense change in
cluster-head number is clearly not conducive to the long-term stability of the network, particularly in
the case of an uneven distribution of the network. It was easy to observe the heavy load of some nodes
and the shortening of the lifetime of the nodes, as well as the effects on the energy consumption of
the network.
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Figure 10. Number of cluster heads in the first 20 rounds.

5.2.4. Comparison of Network Residual Energy

As indicated in Figure 11, the residual energy of different nodes of the algorithm decreased
by varying degrees with the increase in the number of rounds. After the 300th round, the residual
energies of the LEACH, SEP, and DEEC algorithms without an energy supply continued to decline.
Several algorithms with energy supply received a certain amount of solar energy supply, and the
residual energy of the network nodes increased. This condition indicates that an algorithm with energy
replenishment can remarkably prolong the lifetime of the network.
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Figure 11. Comparison of the network residual energy.

Compared with the EH-LEACH, PHC, and HNS algorithms under the same energy supply,
the CHSES algorithm is clearly better, because it uses the network initial energy classification strategy.
The advantage of the CHSES algorithm in terms of the residual energy of network nodes is clear
with the increase in the number of rounds. The residual energy of the network node exceeded its
initial energy, specifically, after the 1500th round. This condition shows that the CHSES algorithm can
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optimize the cluster-head selection method and inter-cluster multi-hop mechanism, effectively balance
network energy consumption, and prolong the network lifetime.

5.2.5. Comparison of Network Throughput

In WSNs, the total number of packets successfully delivered to the base station is called the
throughput of the network. As illustrated in Figure 12, the throughputs of several of the algorithms
were essentially the same in the first 1100th rounds and steadily increased at a relatively higher rate.
This was because no dead nodes existed in the early stages of the algorithms, and the network ran
relatively stably. Thus, all the packets were accurately transmitted to the base station.
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Figure 12. Comparison of network throughput.

After the 1500th round, significant differences were observed in the throughput of several
algorithms. The LEACH and SEP algorithms without energy replenishment did not increase the
network throughput after the 1500th round. The EH-LEACH, PHC, and HNS algorithms with an
energy supply increased at the same rate after the 1500th round, because only a few advanced nodes
and a small number of ordinary nodes were observed in the network at this time.

The network throughput of the DEEC and CHSES algorithms still increased at a high rate at
the 2000th round. However, the DEEC algorithm was essentially unchanged after the 2000th round
because of an insufficient energy supply. This condition indicates that the CHSES algorithm can
effectively extend the network lifetime, balance the network energy consumption, and increase the
network throughput.

We give the following summary on the basis of the above simulation experiments. First, the use
of sensor nodes with energy collection can extend the overall network lifetime of the common
non-energy-collection sensor nodes on the basis of the comparison between the original LEACH
and EH-LEACH algorithms with energy supply.

The proposed CHSES algorithm can effectively prolong the network lifetime and improve the
utilization of nodes by comparing the number of remaining nodes in the network. The CHSES
algorithm can make the network run stably and durably by comparing the network stability period and
the number of cluster heads in each round. The comparison of the residual energy of network nodes
and network throughput shows that the CHSES algorithm can optimize the cluster-head selection
method and the multi-hop mechanism between clusters, can effectively balance the network energy
consumption, and can increase the network throughput.
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6. Conclusions

In this paper, a heterogeneous sensor network clustering algorithm (CHSES) based on a solar
energy supply is proposed to solve the problem of limited battery power that directly affects the
performance and survival time of sensor networks. The solar energy around the node is converted into
the node power supply, and the nodes are divided into advanced nodes with energy self-replenishment
and energy-limited ordinary nodes. An advanced node dormancy limit is set, and cluster-head
selection to balance the network energy consumption is used on the basis of the residual energy of
the nodes and energy self-recharge state of advanced nodes. The mechanism is based on hierarchical
multi-hop routing for data transmission. The simulation results show that the proposed algorithm
effectively extends the lifetime of the network and improves the stability and energy balance of the
network compared with other algorithms. Currently, energy-harvesting technology is improving.
Energy-supplied nodes can be used in entire WSNs. In the future, we will design a clustering algorithm
for isomorphic sensor networks with energy replenishment and optimize the energy consumption of
sensor networks.
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