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Abstract: In this review article for Internet of Things (IoT) applications, important low-power design techniques for digital and mixed-signal analog–digital converter (ADC) circuits are presented. Emerging low voltage logic devices and non-volatile memories (NVMs) beyond CMOS are illustrated. In addition, energy-constrained hardware security issues are reviewed. Specifically, light-weight encryption-based correlational power analysis, successive approximation register (SAR) ADC security using tunnel field effect transistors (FETs), logic obfuscation using silicon nanowire FETs, and all-spin logic devices are highlighted. Furthermore, a novel ultra-low power design using bio-inspired neuromorphic computing and spiking neural network security are discussed.
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1. Introduction

Advances in wired and wireless sensor networks have laid a solid foundation for the Internet of Things (IoT). It is estimated that around 30 billion IoT devices will be connected to the Internet by 2020 [1]. Examples of these devices include sensors, RFID tags, smart thermostats, and smart phones and gadgets. Those devices will be empowered to sense, process, and control the physical world events. Eventually, the IoT will lead us to the Internet of Everything (IoE), where the virtual world of information is integrated with the physical world of objects.

The Internet of Things incorporates devices from a very diverse background. These devices differ from each other in terms of their size, storage, energy consumption, computation, data rate, and other performance metrics. Seamless and interoperable communication among them is enabled via sensors and actuators embedded in them. These miniature sensors give a unique ID to each participating device in an IoT paradigm. Sensors broaden the scope and scalability of today’s Internet by integrating them to the physical systems. However, it requires effort from the application developer’s side because sensors are tiny, energy-starved, and constrained on computation and storage capacity. Designing secure solutions in the IoT system is difficult and complex due to the peculiar nature of the devices. Since sensors are computing-power-constrained and deployable from anywhere in the world, they are vulnerable to cyber attacks and have thus become the weakest link in the IoT system.

In this review paper, energy-constrained IoT devices for low-power design and security assurance are presented. Section 2 discusses key low-power design techniques for today’s chip applications. Section 3 illustrates emerging technologies in logic and memory devices beyond CMOS (more than Moore). Steep sub-threshold slope transistors as well as resistive, phase change, and spin transfer torque (STT) memories are explained. Section 4 combines the near-threshold low-power technique using emerging tunnel FET (TFET) technology for logic gates and successive approximation register (SAR) analog-to-digital converter (ADC) designs. In addition, the noise
shaping (NS) technique is adopted to increase the effective number of bits for the SAR ADC. Bio-inspired ultra-low-power neuromorphic computing for unsupervised learning and recognition is introduced in this section as well. Various hardware security issues are highlighted in Section 5. These include important encryption techniques, side channel attack/defense, logic locking/split manufacturing against reverse-engineering/counterfeiting, and camouflage layout. The uses of emerging technologies and lightweight encryption for correlation power analysis against side channel attack, silicon nanowire polymorphic gates, and all-spin logic devices for deception and logic locking, and a TFET secure SAR ADC design for Trojan countermeasures are shown in Section 6. Finally, a summary of this work is given in Section 7.

2. Key Low Power Techniques in Digital, Analog, and Mixed-Signal Circuits

2.1. Digital Circuits

Scaling of CMOS devices have continued for many decades to provide faster switching speed and lower power consumption. Numerous enabling approaches such as high-κ/metal gate [2,3] and FinFET [4,5] have been used. Since the dynamic power dissipation of CMOS logic is proportional to the square of supply voltage $V_{DD}$, $V_{DD}$ scaling provides a way to constrain power dissipation of integrated circuits (ICs). However, when CMOS logic is operating at the sub-threshold voltage level, a significant increase in leakage power and circuit delay occurs [6]. Near threshold operation offers the optimization of power and performance tradeoff (see Figure 1). In addition, three-dimensional (3D) integration of IC using through silicon vias (TSVs) can enhance chip performance [7].

![Energy and delay plots versus supply voltage scaling.](image)

Energy efficiency is a major issue in modern digital systems. High computation demand has led academia and industry to provide architectural approaches for multicore and many-core systems that exploit system-wide power efficiency for a particular application domain. Power saving methods such as dynamic voltage and frequency scaling (DVFS) [8] is widely used in applications. DVFS scales the supply voltage and clock frequency based on the work load at run time. In DVFS, the power dissipation is controlled by adjusting the processor's voltage and frequency. Voltage and frequency scaling to offer power reduction has been implemented in commercial chips [9].

Multi-threshold (MT) CMOS technology provides a simple and effective power gating structure by utilizing high speed, low $V_T$ transistors for logic cells and low leakage, and high $V_T$ devices for sleep transistors [10]. Sleep transistors disconnect logic cells from the supply and/or ground to reduce the leakage in standby mode (see Figure 2). More precisely, multi-threshold CMOS uses low-leakage NMOS (PMOS) transistors as footer (header) switches to disconnect ground (power supply) from parts of a design in the circuit standby mode. There is a large amount of rush-through current from
the power supply to ground when a multi-threshold CMOS circuit switches from sleep to active mode. On the other hand, when an MT CMOS circuit switches from sleep to active mode, it takes some time (wakeup latency) for the circuit to become functional and start working at its full performance level. Without some kind of always-on latches, the internal state of the MTCMOS circuit is lost when it is put into sleep mode. Because of the large amount of rush-through current and large wakeup latency for MTCMOS circuits, for short standby periods, it is better to put the circuit into an intermediate power-saving mode (called the drowsy mode). The reason is that the transition latency from the drowsy to active mode is much less than the wakeup time of the circuit when coming out of the sleep mode. Furthermore, if designed appropriately, drowsy circuits can retain a pre-standby internal state of the circuit. The downside of putting a circuit into drowsy mode is the higher amount of the leakage current compared to the case when the circuit is put into sleep mode.

![Implementation of sleep mode design](image)

**Figure 2.** Implementation of sleep mode design.

In recent years, multi-core systems have become standard in the computer industry. The design of multi-cores takes advantage of thread-level parallelism in applications that are computationally intensive and highly parallel. Energy efficiency is one of the biggest challenges in the design of multi-core systems, and workload imbalance among parallel threads is one of the sources of energy inefficiency. DVFS thus can save energy consumption on multi-cores, but all of them assume that each core in a multi-core system contains only one hardware context and only one thread can execute on one core at a time. However, mainstream multi-core systems are moving to have simultaneous multi-threading (SMT) support in cores, and existing DVFS-based techniques are not effective to achieve maximum energy savings. A novel technique called thread shuffling, which combines thread migration and DVFS to achieve maximum energy savings and maintain performance on a multi-core system supporting SMT was proposed [11]. Thread shuffling is implemented and simulated in a cycle-accurate ×86 multi-core system. The experiments show that it achieves up to 56% energy savings without performance penalty for selected Recognition, Mining, and Synthesis (RMS) applications from Intel Labs.

Other low-power design techniques include clocking gating [12], pipeline architecture [13], asynchronous signal transmission [14], and software and hardware co-design [15]. Asynchronous circuit design has long been a designer’s interest. The advantages of asynchronous circuits include lower peak power dissipation, lower electromagnetic emission (EMI), free interchangeability of components between systems, and are more robust against temperature and process variations [16]. Asynchronous circuits, especially quasi-delay-insensitive asynchronous circuits, use local handshaking protocols in lieu of clocks to coordinate circuit behavior. The delay insensitivity and other unique features of quasi-delay-insensitive circuits allow for a more aggressive supply voltage scaling, implementing power gating without timing analysis or extra control overhead [17].
Asynchronous circuits connect multiple components effectively across a large die for energy efficiency.

Comparing various low-power design trade-offs or additional requirements, multi-threshold voltage technique requires the support of semiconductor process to make MOSFETs available with different threshold voltages. Asynchronous circuits may consume more chip area due to additional handshaking circuit components and dual rail encoding. Multi-core design requires parallel clock trees and needs additional interconnections on silicon among different cores. DVFS requires on-chip DC-DC converter for supply voltage scaling.

In addition to low-power mobile computing, energy saving in wireless communication is important for IoT applications. Clearly, energy efficient mobile computing requires an ultra-low-power system design [18]. Achieving a very low average power for a wireless system typically makes extensive use of duty cycling. The aim is to reduce the device “on” time to a short communication burst, and then between these active periods have the device enter a sleep mode to save power consumption.

2.2. Analog Circuits

Low-voltage operation in the analog circuit could be quite different from that of the digital circuit. For example, when the supply voltage is reduced to the near-threshold voltage of the MOSFET, the overdrive voltage (OV) or the voltage headroom is limited, which introduces a significant temperature shift of cutoff frequency of the MOS transistor and hence hinders the performance of the analog circuit. To address this temperature drift issue, Lin and Yuan [19] used an optimum overdrive voltage to reduce temperature sensitivity. With the mutual temperature compensation of carrier mobility and threshold voltage, the optimal bias point makes the cutoff frequency insensitive to temperature variation, as shown in Figure 3. A comparator using the optimum overdrive voltage technique is shown in Figure 4.

![Figure 3. Cutoff frequency versus temperature.](image-url)
Against signal; voltage digital sampling 2Ci+1; comparator the makes the signal rarely generates VCM 0.5 V. Therefore, an ultra-low-voltage and low-power operation is critical for wireless IoT applications [20]. The output of the sensor usually needs to be processed by an ADC with moderate resolution and speed (1–1000 kHz), while the signal level is also usually small [21]. In those low-power applications, ADCs are the most critical and power-hungry blocks. Furthermore, the use of TFETs can enhance the analog circuit performance [22].

A 6-bit SAR ADC topology for low supply voltage between 0.3 and 0.5 V (near threshold operation) was proposed in [23]. The single-ended structure has poor immunity to power supply noise and common-mode level drafting. Henceforth, a low-noise Low Drop Out (LDO) regulator and precise voltage reference are needed to guarantee the performance, which degrade the energy efficiency. In [23], a fully differential structure is introduced. The fully differential structure can not only provide twice the input and output swings of the ADC, which further improves the immunity against the supply noise by 6 dB, but also cancel even-order distortion, which greatly improves the effective number of bits (ENOB) of the ADC. Figure 5 shows principal blocks of the 6-bits SAR ADC including the digital-to-analog conversion (DAC), comparator, and control logic. In Figure 5, C1 = 2C0; C0 = C = 5 fF, and the total capacitance used in the DAC is 640 fF. To make the maximum utilization of the supply voltage, the positive and negative voltage reference are VDD and GND, respectively, and VCM is VDD/2. Because of the fully differential operation, noise on the supply voltage can be cancelled out. Furthermore, a circuit that generate VCM can be coarse to reduce the area and power dissipation. The input signal is sampled through FET switches. In this design, feedback switches are also implemented using FET transistors to switch among VDD, GND, and VCM. The comparator in Figure 6 is implemented based on a strong arm latch for low-power operation and generates the decision signal to control the SAR logic circuit. The SAR logic module comprises FET-based logic gates and generates the clock of all sampling switches and feedback switches.

The clock scheme for the SAR ADC is depicted in Figure 7a, where CLK is the external clock signal; CLK_COMP is the clock that triggers the comparator; CLKS is the sampling clock and CLKi is the clock that control the feedback switch of Ci, which is illustrated in detail in Figure 7b. The sampling period is 8 clock cycles, so there is enough time for the sampling circuit to settle. When the sampling clock is high, the comparator is disabled and the capacitor’s bottom plate is connected to VCM. When the sampling clock becomes low, the top plate of the capacitor array is isolated and the comparator begins to compare the voltage on them. CLK will become high after the in decision is made and switches the bottom plate of Ci to VDD or GND. In Figure 7b, CLKi is fed into a non-
overlapping clock generation module to guarantee that the bottom plate of the capacitor $C_i$ will not be connected to both $V_{CM}$ and $VDD$ (or $GND$) simultaneously. Signals $V_{SVCM}$, $V_{SVDD}$, and $V_{SGND}$ are the control signals for the switches to connect the bottom plate of the capacitor $C_i$ to $V_{CM}$, $VDD$, and $GND$, respectively. $V_{COMP}$ is the output voltage of the comparator and determines whether the bottom plate of $C_i$ is switched to $VDD$ or $GND$.

![Figure 5](image)

**Figure 5.** A successive approximation register (SAR) analog–digital converter (ADC) circuit schematic.

![Figure 6](image)

**Figure 6.** The comparator used in the SAR ADC.

![Figure 7](image)

**Figure 7.** (a) Clock timing; (b) Clock generating logic.

Because of the fundamental limitation and related secondary effects, the accuracy of SAR ADC is hard to achieve with a resolution over 10 [24]. The $kT/C$ noise is the main limitation of sampling accuracy. For moderate resolution ADCs, the minimum capacitance to achieve sufficient low sampling noise is usually larger than that required capacitance needed to yield adequate matching.
Moreover, the number of unit capacitance evolves exponentially with the resolution of the ADC, leaving great difficulty for layout matching and parasitic reduction. To solve this problem, a common method is to use the oversampling technique to obtain a lower noise power spectral density in band. As an effective method to reduce quantization noise, noise shaping has been recently demonstrated in SAR ADCs [25,26]. However, in those works, the noise is only shaped to the first-order transfer function, leading to a setback of limited attenuation at low frequency and a smaller degree of freedom in parameter design. A 2nd-order noise shaping ΔΣ SAR ADC using TFETs can provide much less quantization noise than its first-order counterpart. By optimizing design parameters of the ADC, noise generated by the integrators is attenuated, leading to a decreased power consumption and silicon area.

The SAR ADC is a zero-order sigma-delta modulator without any form of noise shaping. Therefore, noise shaping can be realized by insert filters into the signal path [27]. The passive filters are a suitable choice for ultra-low-power, ultra-low-supply-voltage operation. Given the feedback path of the ADC is primarily defined by the SAR algorithm, feed-forward sigma-delta architectures are suitable for NS ΔΣ SAR ADCs. Moreover, since the input signal to the loop filter is only the shaped quantization noise, the requirements on the linearity of the loop filter is greatly reduced. Henceforth, the influence of parasitic capacitances in the passive integrators is addressed by the feedforward architecture. The signal-flow graph of the second-order NS ΔΣ SAR ADC [28] is shown in Figure 8.

The transfer function of the 2nd order NS ΔΣ ADC is

\[ D_{out}(z) = V_{in}(z) + \frac{1 - (1 - a_2)z^{-1}}{1 + Az^{-1} + Bz^{-2}} [Q(z) + D(z)] \]  

(1)

where \(Q(z)\) is the quantization noise, \(D(z)\) is the dither signal, and \(A\) and \(B\) are given by

\[
\begin{cases}
A = -2 + a_1 + a_2 + a_1b_1g_1 \\
B = 1 - a_1 - a_2 + a_1a_2 - (a_1b_1 - a_1a_2b_1)g_1 + a_1a_2b_1b_2g_2
\end{cases}
\]  

(2)

The magnitude of noise transfer function (NTF) for the 2nd-order ΔΣ SAR ADC using \(a_1 = 0.11, a_2 = 0.25\) is compared with previous published results in Figure 9. As seen in Figure 9, the 2nd-order noise shaping can offer an extra 19 dB attenuation at low frequency comparing to that of the first-order ΔΣ ADC result.
Based on the principle of the proposed transfer function, a hybrid ΔSAR ADC was implemented. The designed ADC comprises a 6-bit SAR ADC [23] and a second-order passive integrator. One extra switching of the DAC array Cc was added so that the residue is based on the full resolution of digital estimation. Moreover, the quantizer and the feedback DAC use the same capacitor array in the ΔSAR ADC. Therefore, the DAC mismatch error transfer function (ETF) is always 1, and the mismatch error can be easily estimated and calibrated in the digital domain. The sampling frequency is 1.38 MHz with the maximum input bandwidth of 43.1 kHz. The oversampling ratio (OSR) is 16. The schematic of the ADCs is shown in Figure 10. In Figure 10, the clock generating circuit and SAR logic block is the main digital block of the circuit generating the control bits according to the output of the comparator.

**Figure 9.** Different noise transfer function (NTF) performance versus normalized frequency.

**Figure 10.** Second-order NS ΔSAR ADC with dither injection.
3. Emerging Technologies

Entering the smart society today, the amount of the information and data is growing explosively. Corresponding to the growth, demands for low-power, high-performance integrated circuits become even stronger. The slowdown of Moore’s law intensifies the search for the next transistor and memory technologies beyond CMOS.

3.1. Emerging Logic Devices

3.1.1. SiNW FET

In several nanoscale FET devices, the superposition of n-type and p-type carriers is observable under normal bias conditions. The phenomenon, called ambipolarity, exists in silicon [29], carbon nanotubes (CNTs) [30], and graphene [31]. Through the control of this ambipolarity, we can adjust the device polarity. Transistors with a controllable polarity have already been experimentally demonstrated in carbon nanotube FETs [32], silicon nanowire (SiNW) FETs [33,34], and graphene FETs [35]. Given an additional gate, the operation of these FETs is enabled by the regulation of Schottky barriers at the source/drain junctions. The emerging device shown in Figure 11 is a stacked SiNW FET, featuring two gate-all-around (GAA) electrodes [35,36]. Stacked GAA silicon nanowires represent a natural evolution of FinFET structures and provides better electrostatic control over the channel and, consequently, superior scalability properties [36].

In the SiNW transistor, the Control Gate (CG) electrode acts conventionally by turning the device on and off, depending on the gate voltage. The second electrode, named the Polarity Gate (PG), is used to determine the transistor polarity dynamically between n-type and p-type. The input and output voltage levels are compatible, enabling directly cascadable logic gates [36,37]. Whereas many emerging devices demonstrate the polarity control property (SiNW FETs, graphene FETs, CNT FETs, etc.), SiNW FETs are process-compatible with the current silicon technology.

In Figure 11, when the input voltage of the PG is high, the SiNW transistor is an NMOS. When the voltage of the PG is low, it is a PMOS. Figure 12 displays its $I_d-V_G$ characteristics of the SiNW FET obtained from measurement. The nanowire stack has a 10 nm gate oxide, a 50 nm thick conformal polysilicon GAA structure, and an optimized distance <20 nm for stacked nanowires. The advantages of using SiNW FETs for security implementation include their effectiveness in camouflage layouts against reverse-engineering and polymorphic gates for logic obfuscation (see Sections 6.2 and 6.3 for details).

![Figure 11. Schematic illustration of silicon a silicon nanowire transistor.](image-url)
3.1.2. Graphene SymFETs

As MOSFET alternatives, tunneling-based transistor technologies [38,39] have been actively pursued. Among these devices is a double-layer graphene transistor—often referred to as a SymFET [40]. In the SymFET device, tunneling occurs between the two graphene sheets that are separated by insulating and oxide layers. Possible $I_{DS}$–$V_{DS}$ characteristics of a SymFET, which are a function of a top-gate voltage ($V_{TC}$) and back-gate voltage ($V_{BC}$), are illustrated in Figure 13 (see the device symbol in the inset). Similar characteristics have also been observed experimentally [41]. More specifically, $V_{TC}$ and $V_{BC}$ change the carrier type and density of the drain and source graphene layers by an electrostatic field to modulate $I_{DS}$. As seen in Figure 13, the value and position of the peak current depends on the $V_{TC}$ and $V_{BC}$. Note that the $I$–$V$ characteristics shown in Figure 13 assume a SymFET device with a 100 × 100 nm footprint and an insulating layer of boron nitride that is 1.34-nm-thick. Tuning the insulator thickness could represent another design capability. For example, theoretically, by reducing barrier thickness to two layers of boron nitride, the tunneling current is increased substantially at the expense of leakage current [42]. The unique $I$–$V$ characteristics of SymFET offer some interesting circuit-level alternatives for realizing both analog and digital circuits [42,43]. For example, cascading SymFET devices leads to an extremely small majority gate design. Furthermore, different combinations of $V_{TC}$ and $V_{BC}$ can change the shape of the $I$–$V$ curves significantly. The unique property of SymFETs may be used for hardware security such as the prevention of supply voltage-based fault injection.

Figure 12. The drain current versus gate-source voltage. Reproduced with permission from [36], Copyright IEEE, 2012.

Figure 13. $I$–$V$ characteristic of a SymFET.
3.1.3. Tunnel FET

For a FET operating, a potential barrier that separates the source from the drain is modulated by the gate voltage. Carriers from the source are injected into the channel that have an energy higher than the potential barrier. Since a change of potential barrier will sample the Boltzmann tail of the Fermi distribution of the carriers in the source, the sub-threshold slop is limited to 60 mV/dec at room temperature. To overcome this restriction, band-to-band tunneling [44] offers such a solution. The probability of carriers tunneling from the valence band to the conduction band of a semiconductor depends on the alignment of the band edges. In contrast to the conventional FET, the tunnel FET will not sample the Boltzmann tail of the distribution function but rather sharply turn on when the band edges are aligned properly for the tunnel process to kick in. Thus, the tunnel FET can turn on the device at a rate smaller than 60 mV/dec.

Tunnel FETs utilize a gate voltage to control the band-to-band tunneling across a P-N junction. The cross-section and energy band diagrams of n-channel TFET in the OFF and ON states are shown in Figure 14a,b. As seen in Figure 6, when a zero bias voltage is applied to the gate of the TFET, the conduct band minimum of the channel Ec is above the valence band maximum of the source Ev. Thus, the band-to-band tunneling is not possible and the device is cut off. When a positive bias voltage is applied to the gate of the n-channel transistor, the conduction band of the channel is shifted down. A tunneling window, VTW, will be created if Ec is below Ev. As a result, electrons in the source will tunnel into the channel and the device is on.

![Figure 14. (a) Tunnel field effect transistor (TFET) in the cutoff mode; (b) TFET is turning on.](image)

Figure 15 shows the drain current versus gate-source voltage for silicon FinFET and III–V heterojunction TFET. The TFET exhibits a steeper sub-threshold slope than that of the FinFET. Steep sub-threshold slope transistors are more favorable for low-voltage and low-power electronics. The advantages of TFETs include low-voltage and low-power operation (see Section 4 for detail) and lightweight encryption (see Section 6).
3.1.4. Ferroelectric FET

The conventional gate dielectric can be replaced by an insulator that provides an effective negative capacitance (NC). NC causes the differential potential drop in the semiconductor and the insulator to have opposite polarity, enabling MOS current to increase at a rate much better than 60 mV/dec. Ferroelectric (FE) insulators had been predicted to have NC in accordance with the Landau mean-field-based theory [45].

Negative capacitance due to the addition of an FE material to the insulator stack has been demonstrated via experiment [46]. Hysteretic switching with steep slope FE FETs with PbZr0.52Ti0.48O3 (PZT) and hafnium dioxide (HfO2) as the composite gate insulator has been reported [47]. FE FETs were fabricated on p-type silicon substrate with a doping concentration of $5 \times 10^{16}$ cm$^{-3}$. A 10-nm-thick HfO2 was deposited underneath the PZT film via atomic layer deposition (ALD) to prevent reaction between the PZT and the silicon channel directly (see Figure 16). Note that ferroelectric FET here is built on top of the conventional CMOS process. Measured $I_{DS}$-$V_{GS}$ characteristics of the FE FET shows a steep sub-threshold turn-on, with a slope of about 13 mV/dec.

In addition, vanadium dioxide (VO2) exhibits an electrically induced abrupt insulator to metal transition. Phase-transition FET on silicon substrate, based on recent experimental data, can produce a deep sub-threshold slope of 8 mV/dec [48].
3.2. Emerging Memories

Static RAMs (SRAMs) and dynamic RAMs (DRAMs) are dominant memory technologies today due to their high speed, manufacturability, and scalability. Six-transistor SRAMs are widely used in high performance L1 and L2 cache arrays, while DRAMs are used as off-chip memory arrays or as embedded DRAMs (eDRAMs) as high density caches. In SRAMs and DRAMs, data are stored as charges in bit-cells. More energy is required to maintain data in SRAMs and DRAMs cells due to increasing leakage in scaled transistor dimensions.

Emerging non-volatile memories (NVMs) such as magnetic tunnel junction (MTJ), spin-transfer torque RAMs (STT-RAMs), resistive RAMs (RRAMs), and phase change memories (PCMs) were developed to replace or complement SRAMs and DRAMs to increase memory bandwidth and reduce leakage power density. Magnetic materials store information in terms of up and down spins. Using the energy barrier, magnets can retain spin information in a non-volatile fashion. The non-volatile nature suggests that memories using magnets do not need to be constantly powered. Ideally, NVMs have no standby power consumption.

3.2.1. Resistive Memory

A RRAM cell typically consists of an insulator between top and bottom electrodes. When a set (positive) voltage is applied, a conductive filament (CF) in the insulator is formed due to the redistribution of oxygen vacancies. The RRAM resistance thus decreases to a Low Resistance State (LRS). When a reset voltage (opposite polarity) is applied, the CF ruptures, the RRAM resistance enters a High Resistance State (HRS). Figure 17a shows the schematic of a TiN/HfOx/Si-based RRAM cell [49]. The Al/Ti/TiN serves as the top electrode and n⁺ Si serves as a bottom electrode. The HfOx is the insulator filament with a very thin SiO₂ interfacial layer. When a positive SET voltage is applied, a CF forms in the HfOx layer connecting TiN and SiO₂ due to the generation of oxygen vacancies VO [35]. Therefore, the device switches from HRS to LRS. During the RESET process (where a negative supply voltage is used), the recombination of oxygen vacancies and oxygen ions leads to the rupture of CF. Hence, the device switches from LRS to HRS. Figure 17b shows the resistance distribution of LHS and HRS over 100 continuous DC sweep cycles. It is worth pointing out that in 2015 SanDisk signed a long-term partnership with Hewlett Packard to co-develop RRAM technologies and expects products to enter the enterprise storage market by 2018 [50].

![Figure 17](image-url)
3.2.2. Phase Change Memory

Phase change memory [51] employs a reversible change of electrical resistivity in different phases to store data. A PCM storage cell is comprised of a layer of chalcogenide (an alloy of germanium, antimony, and tellurium) sandwiched between two electrodes and a heating resistor extended from one of the electrodes to contact the chalcogenide layer, as shown in Figure 18 [52]. The phase change of chalcogenide is induced by intense localized Joule heating. In the melted amorphous phase, the material exhibits high resistivity because of the disordered crystalline lattice, which can represent a binary “0”. In the frozen polycrystalline phase, the chalcogenide exists in a regular crystalline structure and exhibits low resistivity, which can represent a binary “1”. PCM offers many advantages such as scalability and low standby power dissipation [53].

![Figure 18. A basic phase change memory cell structure.](image)

It is known that DRAM has been the building block for computer systems during the past 40 years. As DRAM faces increasingly severe scalability and power consumption issues, PCM is a promising alternative to DRAM. In 2016, IBM Research reliably demonstrated the storage of 3 bits of data per cell using a phase-change memory technology that could help transition electronic devices from standard RAM and flash to a much faster and more reliable type of storage [54]. In addition to its non-volatility and energy saving, PCM has a high-density property and sustainable scalability. However, PCM’s storage cell can only endure a limited number of writes. The wear-leveling mechanism must be applied to prevent cells from being worn out sooner than others. Traditionally, an address mapping table like that used in flash memory can be employed for wear-leveling [55]. The table-based wear-leveling techniques, however, are not suitable for PCM because of the intrinsic differences between PCM and flash memory. Algebraic-mapping-based wear leveling [56] was proposed to leverage an algebraic algorithm to calculate the mapping between the logical address and the physical address, instead of looking for the mappings in a table. The detail of PCM security is discussed in Section 6.4.

3.2.3. Spin Transfer Torque Memory

The spin-based memories that are considered as the next generation of memory technologies are built upon the principles of spintronics. The uniqueness of these memories is in the use of the degree of freedom of the electron spin for computation, and their advantages over the traditional memories (such as CMOS-based DRAMs) are mainly energy efficiency, scalability, density, and speed. The spin-based devices can hold information even when they are off since the magnetic material inside them is able to hold the information with no connection of supply voltage. With this feature, these devices' leak much less current and make it possible to integrate a greater number of them on the on-chip last level cache. Additionally, the compatibility of the spin-based logic devices with the transistor-based devices provides an opportunity to construct a hybrid computing system. The most prominent spin-based devices are spin-transfer torque random access memory and domain wall memory (DWM).
An STT-RAM based cache provides an inherent trade-off between write latency and read latency. A typical transistor and magnetic tunnel junction (MTJ) cell is shown in Figure 19a [57]. The magnetic tunnel junction is the basic storage device in the spintronic field that provides data non-volatility, fast data access, and low-voltage operation. Each MTJ consists of two ferromagnetic layers separated by a very thin tunneling oxide. Magnetization in one of the layers (referred to as the pinned layer) is fixed in one direction. The other ferromagnetic layer (referred to as the free layer) is used for information storage [58] (see Figure 19b). Data writing is performed by using the spin-polarized current to change the magnetic orientation of the free layer with respect to the fixed layer in the MTJ device. The junction resistance is low ('0' state) when the two layers are spin-aligned (parallel state) and is high ('1' state) when the two layers are in opposite directions (anti-parallel state). The cell can be read by applying a small bias voltage and sensing the current. The characteristic of the MTJ magnet can be captured using the Tunneling Magneto Resistance (TMR) defined by

\[
TMR = \left( \frac{R_{\text{AP}} - R_{\text{P}}}{R_{\text{P}}} \right) \times 100\%
\]  

(3)

where \( R_{\text{AP}} \) is magneto resistance for the anti-parallel state and \( R_{\text{P}} \) is the magneto resistance for the parallel state. The MTJ can be integrated with CMOS using 3-D technology. IBM demonstrated a 128 kb MTJ-based MRAM in 2003, showing that MRAM performance can be better than that of DRAMs [59]. In this work, the MTJ security is discussed in Section 6.4. Furthermore, it is worth pointing out that Everspin Technologies has developed the DDR memory products using the spin transfer torque technology in the market place [60].

![Figure 19. (a) A 3D plot of a magnetic tunnel junction (MTJ) with a pass gate transistor; (b) free layer to fixed layer orientation of a magnetic tunnel junction.](image)

3.2.4. Domain Wall Memory

The spin-transfer torque random access memory and domain wall memory (DWM) are the key representations in spintronics, especially due to their multi-level cell (MLC) capability in breaking the memory density barrier. The racetrack memory (RM) was proposed first by Parkin et al. in 2008 [61]. The first demonstration of the RM wafer with its fabrication in IBM 90 nm CMOS technology was performed by Annunziata et al. in 2011 [62]. The application of this wafer for the regular on-chip caches [63] and the on-chip general purpose graphic process unit (GPGPU) caches [64] were also explored. DWM generally includes three parts: write head, read head, and magnetic nanowire (NW). Similar to the terminals of magnetic layers in the conventional magnetic tunnel junction, the read and write heads of DWM hold the bits in the form of magnetic polarity. According to this memory structure, a domain wall is created between the domains of opposite polarities in the nanowire. In order to shift the domain walls (or the corresponding bits) forward and backward, a charge current is injected from the contacts at either the left or the right side of the nanowire. This behavior is similar to that seen from a shift register. Therefore, for reading (or writing) a certain bit in the nanowire, its
position is brought under the read (or the write) head through a current injection and then changing (or sensing) the MTJ resistance. A racetrack domain wall memory structure can be seen in Figure 20 [65].

![Figure 20. A racetrack domain wall structure.](image)

3.2.5. All-Spin Logic

All-spin logic (ASL) device includes the nanomagnetic unit, which is used to store the binary data, an isolation layer between the input (with low spin polarization factor) and output (high spin polarization factor) ports, and one non-magnetic channel. Figure 21 shows a simple ASL with two magnets [66]. These two magnets are polarized in the same direction and connected with each other through a non-magnet channel. The channel is made from nickel or copper due to the high spin-flip length. The maximum length of the channel is reliant on the spin-flip length, which is used to identify the maximum distance that the spin current can travel. On applying negative VDD, the spin current will flow from M1 (where M is magnet) through the channel. The charge current will flow from GND to VDD, and the electrons will flow from VDD to GND. Spins in the same direction of M1 will pass, while spins in the opposite direction will not pass M1 (electrons are filtered). Since the output of M1 has high spin polarization and the input of M2 has low spin polarization, M1 will dominate the spin current, and the passed spins will accumulate in the channel. Meanwhile, M2 will receive a large spin current from M1. The direction of M2 will not change because both M1 and M2 have the same magnetization direction. Therefore, the whole design will work as a buffer. In contrast, on applying positive VDD, the electrons will flow from the ground to the M1. As a consequence, spins in the opposite direction of the magnet will accumulate in the channel. Meanwhile, only the spins in the same direction as M1 will pass out of M1, while the spins in the opposite direction will move through the channel to switch the direction of M2, so the device will work as an inverter [67]. Based on this phenomena, one leverages the Current-In-Plane non-local spin valve modular model in [68] to simulate the all-spin logic. One can design a simple ASL with two magnets to obtain a simple polymorphic gate (inverter/buffer). We can easily switch the functionality from buffer to inverter (by supplying positive VDD) or from inverter to buffer (by supplying negative VDD). An input voltage of 50 mV (positive VDD) is applied to invert the direction of M2. It is worth noting that the designer can easily improve the switching speed by increasing the input voltage at the expense of increased power dissipation. Therefore, it is a trade-off between the delay and energy consumption [69]. The feature of the ASL device might provide robust IP protection against several attacks with less performance overhead. The detail of ASL security implementation for logic locking is presented in Section 5.5.

![Figure 21. A simple all-spin logic (ASL) with two magnets.](image)
4. Ultra-Low-Power Design Using Emerging TFET Technologies

For the emerging transistor technologies discussed in Section 3.1, TFET technology may be more promising than its NC FETs, SymFETs, and ferroelectric FETs counterparts for low-voltage, low-power electronics applications.

4.1. Digital Logic and Circuits Using TFETs

Today, we are entering a “more than Moore” world, where computing is used for a multitude of applications including high-end servers, mobile computing devices, and pervasive sensor motes. Those make energy efficiency critical. As discussed in Section 2, supply voltage scaling in the near-threshold region provides optimal energy efficiency. Figure 22 shows the energy versus delay plot for CMOS and TFET AND gates subjected to different supply voltage levels. For the supply voltage ranging from 0.2 to 0.5 V, the TFET logic gate - AND operation exhibits a much better energy and delay performance than its CMOS counterpart. Similar energy-delay characteristics can be observed between TFET and CMOS adders and L1 cache [70].

![Energy versus delay for CMOS (squares) and TFET (circles) logic gates - AND operation.](image)

4.2. Low-Power, Low Voltage SAR ADC Using Emerging TFET Technology

Transistor-level simulation of the TFET based ADC is performed using Cadence® Spectre® (San Jose, CA, USA) with a modified Verilog-A transistor model for TFET transistor. The Verilog-A model use the Kane-Sze formulas [71] that capture the essential features of the tunneling current including bias-dependent subthreshold swing, super-linear drain current onset, and ambipolar conduction. A 20 nm CMOS-based ADC is also designed by replacing all TFET transistors with 20 nm CMOS transistors with 20 nm PTM-MG SPICE model [72]. This CMOS-based ADC is also simulated using Cadence® Spectre® [73] to compare the performance of TFET and CMOS technology. The full range inputs to the ADC are two sinusoid waves of peak-to-peak value of VDD, and the phase difference is 180°, making the differential-mode peak-to-peak value of full range input signal 2 VDD. The minimum TFET transistor length is 20 nm. Both the Verilog-A model for TFET and PTM-MG model for CMOS include parasitic gate-source and gate-drain capacitances [74]. The oxide thickness for the TFET is 2 nm.

To compare the performance of TFET and 20 nm CMOS technology, both TFET-based ADC and CMOS-based ADC are evaluated for the Effective Number of Bits (ENOB) and energy. Figure 23 depicts the ENOB of both TFET-based and CMOS-based ADCs. As shown in Figure 23 that, when power supply increases, the ENOB of the TFET-based ADC increases rapidly and saturates at 5.8 bits when VDD is above 0.5 V. At a same supply voltage, the TFET-based ADC shows better ENOB than
that of CMOS-based ADC. CMOS-based ADC also stops to work when VDD ≤ 0.3 V due to large on-resistance for CMOS transistor. A thorough comparison between TFET ADC and reported CMOS ADCs in the literature [23,24] is made, and the results are displayed in Figure 24. To explore the TFET benefits in the sub-threshold region, we set the VDD at 0.3 V and the simulation temperature at 25 °C. The power dissipation of the ADC is measured in terms of energy, which is defined as Energy = Power/Sampling Frequency. Based on Figure 24, the simulated TFET-based SAR ADC is one to three orders of magnitude more energy-efficient than that of most fabricated CMOS ADCs and three times better than state-of-the-art CMOS ADC.

![Figure 23. Simulated effective number of bits of SAR ADCs versus supply voltage.](image)

![Figure 24. Energy versus signal noise dynamic range (note that the TFET SAR ADC is based on simulation results).](image)

4.3. Noise Shaping Low-Power ΔΣ SAR ADC Using TFETs

TFET-based NS ΔΣ SAR ADC is designed and evaluated using Cadence Spectre® with the transient noise simulation module. Figure 25 shows the schematic of the dynamic comparator using TFETs. The minimum TFET transistor length is 20 nm. The supply voltage is 0.3 V to exploit the benefit of near-threshold operation. The temperature is at 25 °C. Under the normal condition, the external clock frequency is 25 MHz.
Figure 25. The comparator circuit used in the NS ΔΣ SAR ADC.

Figure 26 shows the output PSD of the NS SAR ADC when the input frequency is (a) 5 kHz and (b) 25 kHz. The simulated Signal to Noise and Distortion Ratio (SNDR) for the 5 kHz input signal is 72.14 dB and its SFDR is 76 dB. Consequently, the ENOB for the 5 kHz input signal is 11.69 bits. The harmonics of the 25 kHz input fall out of Nyquist frequency and submerge in the shaped noise. The SNDR for the 25 kHz input is 71.51 dB, and the ENOB is 11.58 bits. The power consumption breakdown is displayed in Figure 27a [28]. Energy and SNDR consumption of the current design are compared with various ADC data reported in the literature [24] is shown in Figure 27b. At a given SNDR, the TFET-based Δ Σ SAR ADC shows the best energy performance. For example, the 2nd order Δ Σ SAR ADC we designed (marked as a star in Figure 27b) exhibits the lowest power dissipation of the previously reported ADCs, with an SNDR greater than 62 dB (equivalent to resolution greater than 10 bits).

Figure 26. Power spectrum density versus frequency at (a) 5 kHz; (b) 25 kHz.
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Figure 27. (a) Power distribution diagram; (b) Energy versus signal noise dynamic range.


The human brain is the most efficient low-power machine. A human brain contains about $10^{11}$ neurons and $10^{15}$ synapses to perform remarkable visual or other sensory perception tasks such as classification, recognition, and cognitive reasoning. It handles immense amount of data for real-time processing and consumes approximately 20 W of power. Traditional von Neumann computing systems based on CMOS technologies cannot achieve this level of energy efficiency. Neuromorphic hardware systems that potentially provide the capabilities of biological perception and information processing have gained much attention [75,76]. Bio-inspired neuromorphic computing may open a door to novel computation and communication paradigms. Figure 28 shows connectivity of biological neurons and synapses for signal transmission in a neural network.

Figure 28. Schematic of biological neurons with synapses in a neural network.

Bio-inspired computing may be used as the next-generation ultra-low-power solution. A neuron receives information from many synapses and adds the information together with different weights, as represented in Figure 29a. When the summing signal reaches a firing threshold voltage in the membrane, it produces an output spike. An integrate-and-fire (IF) neuron circuit schematic is show in Figure 29b. Spiking neural networks (SNNs) are a prime candidate for enabling on-chip intelligence. Driven by brain-like asynchronous event-based computations, SNNs focus their computational effort on currently active parts of the network, thereby achieving orders of lesser power consumption compared to their artificial neural network (ANN) counterparts.
IBM Research in 2014 demonstrated a large-scale digital CMOS neurosynaptic chip, named TrueNorth [77], with more than $1 \times 10^6$ integrate-and-fire spiking neurons and $256 \times 10^6$ synapses. TrueNorth, however, does not incorporate any information pertaining to the learning mechanisms. Neuron scientists discovered that learning rules follow spike-timing dependent plasticity (STDP) [78]. Brain processes asynchronously spike streams for recognition and extraction of repetitive patterns in a fully unsupervised way. In STDP unsupervised learning, the synaptic weights can be adjusted. The weight is increased if the timing difference between the post-synaptic pulse and pre-synaptic spike is positive, as shown in Figure 30. The weight is decreased if the timing difference between the post-synaptic spike and pre-synaptic spike is negative. This mimics brain learning capability. In addition, biological spiking neurons and synapses exhibit inherent stochastic nature. Noisy signals can also be processed with certain accuracy.

Emerging nonvolatile resistive memory, phase change memory, and conductive-bridge memory are good candidates for the emulation of a bio-inspired system with binary synapses and stochastic STDP learning rules. Stochasticity is an inherent feature within the memristor. It causes the switching times from one state to the other to become variable based on the supplied input voltage and duration of the pulse. For example, applying a smaller voltage pulse but for a longer period of time also triggers the switching event. The memristor is a two-terminal device whose resistance is a function of its current state and input bias. It varies between a lower resistive state of $R_{\text{ON}}$ and a higher resistive state of $R_{\text{OFF}}$ similar to the RRAM performance described in Section 3.2.1. Innate variability of the memristor switching between its two states is embraced to model stochastic binary synapses. A
simple threshold model incorporating the hysteresis output dynamics of the memristor with the added stochasticity and variable threshold is described as [79]

\[ dV_T = \alpha \theta(V_{T0} - V_T)dt + (\nabla \alpha(\Delta V - V_{T0}))dN(\tau) \]  \hspace{1cm} (4)

where \( V_T \) corresponds to the instantaneous threshold voltage calculated at every instant of time, and \( V_{T0} \) represents the switching threshold. That is, the point at which the switching of the device is almost instantaneous, and the probability is around 1. \( \Delta V \) is an infinitesimal difference of the input value and the newly set threshold point. \( \theta() \) corresponds to the step function, and \( N(\tau) \) is the Poissonian process that adds the variability to the threshold. The resultant memristor output is an induced temporal switching stochasticity. The first term in Equation (4) is deterministic, and the second term in Equation (4) represents the stochastic behavior.

With the resistance change between two states, and the temporal variability in the switching behavior, the memristor is akin to a binary stochastic synapse. The use of a memristor within a crossbar structure provides an interconnected array in input and output neurons. The interactions between the pre-synaptic neurons and the post-synaptic neurons will impose levels of voltage across the memristors whose state will be updated in non-deterministic manner. Adding stochastic feature to the binary synapses makes them behave in a probabilistic manner in allowing the neuronal spikes to pass or induce a weak response as per the memristor state. This emulation of the noisy environment within the brain enhances the learning process for the neural network.

Figure 31 shows the input and output of an integrate-and-fire neuron with memresistor synapses taking into account the stochastic behavior of the memristor.

![Figure 31. Input and output spikes of an integrate-and-fire (IF) neuron with memresistor synapses.](image)

Recently, a heterostructure composed of a MTJ and a heavy metal as a stochastic binary synapse was proposed [80]. Synaptic plasticity was achieved by the stochastic switching of the MTJ conductance states, based on the temporal correlation between the spiking activities of the interconnecting neurons. The efficacy of the proposed synaptic configurations and the stochastic learning algorithm on an SNN trained to classify handwritten digits from a MNIST dataset was demonstrated. The power efficiency of the proposed neuromorphic system stems from the ultra-low programming energy of the spintronic synapses.
5. Hardware Security

IoT connectivity with embedded sensors, processors, and actuators that sense and interact with the physical world at any time and any place creates security and privacy challenges. IoT devices are vulnerable to hacking. For example, the Google Nest thermostat used in a smart home can be hacked by accessing the sys_boot pin in the Nest Thermostat [81]. The processing unit will start operating based on the incoming instructions from either the USB or the UART3 port once sys_boot is withdrawn significantly. The adversary might exploit this boot vulnerability to insert his or her own codes into the device. A vulnerable IoT device could be used to attack other components or devices that are on the same IoT network. The goal of such attacks is to leak private or unauthorized data for end-users though using backdoor insertion.

5.1. Encryption

Encryption is defined as one of the most widespread techniques that is utilized to protect the transceiving data from unauthorized users, snooping attacks. Several encryption methodologies have been proposed, but the more robust one is the Advanced Encryption Standard (AES) [82]. Implementing AES on a chip is very important in the IoT system. However, the hardware implementation of an AES algorithm is more complex compared to other encryption algorithms. Moreover, many side channel attacks have been demonstrated to recover the secret key using the accelerated algorithm [83]. The complexity of AES could be mitigated though partitioning the algorithm into segments, such as Shift row, S-box, and Mix column. For example, implementing AES encryption with 128 bit plaintext (4 × 4 array, namely state machine (SM)) can mainly be achieved in four steps, where the number of required rounds depends on the length of the encrypted key-bits. Each AES round includes four operations: SubBytes, ShiftRows, MixColumns, and AddRoundKey. SubBytes: Each incoming 16 bytes converts to a different value though a simple substitution operation using an S-box function, where a table with 256 values are introduced for substitution purposes. ShiftRows: This operation performs on each row of the state array, in which each row is rotated to the left via a specific number of bytes. This step is used to scramble the 128-bit data block. MixColumns: This operation is used to create a new column by multiplying each state array column by a matrix having 1, 2, and 3 numbers, where the new columns are exchanged with the one. The MixColumns transformation could be implemented using XOR with NAND logic gates (to perform shift and add operations). AddRoundKey: The last step is XORed the secret round key. Based on the aforementioned discussion, AES requires several XOR gates and shift operations, which could offer good advantages with certain technologies that provide low overhead on implementing XOR and shift operations.

Rivest, Shamir, and Adleman (RSA) [84] introduced a cryptographic algorithm for improved security. RSA is a public-key cryptosystem. The encryption and decryption operations of an RSA algorithm are achieved using two different keys, namely a public key and a private key, where the public key is used to encrypt the plaintext and the private key is utilized to recover (decrypt) the data at the receiver. The difficulty of implementing RSA cryptography is to produce the public and the private keys since these keys should be large prime numbers. Otherwise, it will be vulnerable to brute force attacks. Another kind of asymmetric key cryptography, called Elliptic Curve Cryptography (ECC), has been developed [85]. ECC provides good security with lower computation cost. ECC is suitable in many applications, such as healthcare systems, and wireless and mobile environments. ECC provides high-level security, which is similar to RSA cryptography, with a smaller key size. As a consequence, it will provide superior performance, cost less, and reduce power dissipation. Gura et al. [86] compared ECC and RSA performance using 8-bit microcontrollers. They were able to achieve a 1024-bit RSA private key operation with exponent $e = 10^{81} + 1$ in 0.43 s and 160-bit elliptic current point multiplication in 0.81 s with a clock speed of 8 MHz on the 8-bit microcontroller.

Even though AES and RSA encryption cryptographies can offer a high security level, they are not suitable for an application that requires a small area and low power dissipation, such as IoT systems. A lightweight encryption algorithm is more suitable for IoT applications since it requires a smaller area and lower power compared to AES and RSA encryption techniques. This is due to the
fact that block size of the lightweight encryption cryptography is smaller than 64 bits, while the block size in AES is larger than 128 bits. For instance, both lightweight Data Encryption Standards (DES), DESXL and DESL, are proposed in [87]. The round function in DES can be replaced by S-box because a DES algorithm depends on the derivative data. This eliminates the need of the initial and final permutations. To further reduce the complexity of the encryption cryptography, two other encryption cryptographies, namely KATAN and KTANTAN, were introduced in 2009 [88]. KATAN/KTANTAN is a family of hardware-oriented block ciphers designed by Christophe de Canniere, Orr Dunkelman, and Miroslav Knezevic. The lightweight KATAN design consists of 256 rounds, shift registers, and nonlinear feedback functions. Each cipher has three different block sizes, 32 bits, 48 bits, and 64 bits, with 80 bit symmetric key size. The block of the KATAN cipher iterates for 256 rounds to produce the encrypted output data (ciphertext), where the key schedule with an 80 bit key size is shared with all KATAN blocks. Since the difference among the three cipher blocks regarding the required hardware resources is only the size of the register, we concentrate on the 32 bit blocks of the KATAN cipher. The 32-bit blocks is organized in 32 registers. The first 13 registers are located in the L1 part and the remaining 19 registers are in the L2 part. L1 and L2 blocks operate as a linear feedback shift register (LFSR). At each clock cycle, the data in both L1 and L2 blocks are shifted. L1 and L2 are used in both the encryption and decryption sides. For the encryption purposes, the plaintext is stored in both L1 and L2 blocks, where L1 carries the first 19 bits and L1 carries the remaining 13 bits of the plaintext. The computation of the two nonlinear functions, called fa(L1) and fb(L2), which consist of several XOR and AND operations, is achieved on data coming from the nonlinear irregular factor (IR), different locations in L1 (at fb) and L2 (fa), and different key-bits, namely Ka and Kb.

Figure 32 shows both the least significant bits (LSBs) and the most significant bits (MSBs) for each L1 and L2 registers. For each clock cycle, the data in both L1 and L2 are shifted. Ka and Kb keys with IR are produced from two other blocks at each round. Figure 33a demonstrates the IR block, which contains 8 bit LFSR. Two operations are done in this block: first, counting the number of the rounds, and generating the irregular new value for the two function (fa and fb). The encryption process is complete once the number of rounds reaches 254 cycles. Another important block of the key schedule is shown in Figure 33b. This register has 80 bit LFSR, where the value of the secret key is loaded to this block before the encryption is started. Each round key is generated by shifting one bit in the LFSR generator. The two keys (Ka and Kb) are produced from the last two significant bits every two cycles. Equation (5) shows the reciprocal polynomial of the LFSR generator with 4 taps located at 13th, 50th, 60th, and 80th bits, which are chosen for the 80 bit shift register. The definition of the key, which is referred to K, and the buskey of round j is presented in Equation (6).
\[ f(x) = x^{80} + x^{61} + x^{30} + x^{13} + 1 \]  
\[ k_j = \begin{cases} 
K_j & j = 0...79 \\
K_{j-80} \oplus K_{j-61} \oplus K_{j-50} \oplus K_{j-13} & j > 79 
\end{cases} \]

Equations (7) and (8) illustrate the two nonlinear functions (fa and fb) for KATAN cipher including the calculation of the two blocks (AND/XOR operations). We chose KATAN encryption with 32 bits. The locations of the bits in both L1 and L2 registers have been specified to achieve the computation in Fa and Fb functions, as shown in Figure 33. Note that the locations of these bits can be different if the block size of the KATAN cipher is changed.

\[ f_a(L_1) = k_a + L_1[12] + L_1[7] + (L_1[8] \cdot L_1[5]) + (L_1[3] \cdot IR) \]  
\[ f_b(L_2) = k_b + L_2[18] + L_2[7] + (L_2[12] \cdot L_2[10]) + (L_2[8] \cdot L_2[3]) \]

5.2. Side Channel Analysis

Side channel information analysis, specifically for power signature can be used to extract the digital key stored in a system. In an IoT world, the ubiquitous distribution of devices creates the possibility of accessing a device physically for performing side channel attack. Therefore, having a defense mechanism for this type of attack should be taken into account in a system design, but in addition to considering the power budget of the system. Researchers have worked for a while to counter a known and common side channel attack named, differential power analysis (DPA) [89,90]. Accordingly, the defense techniques (or cryptographic systems) can be realized at hardware-level and software-level (or algorithmic-level). These systems should be designed with specific functionalities that can block at least a certain and sufficient information leakage. As an example, multiple keys can be generated using a hashing algorithm that makes it difficult to fully execute an attack. Another technique suggests using masking methods (which means using additional mathematical functions) for the non-linear part of encryption algorithm [91] to further improve the security level. Additionally, the system voltage and frequency can be randomly varied to randomize the behavior of time and power traces, so as to prevent side-channel attacks at the gate-level. Yang et al. [92] proposed the employment of sense amplifier-based logic style for cryptographic algorithm implementations that makes power consumption independent (or irrelevant) of the processed data. Similarly, a traditional circuit level protection scheme is current mode logic (CML), a traditional circuit level protection scheme that provides both power efficiency and security enhancement. In order to evaluate a system’s security, we cannot solely focus on the differential power analysis; other attacking schemes such as correlation power analysis should be considered.

Differential power analysis and correlation power analysis will now be discussed. Performing correlation power analysis on the KATAN cryptographic system [93] has been studied. According to [94], the intermediate values in computations of a cryptographic system during differential power
analysis must be extracted and identified. These values along with the plaintext and ciphertext help to discover the keys. A smaller size of round keys (or intermediate keys) results in fewer computations of the DPA and consequently an easier system key analysis and discovery. Besides acquiring the actual power traces from the system, a number of key guesses are used to calculate the intermediate values that are considered hypothetical power traces. Next, the actual and hypothetical power traces are classified by a selection function, and analysis of the function outcome reveals a peak for the correct key hypothesis. An extension of the DPA in which a power model is used along with the intermediate values for computation of the hypothetical power traces is called correlation power analysis (CPA). The actual power and the predicted power traces are input into a correlation function to find the highest correlation value that is perhaps corresponding to the correctly guessed key. The leveraged power model in the CPA is the Hamming weight model; in the DPA, it is Hamming distance model.

The authors of [93] proposed a security evaluation of the KATAN family of cryptographic systems by analyzing the algebraic and the cube attacks. Additionally, the possibility of attacking a KATAN system by side channel analysis was mentioned. According to the KATAN algorithm, the plaintext and the ciphertext are related to the intermediate keys through two nonlinear functions that are “fa” and “fb”. Next, the output bits of these two functions are the intermediate values or the targeting points of the attack. These two points can be seen in Figure 32. The hardware implementation of the KATAN cryptographic algorithm mainly consists of D flip flops. Thus, the overall power consumption of the system is largely dependent on these elements. As a consequence, an attack model that maximizes the contributions of the nonlinear functions to the system power traces must be utilized. The maximization can occur (in static logic style) by constructing the plaintext based on the convention of having a logical one-to-zero or zero-to-one transition at the one-function output bits for certain clock cycles, which causes a closer relationship between the power traces and the key. In this way, each portion of the key is revealed in every clock cycle until the whole key is extracted.

5.3. Supply Chain Security

Protecting electronic circuits and systems from counterfeiting IC in the supply chain is a concern. In general, attackers usually use cheap and simple methodologies in order to counterfeit or illegally copy chips. The produced chips might be unreliable and not work properly due to counterfeiting. Such counterfeited ICs may fail the system and consequently could put human beings’ life in danger. The program of the Supply Chain Integrity for Electronics Defense (SHIELD) has been supported by the Defense Advanced Research Projects Agency (DARPA) in the United States to prevent counterfeiting and protect ICs via increasing the complexity of the design, which leads to a significant increase in the cost. In this case, the packaging of ICs consists of an encryption technique, e.g., National Security Agency (NSA) encryption, near-field communications, and sensors [95]. The occupied area for the trustworthy hardware will be approximately 100 × 100 μm² (dielet), which is important for prohibiting attackers from accessing or reverse-engineering the dielet. ICs can be authenticated by using physical devices, called external probes, which will give an inductive/RF near-field reader that powers the dielet for a period long enough to exchange information that allows the dielet to identify and authenticate itself and provide an update of its passive environmental sensor readings. The SHIELD program provides a proactive and comprehensive solution that eliminates all pervasive forms of counterfeiting. The secure tracking of packaged electronic components enhanced by a strong root of trust and a reliable communications and power link will be a critical asset in terms of securing electronic systems both in military and commercial platforms.

The hardware-based threats are essentially categorized into three domains: hardware Trojan injection, IP piracy/IC overbuilding, and reverse-engineering. Adversaries in untrusted companies or design houses may be able to inject malicious circuits, namely hardware Trojans, into the original IP design. Moreover, a malicious insider might copy the chips without the permission of the designer and overbuild the IC chips for their own profits. An IP could also be reverse-engineered and overbuilt via an attacker. The vulnerability of chip security during manufacturing has spurred research on
countermeasure methods. One of them is the logic encryption technique. Figure 34 presents the IC design flow combined with the logic encryption technique. Instead of shipping the original netlist to the offshore manufacturing foundry, a logic-gate level encryption technique is applied to protect the IP design at low cost. After retrieving the fabricated chips, in order to recover the correct outputs of the design, the correct key-bits should be provided to the encrypted circuit, for certified IP owners to unlock the chips. However, upon employing the invalid key-bits, the locked circuit should show the incorrect outputs.

![Figure 34. Supply chain security.](image)

5.4. Logic Locking

Logic locking (or logic obfuscation) prevents IC piracy and overproduction attacks from exposing the correct functionality of an IC via inserting additional gates with key-bits. In combination encryption, many methods have been proposed such as random insertion, fault impact analysis, and logic obfuscation. In [96], Rajendran presented a fault impact analysis (FA) method to increase the security level of the random logic encryption. In the FA approach, the new gates are inserted based on the stuck-at fault model. First, the fault impact for each gate is calculated by computing the stuck at zero and at one. Afterwards, for each iteration, a new gate can be inserted at the highest fault impact on the output until the Hamming distance becomes 50% (or close to 50%) or until all of the supplied 128 key bits are finished. For robust logic obfuscation, the key-related gate-bits are injected in a certain way into the design, which makes the key information extraction process difficult to achieve [97]. Yasin et al. improved on the work by inserting more pairwise keys [98]. In [99], IC protection is performed by insertion of process variation sensors inside the design at specific selected nodes along with the generation of a unique key for each IC. The maximum achieved HD from this technique was around 18%.

Alasad et al. [100] demonstrates a secure circuit design by leveraging multiplexers as key gates. To maximize the protection of an IC from various attackers, the insertion of Multiplexer (MUX) at each output bit, as shown in Figure 35, is proposed. The original output bit and its complementary will be fed into a two-input MUX, along with a key bit for the selection of each MUX. The values of the key bit selection must be random with half zeros and half ones to produce 50% HD. Since each output bit and its complementary are connected to a MUX with a random key bit selection, each output bit of the IC is changeable once the key is changed. In this case, not only is the HD between the corrected and corrupted outputs around 50%, but the value of each output bit is also variable. An assailant cannot figure out the functionality of the design because each output bit will vary according to the supplied key via the LFSR generator, which is used to generate random keys (each key is generated to have randomly half zeros and half ones, as mentioned). Since the key value is unpredictable due to the random generation, each output bit will be consequently arbitrary. Once the correct user key is inserted, the output of the payload will be set, and the enable (EN) of the LFSR generator will then be disabled, while the activation signal (A) will be activated to initialize the values of the MUX selections. Then, the functionality of the circuit will be correct. If the value of one bit in the user key is incorrect, the corrupted output ratio will still be around 50%. Although inserting MUX at each output bit will obviously maximize the protection of the design, as well as the ambiguity of an attacker, the power and area overheads will largely increase. Therefore, this technique is more
suitable either for large circuits that include a large amount of output bits or for an expensive IC chip. In both half and full MUX insertions, if there is an inverter at an output, we replace it with a MUX by switching its inputs. Furthermore, all components of the encrypted circuit (in half and full MUX insertion techniques) are made at a pre-layout stage.

![Figure 35. Logic encryption based on full Multiplexer (MUX) insertions.](image)

Figure 35. Logic encryption based on full Multiplexer (MUX) insertions.

Figure 36 demonstrates the analyzed HD for the combinational (ISCAS’85) and the sequential (ISCAS’89) benchmark circuits based on the full MUX insertions for logic encryption, where the minimum required length of LFSR to achieve the HD should be the same as the number of primary output-bits. The achieved HD for these benchmark circuits is 50%, except for S9234, which is 48.72% due to its having an odd output number.

![Figure 36. MUX insertions based on the full output number for different ISCAS ‘85 and ‘89 benchmark circuits.](image)

Figure 36. MUX insertions based on the full output number for different ISCAS ‘85 and ‘89 benchmark circuits.

The delay, power, and area overhead for each benchmark circuit is measured using the design compiler tools from Synopsys with a 45 nm CMOS library. Since MUXs were inserted only at the output of the netlist, the delay overhead (timing path) is almost zero for all of the benchmark circuits.
Meanwhile, the power and area overheads for each benchmark circuit depend on the number of output bits. Figures 37 and 38 show the power-delay and area overheads. On average, half MUX insertions save more than 3.6× area overhead and 3.4× power-delay overhead compared to those of fault impact analysis, while full MUX insertions require less than half of the area overhead and half of the power-delay overhead that the fault impact analysis needs.

Several kinds of attacks have been proposed to reveal the vulnerabilities of various logic locking methods to dispute the correct key of the locked circuit [101]. However, the most powerful one is a Boolean satisfiability (SAT)-based attack [102]. By employing few discriminating input patterns, an SAT-attack successfully exposes the secret key of all logic locking methodologies. These discriminating input patterns are supplied to the encrypted circuit and their corresponding outputs are compared with the correct output patterns, where they are obtained from an activated IC in the open market. An SAT algorithm is used to determine these input–output golden pairs. As a result, an SAT attack uses only the affected input patterns and therefore decrypts a large-scale circuit that has large key sizes within a few minutes.

An SAT attack can be mitigated via incorporating a small logic circuit as a Tree of AND gates that works as a one-function output. Yasin et al. [103] implemented a lightweight logic block, namely the Anti-SAT technique, to protect the locked netlist from an SAT-based attack. Part of the input key-bits (KA) is used for encrypting and decrypting of the locked design, while the rest of the key-bits
(KB) are utilized to thwart the SAT solver. The number of iterations that the SAT attack needs to extract the secret key increases exponentially with the number of the Anti-SAT key-bits (KB). Even though the Anti-SAT block successfully prevents an SAT attack when KB is larger than 64 bits, this technique is valuable in tracking a signal-based attack, called signal probability skew (SPS) [104]. SPS can easily identify and remove the incorporated Anti-SAT circuit within a few seconds since the two outputs of the two Anti-SAT complementary blocks should have the highest differential signal probabilities. The SPS-based attack removes Anti-SAT from all encrypted netlists in less than 2 min for a large-scale circuit.

5.5. Logic Locking Using All-Spin Logic Device (ASLD)

The ASLD can naturally perform as a majority gate (MG) operation. The principle of the MG is that the value of the primary output relies on the values of the majority inputs. Based on this phenomena, the ASLD can implement any logic gate. For instance, a designer can easily obtain an N-inputs NOR gate by making the value of the fixed magnet as ‘1’. By changing the magnetization direction of the fixed magnet (making the value of the fixed magnet as ‘0’), the design can perform as an N-inputs NAND gate. To obtain AND and OR gates, one more magnet layer must be added at the primary output. Based on this analysis, an ASL device is considered a polymorphic gate by employing its unique feature. The device gives us an opportunity to change the functionality of the circuit with the same structure and without any extra hardware by making one of the primary input as an external key. As shown in Figure 39, the structure of ASL can provide four different gates with the same circuit: AND, OR, NAND, and NOR using only 4 magnets. Where A and B are the primary inputs, Key and VDD are used to change the functionality of the circuit. We make the third input of magnet (C) as an external key input. The circuit can be switched from an AND to an OR gate or from an OR to an AND gate by only exchanging the value of the key from ‘0’ to ‘1’ or from ‘1’ to ‘0’, respectively, when the VDD is positive. On applying a negative VDD, the design can work as a NAND or a NOR gate if the value of the key is ‘0’ or ‘1’, respectively. There is another way to get a NAND or a NOR gate. A designer can apply only a positive VDD and add one more magnet at the output of an AND or an OR gate, respectively.

Figure 39. All-spin logic (ASL) AND, OR, NAND, and NOR polymorphic gates.

Similarly, XOR and XNOR gates can be built as shown in Figure 40.
Using the ASL logic developed above, one can construct SAT-resilient design [105], as shown in Figure 41. In Figure 41, X is the distinguished input-bits, and K1, K2, and K3 are the external input keys. The final output of SAT-resilience can be either “0” or “1” (based on the designer’s configuration) on applying the correct key, and the last inserted key-gate (between the original output of the encrypted circuit and SAT-resilient output (S-O/P)) must be either XOR or XNOR, respectively, in order to obtain the correct output.

5.6. Split Manufacturing

Split manufacturing is a way to partition digital circuits into many parts for security purposes. The authors of [106] introduced a technique though supplying three-dimensional combination technology in split manufacturing. The authors implemented an algorithm to analyze the graph of a circuit and disconnect certain wires from the design to prevent an attacker from obtaining the correct design. Another proposal [107] was presented by Rajendran et al. whereby split manufacturing at layer-3 mental was examined. The benchmark circuits have been partitioned into many parts without any connections among them. Afterwards, they developed a fault analysis algorithm in order to switch the pins at layer 1 and 2 metals because the connections of the gates for any circuit are placed in the first and second layers, which might help an attacker in an untrusted foundry for getting the original design. The implementation of split manufacturing design before the second metal layer was proposed by Vaidyanathan et al. [108]. Therefore, only the information at the gate level of the circuit will be revealed to the untrusted companies. A similar method was achieved in detail for analog and digital IC circuits in [109]. The technique against recognition IC-based attacks has also been included, supported by experimental results, where an SRAM with a 1 KB size and a digital-to-analog converter with 14 bits have been used. Jagasivamani et al. [110] implemented many front end locking
techniques and evaluated them based on security metrics and performance overhead, where statistical analysis tools have been utilized to perform these techniques in a large-scale system design. Split manufacturing methodologies could also be used to detect a malicious Trojan using only the test back end of line (BEOL). Leveraging split fabrication in a field programmable gate array (FPGA) chip was presented for asynchronously designed digital circuits [111]. A compression result between using the standard process and the split fabrication indicates that the standard process can outperform split manufacturing in terms of providing better performance with less power-delay product penalty.

Although RF design circuits are more vulnerable to IC piracy than other digital circuits, split manufacturing has not been suggested for protecting RF circuits from such serious attacks. Split manufacturing is better applied in RF circuits than in any other digital design due to their unique metal features. More specifically, both the direction of the wires and their length are functional parameters in the metal layers of RF circuits, while, in the digital circuit, the layers are extracted as net connections. In additional, the metal layers in RF circuits are not only utilized as interconnections between the modules and logic gates as in digital designs, but they are also used to build small parts of the chip functionality. For example, the capacitors and the indicators are leveraged to build the upper level and the top metal layers, respectively.

Split manufacturing is a good candidate for making RF designs that are more secure from IC piracy and other threats. Statistical analysis with experimental results are achieved for all kinds of RF components to emphasize the value of using split manufacturing for protecting RF circuit purposes. The benefits of removing the metal layers in RF designs are listed; (1) the connected nets among the parts of the designs are concealed, and this increases the ambiguity of attackers to identify the original design, and (2) the passive parts of the design that are implemented in the metal layers are abstracted. It is easy to retrieve the interconnection among the internal parts in an RF circuit since it has few components. Instead, using a split fabrication technique can help infer the missing passive parts in RF circuits. The main advantage of leveraging split manufacturing in the RF design is the difficulty an adversary would face retrieving the types and sizes of passive components. This emphasizes the importance of using such a method in RF circuits. The dilemma in RF designs regarding the routing, analyzing, and mapping of the components by an attacker is eliminated by using a split fabrication methodology. Moreover, the proposed recognition technique-based attacks [88] cannot successfully infer the original design of an RF circuit implemented using split manufacturing. Extra dummy components and wires could be added to the design using an obfuscation method to elevate the security of the chip. This will increase the difficulty of an attacker to recognize the number, size, and location of passive components.

Figure 42 shows the split fabrication of a Class AB RF circuit for power amplification at an untrusted foundry (Figure 42a) and the completion of the fabrication at a trusted foundry (see Figure 42b).
The three-dimensional integration extends the design to the third dimension using several layers of through silicon vias (TSVs) interconnection (see Figure 43 for detail). In addition to increased chip density, TSVs reduce interconnection length and hence decrease power and delay. Three-dimensional integration also introduces security vulnerability opportunities. This includes side channel analysis attack prevention, trusted computing design, and the prohibition of supply-chain-based attacks [112]. For instance, the dimensions of an integrated circuit containing many dies from different sellers are not secure because not all of the IP providers follow a similar level of die certification. A more practical way is to use an interposer 2.5D method for integrating dies from Third-Party (3P) sellers/vendors. Therefore, securing inside dies is a main concern for the developed three-dimensional chips. In [113], the authors proposed a technique to obscure the vertical communication channel in the network on chip systems, which is useful for preventing reverse-engineering-based attacks and consequently making the system more secure.


The unique characteristics of emerging devices can be used to accomplish a higher security level with lower performance penalty for ICs compared to CMOS technology if these features are employed properly. In general, emerging devices have been proposed since CMOS technology cannot be significantly scaled down. Furthermore, they can help improve the performance of the circuit and simplify the design structure for security applications, e.g., IC protection, hardware implementation of cryptography, and Trojan detection and prevention [114]. In this section, KATAN light-weight encryption using current-mode logic against correlation side-channel power analysis, logic locking, and camouflage layout using emerging SiNW technology are presented.

6.1. KATAN Light-Weight Encryption Using TFET Current-Mode Logic for Low Power

It is well known that the key idea of differential power analysis is based on the power consumption during circuit transition. In static CMOS logic, major power consumption occurs when the output of logic undergoes a 0→1 (or 1→0) transition. Because of this symbolic characteristic of static logic, the genuine cryptographic algorithm is vulnerable to the DPA attack. On the contrary, the common-mode logic (CML) structure is naturally resistant to a DPA attack considering the relatively constant power consumption for almost any transition.

Figure 44 depicts the power traces for the TFET static XOR gate and the TFET differential style XOR gate. Obviously, the TFET CML XOR gate dissipates almost a constant power in contrast to the significant power overshoot of the static XOR gate. That is, the power profile of the TFET static XOR gate leaks more information for the attacker to identify the internal activity of the cryptographic system. However, the almost constant power consumption of a TFET CML XOR gate provides essentially no information about data transitions. Moreover, as discussed in the previous section that the 0→1 transition is essentially mirrored to a 1→0 transition in the CML gates, even though attackers
may retrieve some information through the power glitches, it is very challenging for them to identify what the processing logic value is.

Figure 44. The power traces between TFET static XOR and CML XOR.

Due to the large area and high power consumption, using CML to implement cryptographic hardware is not common—especially in lightweight cryptographic systems. To protect cryptographic circuits against DPA attacks, researchers often employ other techniques [115]. These solutions incur a significant computation cost where the cryptography already involves massive computation and consumes a relatively large power and area. As such, lower-power, TFET-based CML could be especially valuable when considering devices for the IoT, wireless sensor nodes, etc. Lacking an effective defense mechanism, hardware in these spaces can be substantially more vulnerable/susceptible to hardware attacks such as DPA. To address these challenges, we consider the impact of TFET-based CML on a 32-bit KATAN cipher. Here, a correlation power analysis (CPA) on KATAN32 is described to disclose the two key values. Initially, four selected plaintexts are loaded into the two registers and the 80 bit keys are all set to zero. Note that, in real cases, the key is the attackers’ target and is unknown to attackers. When the start signal is received, KATAN32 begins encryption. Figure 45 shows the proposed CPA attack flow on KATAN32. Each selected plaintext and the hypothetical Subkeys Ka and Kb are calculated to achieve the intermediate values “v” matrix. Then, intermediate results are further calculated by the power model, which is defined as the Hamming weight model. The results from the Hamming weight model are defined as the hypothetical power consumption.

Figure 45. Correctional power analysis flow on the KATAN cipher.

The predicted power consumption is then compared with the measured real power consumption by the correlation coefficient formula as given in Equation (9). The highest correlation coefficient result stands for the correctly guessed keys. In this case, the keys '00' reflect the largest correlation coefficient value. The next round follows the same mechanism, but with slightly different
ciphertext, which is generated by the last round. Figure 46 shows the detailed correlation power analysis for the respective TFET static KATAN32 and TFET CML KATAN32 on one clock cycle. The black line describes the correct key value for subkeys Ka and Kb (‘00’), which are the two most significant bits of the key. It is apparent that the correlation coefficient is largest for a static, TFET-based KATAN32 implementation when the correct keys are applied as shown in Figure 46a. By comparison, the correlation coefficient of TFET CML KATAN32 is more significant, and all four hypothetical keys are similarly distributed as shown in Figure 36b. Consequently, the TFET CML KATAN32 implementation is capable of successfully counteracting the correlation power analysis.

\[
\text{Corr. Coefficient} = \frac{\sum_{i=1}^{4} (t_i - \overline{t})(h_i - \overline{h})}{\sqrt{\sum_{i=1}^{4} (t_i - \overline{t})^2 \cdot \sum_{i=1}^{4} (h_i - \overline{h})^2}}
\]  

\(9\)

**Figure 46.** Correlation power analysis (CPA) attack on one clock cycle (a) TFET static KATAN32; (b) TFET CML KATAN32.

6.2. Deception Techniques: Camouflage and Polymorphic Gates

The two most severe attacks on IC manufacture are IP piracy and counterfeiting [116]. Several protection techniques have been proposed to prohibit an attacker from using reverse-engineering to know the scheme of the circuit, but the more popular one is camouflaging [117,118]. The camouflaging technique can protect the design at the layout level since each camouflaged gate can be programmed to different gates based on the designer configuration. Therefore, recovering the original circuit cannot be easily achieved using the reverse-engineering. However, implementing this technique using CMOS technology will significantly increase the area and the power penalties, especially for high level circuit security. In Rajendran et al. [119], a CMOS camouflaging standard cell utilizes 12 transistors and a group of contacts to achieve three logic functions, as shown in Figure 37. There are more contacts than in a normal standard cell, as some of the contacts work as dummies to camouflage the functionality of this logic cell. Three different logic functions can be produced by using these dummy and true different contacts. For example, if the fake contacts are 1, 3, 5, 7, 9, 10, 13, 14, 15, 18, and 19 and the true contacts are 2, 4, 6, 8, 11, 12, 16, and 17, the camouflaging layout functions as a NAND gate. With more functionalities being achieved by a camouflaging gate, it becomes more difficult for attackers to recover the gate functionality through reverse-engineering. The area penalty of CMOS camouflaging layout ranges from 50 to 200% for 4 transistor NOR gates, 4 transistor NAND gates, and 8 transistor XOR gates.

Since the polarities in NMOS and PMOS are fixed, more transistors should be added to produce a camouflaging gate. Interestingly enough, the polarity signals in SiNW FETs can easily be modified and can therefore provide designers with an opportunity to switch the functionality of the gate without any extra hardware resources. For instance, Gaillardon et al. [37] employ four SiNW FETs to produce a NAND or an XOR gate. This one-tile layout includes four SiNW FETs, where circles stand
for drain/source pins and bars represent the polarity gate (or control gate). Another proposed design has been presented to produce seven different types of gate by also using only four transistors but with different signal connections. Note that the functionality of the gate is fixed post-fabrication, with gate signals being connected to physical terminals. After these connections, the polarity gates perform as normal input gates, and no extra control circuitry is required to maintain the functionality. This design with the control polarity characteristic can be used to create camouflaging gates with much less performance overhead due to utilizing only four transistors. In fact, the additional polarity gate is leveraged in the camouflaging gate layout to reduce the transistor count. The overhead of this SiNW-based camouflaging layout is negligible, which is mainly caused by additional insignificant dummy contacts. Based on the aforementioned discussion, different logic gates could be produced using only two SiNW FETs, as shown in Figure 47a, where only 10 real and dummy contacts are adopted. More precisely, the scheme functions as a NAND gate if the 3, 6, 7, 8, and 9 contacts are connected as dummy. However, it will function as a NOR gate if the 1, 2, 4, 5, and 10 contacts are connected as dummy.

Another more complicated camouflaging gate with four different logic gates, XNOR, XOR, NOR, or NAND, is demonstrated in Figure 47b. The four different functionalities can be achieved with the same input pins by changing the connections of the contacts and using only four transistors. In CMOS technology, 12 transistors are employed to achieve three different logic gates, XOR, NAND, or NOR gate. As a result, this scheme requires three times number of transistors compared to the SiNW structure shown in Figure 36b. However, five more contacts are used in the SiNW FET-based camouflaging gate, although the area overhead incurred by the extra contacts are negligible considering the transistor count reduction. To further evaluate the security improvement, the security metric has been used to check how easily an attacker can guess the full functionality of given designs containing camouflaging gates. In other words, if one camouflaging layout can achieve four functions, the chance that the attacker can retrieve the correct result is 25%. Therefore, assuming that there are N SiNW FET camouflaging layouts incorporated in the design, the attacker may have to try up to 4N times to obtain the correct design layout. As a consequence, it is promising that the SiNW FET-based camouflaging layout, which has more functionality and less area consumption compared to CMOS counterparts, can achieve a higher level of protection for circuit designs.

![Figure 47](image)

**Figure 47.** (a) Camouflage layout of CMOS logic gates Reproduced with permission from [119], Copyright ACM, 2013; (b) Camouflage layout of SiNW logic gates.

Polymorphic electronics, which were first introduced in Stoica et al. [120], are based on the idea of having multiple functionalities built in the same cell and deciding the input–output relation by means of a controllable factor in the circuit. For instance, a polymorphic gate presented in Stoica et al. would be an AND gate when the VDD is 3.3 V and function as an OR gate when VDD is lowered to 1.5 V. Such multifunctional gates would prove useful in a number of applications. Circuits that
change functionality with temperature variation can find use in aerospace applications, or those that respond to VDD variation could be used to change functionality when the battery is low. In addition, polymorphic electronics could prove useful in evolvable, intelligent, or self-checking hardware. For security purposes, adding polymorphic gates to a digital circuit can hide the real functionality of the circuit. Since the circuit functions correctly only in a certain configuration of the control signals known to the designer, even if the adversary knows the whole netlist (including the dummy and true contacts), he or she will not be able to utilize the circuit in his or her own design. Carefully encrypting a logic in this way can ensure that it will take too long for the adversary to find the key (a vector constructed from all morphing signals of the polymorphic gates). Therefore, the polymorphic gate becomes a good candidate for integrated circuits protection against IP piracy. Traditionally, several CMOS-based polymorphic gates have been reported with different control methods, such as temperature, VDD variation, and external signal level. Stoica et al. [120] designed polymorphic gates by an evolution algorithm. However, the circuits face issues during simulation, as the circuit was evolved to satisfy certain constraints that do not include all aspects of a complete design. For example, the NAND/NOR polymorphic gate based on an external signal will experience states where the transistors have to compete over the output, causing the circuit to draw a constant current through those paths. Further, since inputs may be shorted to ground or VDD during certain states, it is difficult to connect multiple stages of these gates in sequence. The circuit based on VDD variation is the most practical solution and was fabricated; however, redesigning it in newer technologies where the VDD range is limited would be a difficult task. Another promising solution presented in Ruzicka [121] is a NAND/XOR gate. The proposal requires nine transistors, where the functionality can be changed using an external signal. The performance of the gate is good even when we redesigned it in the 22 nm FinFET technology node.

Here, a novel approach to designing polymorphic gates using polarity-controllable FETs is proposed [122]. The ability to control the polarity of a transistor enables us to build polymorphic cells with a much lower number of transistors. The basic NAND and NOR gate structure is similar for both the CMOS and the SiNW FET. The polarity control gate does not reduce the number of transistors required to implement NAND and NOR using SiNW FET technology. However, this unique property allows us to change the functionality of the gate simply by interchanging the VDD and GND. Note that interchanging the VDD and GND connections in any CMOS-based logic will produce the complement of the original function at the output, but full voltage swing at the output will not be achieved due to the presence of NMOS and PMOS in the pull-up network and pull-down network, respectively. Therefore, using this method, one can gather the VDD and GND terminals of the NAND and NOR gates in a combinational logic into a vector and construct a “logic encryption key.” As opposed to the work presented in Rajendran et al., which adds additional XOR or XNOR gates into a logic gate to realize the logic encryption scheme and thus incurs performance overhead, this approach has zero overhead in terms of gate count and trivial wiring cost due to the switching of VDD/GND. Figure 48 presents an example of the conversion of a digital circuit to its polymorphic gate equivalence.

![Figure 48](image)

**Figure 48.** A digital logic gate schematic (a) original design; (b) after polymorphic gate conversion.

6.3. Logic Locking Using Silicon Nanowire FETs

Applying logic encryption technique on real chips might be infeasible, especially for high security level purposes since the performance overhead will be high. This overhead could be reduced
significantly if a designer replaces some of the gates in the original circuit with polymorphic gates designed using SiNW FETs, instead of adding additional key-gates, e.g., XOR/XNOR or AND/OR gates or multiplexer. Moreover, in all of the previous works, there is only one key-bit for each key-gate insertion. To successfully prevent attackers from using the brute force search, the secret key length of the encrypted design should be large enough, e.g., larger than 128 bits. Increasing the size of the secret key leads to increase the overhead largely, which might be larger than the size of the original netlist. Interestingly, using SiNW polymorphic gates, the designer can enlarge the key size up to 6x for any simple 2-input gate if the keys are not gathered in a line for each exchanged gate.

Adding an inverter to create a uniform key-bit will not increase the circuit overhead very much. Figure 49 shows the use of SiNW polymorphic gates for an encrypted combinational benchmark circuit. When both K1 and K2 are set to zero, the correct functionality of the design is revealed. However, if one or both of the secret key of the polymorphic gate(s) is set to ‘1’, incorrect functionality is produced. More specifically, the correct output “00” is revealed for the circuit shown in Figure 49 if the input pattern “01000” is applied. In contrast, if the value of the two keys set to ‘1’ with the same input pattern, the output of Figure 49 will be “11” since the two polymorphic logic gates are switched NOR gates. Furthermore, an incorrect output of “11” or “01” will result if one of the polymorphic gates is reprogrammed to a NOR gate via making K1 or K2 equal ‘1’, respectively. As a consequence, three wrong keys will produce two corrupt outputs, whose Hamming distance of 50% and 100%, compared to correct output patterns, is achieved. Besides the NAND/NOR polymorphic gate, two other possible polymorphic gates can be presented, which are AND/OR and XNOR/XOR polymorphic gates. Incorporating different number of the polymorphic gates will increase the protection level of the design [123].

![Figure 49. Encrypted ISCAS circuit with NAND/NOR polymorphic gates.](image-url)

### 6.4. Emerging Memory Security

The spin-based devices have been used in different security applications, such as strong PUF [124,125] and true random number generator (TRNG) [126], which are hardware primitives. However, this does not mean that these devices and their applications are fully reliable. In fact, these devices can be attacked by manipulating their associated parameters, such as magnetic field and temperature. Additionally, their non-volatility feature can be leveraged by an attacker to damage data or retrieve sensitive information (such as password or cryptographic keys) when the device is off. Therefore, they have new security vulnerabilities that were not present in conventional SRAM and embedded DRAM [127]. As an example, the state of the MTJ magnetic layers or the domain walls (in the DWMs) can be altered by manipulating the spin-polarized current (based on the degree of spin) or an external magnetic field (based on its magnitude/polarity). The force of manipulation should be sufficient enough to flip a weak bit in the presence of process variations and ambient disturbances. In this regard, securing these systems and protecting their data integrity in front these malicious attacks is critical. The attacks may consider different scenarios for compromising data privacy.

In an example scenario, when the tag bits are constant throughout the power cycle, a malicious read operation can cause a cache hit in an NVM last-level cache (LLC) with the purpose of leaking sensitive information such as keys, passwords, and account numbers. In this scenario, a larger cache is more vulnerable since it presents more data for leakage. Many solutions have been proposed for the protection of memory systems such as data encryption. Besides the discussed threats, the
reliability issues of the MTJ device [128] may also be leveraged by an adversary to perform malicious actions. A reliability issue can be maliciously created by inducing malicious aging and/or malicious process variations. For further considerations, it is assumed that all the dynamic reliability management/aware mechanisms are disabled (by inserting a hardware Trojan). In order to model this attack, the free layer thickness (Tm) of perpendicular magnetic anisotropy (PMA)-based MTJ is maliciously varied using the SPICE models for magnetic tunnel junctions based on mono-domain approximation [129]. This malicious variation is realized by the insertion of a ferromagnet with an incorrect thickness for the free layer. In an alternative strategy, a ferromagnet with the same size but different material may be used to enforce a similar effect. The possible practical demonstrations for this action can be stated as follows: (1) inside the untrusted foundry by physical intrusion, (2) doing modifications within the algorithms used for sizing the design cells, and (3) inserting a few maliciously constructed cells in the process of IC design flow [130,131]. The impact of this attack can be observed as the occurrence of logical transitions of the MTJ device earlier or later than the expected time. This can cause probable performance degradation (mild case) or logical state sensing and propagation throughout the system (severe case). A common technique for detecting (and correcting) functionality failures is run-time monitoring (and reacting). Accordingly, a built-in-self-test module for reliability-related security (BIST) analysis. The functionality of this module can be classified into (a) error detection, (b) error prediction, and (c) error masking. The “error detection” process is described as monitoring the signals of logical paths for transitions after the clock edge and flagging a possible error. Figure 50 displays a BIST-RS architecture for the reliability-related security analysis of the MTJ device. The architecture is expected to detect maliciously sized MTJ cells. The three main elements in this architecture are as follows: a data encoder, an MTJ structure (i.e., an array of the MTJ cells), and a data decoder [132]. The data encoder is responsible for making the sender message that is constructed by the applied test pattern and its calculated fingerprint. The MTJ structure is responsible for correctly transmitting information to the receiver and preserving its integrity. In other words, the logical state of each MTJ cell in the structure should remain the same or a transition needs to occur depending on its corresponding bit in the applied test pattern. A single malicious MTJ cell with its value of free layer thickness that is outside of the acceptable range causes an alteration in the information. The receiver message that comes from the MTJ structure is checked and the integrity verified by the data decoder. The error signal indicates whether the MTJ cells are healthy or not.

Figure 50. BISR-RS architecture for the MTJs under attack.

Due to the limitation of the PCM cells in the number of write operations (which is usually a maximum of $10^7$–$10^9$), they can be vulnerable to a write attack. According to the attack, a malicious person can repetitively write to some addresses in the memory for wearing out the cells (requiring 30 s for each [133]) and consequently causing failure in the memory system. Additionally, the non-
uniformity of the memory write pattern can worsen this situation even further. A few countermeasures have been proposed for the non-volatile memories. The authors of [134] proposed a nonvolatile main memory (i-NVMM) module that performs selective data encryption using the AES algorithm. This module only encrypts time-based unused data (which are the data that are not frequently accessed during run-time execution) for the aim of reducing timing and power overheads. The problem with this technique is exposure of the data when intrusion occurs during run-time operation. According to [135–137], the counter-mode XOR-based encryption in the AES algorithm can be modified to calculate a crypto-PAD for each memory line. In this way, run-time data protection is provided for all data in the NVMs with insignificant timing and power overhead. The authors of [138] offered a countermeasure for the PCM write threat according to which either the number of write operations is reduced or a “wear-leveling” is used to “write uniformly.” A few examples of wear-leveling methods include the randomized region-based Start-Gap [139], the multi-level Security Refresh [140], and Online Attack Detection [141]. These methods suffer from high write or extra hardware overheads due to their frequent need in swapping data for speeding up the process of remapping logical to physical addresses. Additionally, this process increases access delay, wears out the storage cells, and may suffer from uneven memory sub-spaces (due to having partial leveling and limited mapping). A solution called, multi-way wear-leveling (MWWL) was proposed by Yu and Du [142] according to which a uniformly distributed writes to the entire physical address space is specified. In other words, the logical address space is divided into equally sized sub-spaces (or “ways”) and each sub-space is responsible for its own remapping process and wear-leveling of its own addresses. Due to the small size of logical space, the physical space under write changes more frequently and remapping of an address under attack can occur with a smaller speed. The physical space under write can be as large as the entire memory address space.

As another countermeasure, Young et al. in [143] introduced Dual Counter Encryption (DEUCE) technique according to which the write-back changes are monitored and only the changed words are encrypted for the goal of improving the memory performance and lifetime. The wear-leveling methods usually remap logical addresses to physical addresses randomly and dynamically. However, this does not mean that they can be fully trusted. Mao et al. realized that the details of address remapping can be revealed through monitoring NVM row buffer hits [144]. A row buffer hit can unfold a logical address mapped to a certain physical row. The new logical addresses mapped to the same row can be similarly revealed. A countermeasure for this attack is Intra-Row Swap (IRS) according to which the mappings are changed and the actual physical addresses are concealed. In other words, the position of memory cells is obfuscated.

6.5. Low-Power SAR ADC Security Using Emerging TFET Technology

The security aspects of analog and mixed-signal circuits have less been studied [145–148]. The ADC as a well-known and widely applicable mixed-signal module in the IoT world can be a target for malicious operations by adversaries. The malicious operations on an ADC can be Hardware Trojan (HT) insertion, piracy of digital and analog/mixed-signal intellectual properties, overbuilding of integrated circuits, reverse-engineering, side-channels analysis, and counterfeiting. Therefore, this module, in its design, fabrication, installation, and operation life processes, must be secured and protected. In here, the security of SAR ADC with the threat of Hardware Trojan is discussed.

According to [149], there are two critical points in a central processing unit that are the subject of sabotage by HT insertion: the data path and the control unit. An ADC can be attacked by targeting the same points on its circuit and inserting an HT inside the register file (which is a digital IP) and inserting an HT inside the sample/hold/compare (which is an analog IP). The Trojans have the aim of damaging the ADC functionality “sometimes”. In order to justify the steeliness of the proposing Trojans, it is assumed that each of them is activated by a “Main Trigger” and a “Mate Trigger.” This means that, when the two trigger signals are active, the Trojan becomes on. The “Main Trigger” of each Trojan is constructed based on making its behavior sneaky and random.

The “Mate Trigger” for each Trojan is generated by other parts of the System on a Chip (SOC) design becomes active only during the “chip run-time operation” based on the running application.
This scenario reduces controllability and observability on the Trojan circuit; consequently, it is less likely to be detected. For each of the Trojans, a countermeasure is proposed as well. It is expected that the number of logical cells used in the implementation of each of these Trojans, compared with the total number of logical cells within the chip, may be desirable. In another implementation scenario, the unused logical cells during the run-time operation can be identified and used for the construction of the Trojan circuit using a predefined adaptive mechanism. The same concept may be applied for the implementation of the defense circuit.

The inserted Trojan for the register file manipulates the exiting signals of the D-type flip-flops sometimes and is called the data-path threat model. Figure 51 shows the Trojan circuit according to which two of the flip-flops are randomly selected. The output signals of these flip-flops are shuffled by their corresponding unit depending on the logical state of the Select signal, which is generated by a frequency divider. The frequency divider is controlled by two signals: (a) the sampling clock signal (CLKS/H) and (b) the last value of the Trojan enable signal (Trojan_En). The Trojan_En signal activates the Trojan that causes inversion of the stored data in a chosen flip-flop using a multiplexer. The chosen flip-flop in this work is the third bit that creates a medium-level error.

A convention is assumed for the quantized signal by the ADC according to which the standard waveforms (for example, ramp, sine, sawtooth, and triangular) usually have ±1 least significant bit (LSB) difference between their adjacent sampled data points. This means that the digital code for a certain data point is ±1 LSB higher, the same, or ±1 LSB lower than the last data point. This convention is taken into account in monitoring and security checking the ADC. If the quantized signal and the ADC operation does not follow this convention, then the defense circuit flags an abnormal condition. Flagging an abnormal condition is followed by notifying the user and sending out the last correct code. The circuit for practical realization of this mechanism is shown in Figure 52. In this circuit, IN(5:0) represents the ADC output bits before processing and OUT(5:0) represents the ADC output bits after processing. The Cond 1 signal becomes equal to logic one when an unusual condition occurs. The registers hold the possible cases for evaluation of the next sampling and provide synchronization in the defense operation. Other advantages of the defense circuit include the following: (a) they help to attenuate the output noise, and (b) the output signal is filtered and smoothed. The added circuitry causes a delay in receiving the output bits.
In order to attack the control unit, the capacitor-connected switches within the sample-hold-compare (SHC) block are manipulated. All the capacitors in this block should be connected to common-mode voltage when the sampling process is started. Depending on the coming control signals, they are connected to either the supply voltage or the ground. The attack aims to disable the connection of one or more of the capacitors to the common mode voltage at the time of sampling sometimes. In this way, the victim capacitor holds its charge from the last sampling and consequently one or more number of output bits may be different than what they supposed to be. Figure 53 shows the Trojan circuit for this attack. The flow of this circuit can be described in this way: (1) The output of the comparator within the SHC block triggers a four-bit counter. (2) The counter output signals can construct up to 16 Boolean functions using a four-bit Minterm construction unit. The chosen functions are the 4th, 7th, 12th, and 14th rows of the corresponding truth table. (3) The outputs from the Minterm construction unit are sent to a shuffling unit. The shuffling unit is made of multiplexers and the select signals for them are Choice(2:1) that are taken out from any part of the circuit such as the SHC block. In order to make the choice signal, the exclusive-OR (XOR) function is run on the “even” and “odd” bits of the ADC output. (4) The exiting bits from the shuffling unit are stored in a four-bit register. This register is triggered by the sampling clock. (5) The control signal for one of the capacitor-connected switches becomes inactive (which means equal to zero) depending on the stored value in its respective flip-flop in the four-bit register. This may lead to the generation of an incorrect value by the analog comparator within the SHC block. In this work, the 2nd–5th bits of the ADC output are selected for malicious alteration.

A common technique in designing a Built-in-Self-Test (BIST) module for an IC is “sub-circuit replication” [150]. A BIST module can be externally inserted or internally developed (from the available design cells in a certain chip mode). Here, the countermeasure for the control-based threat

---

**Figure 52.** The circuit for the date-path-based countermeasure.

**Figure 53.** The circuit for the control-path-based attack.
is a trustworthy and possibly lightweight replication of the SHC analog block along with a decision unit. The decision unit has the responsibility of comparing the coming signals from the possible victim SHC and the trustworthy SHC. If this unit determines an error, then the user is notified and the output signal of the trustworthy SHC is given to the register file. This action may bring performance degradation and quality decay due to the differences between the actual SHC and the trustworthy SHC block, but it certainly delivers correct functionality. The circuit for the countermeasure can be seen in Figure 54. In this circuit, \( V_{\text{REF}} \) is the trustworthy SHC output signal, \( V_{\text{MAL}} \) is the possible victim (or deterministically malicious) SHC output signal, and \( V_0 \) is the delivering output signal by the decision unit. Whenever a mismatch occurs between the two mentioned signals in the “timing status” and the “logical status”, the error signal becomes equal to logic one and the \( V_{\text{REF}} \) is delivered to the register file.

![Figure 54: The circuit for the control-path-based countermeasure.](image)

In order to assess the effects of the discussed attacks on the ADC operation as well as evaluating the effectiveness of their countermeasures [151], five different operating conditions are defined for analysis: (a) when the ADC is in healthy condition; (b) when the ADC is under the data-path-based attack; (c) when the ADC is under the data-path-based attack, but it is defended by its corresponding countermeasure; (d) when the ADC is under the control-based attack; and (e) when the ADC is under the control-based attack, but it is defended by its corresponding countermeasure. The used device for implementing all the discussed circuits is a tunnel field effect transistor with a 20 nm channel length, and the employed simulator is the Cadence Spectre Circuit Simulator. The type of analysis is transient and its duration is 120 ms, the frequency of system clock is set to 20 MHz, all the capacitances in the SHC block are specified according to their indices in the capacitor array as well as the value of the base capacitance that is equal to 20 fF, and the supply voltage is equal to 0.3 V in all of the performed simulations. Due to the fact that a full scale ramp input signal is an ideal waveform in testing ADCs because of its feature in producing all the possible codes, it is used here for functionality evaluation. The applied ramp signal has the maximum amplitude of 0.3 V. The starting point of its slope is at 5 ms and the ending point is at 87 ms. Figure 55 shows the simulation results according to which the ADC functionality in the five operating conditions can be analyzed. According to the results, the control-based Trojan has more detrimental impacts since it brings both large and small variations in the reconstructed analog signal from the ADC output, while the data-path-based Trojan causes only a few large variations. The capability of the countermeasures in eliminating the impacts of attacks is acceptable.
6.6. Spiking Neural Network Security

Running a spiking neural network on an embedded device, though embracing superior energy efficiency, introduces security issues. For example, the attacker can pirate the learning algorithm by observing the outputs of the system using various input patterns. The possible attack model is explained as follows: An attacker can reverse-engineer to understand the hardware implementation of the system. Since the attacker does not know the algorithm implemented by the hardware, he/she can choose an arbitrary model. Besides the original model, he/she could also use another learning algorithm as the replicated model to learn the function. Moreover, it is not necessary to select the same model as the original one to obtain reasonable prediction and accuracy. The comparison between original learning support vector machine (SVM) model and other replica models is shown in Figure 56 [152].
To prevent the attacker from learning the function of the model behind the system, the obsolescence effect of memristors is utilized [152]. The resistance of a memristor gradually changes on applying voltage pulses, eventually leading to the ON state or the OFF state. The obsolescence effect is called as the original resistance value “vanishes” on applying a voltage pulse. Figure 57a,b show both naïve and revised design using memristor arrays. The memristors in Matrices M1 and M2 are changing in the opposite direction.

With the obsolescence effect of memristors, the naïve design shows a linear degradation and the revised design shows a nonlinear degradation. Figure 58 displays the accuracy of different databases using the replica model for different defensive designs. The revised design is more resilient against replication attack.
5. Computing encryption number Trojan
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