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Abstract: The aim of this paper is to analyze the array synthesis for 5 G massive MIMO systems in the line-of-sight working condition. The main result of the numerical investigation performed is that non-uniform arrays are the natural choice in this kind of application. In particular, by using non-equispaced arrays, we show that it is possible to achieve a better average condition number of the channel matrix and a significantly higher spectral efficiency. Furthermore, we verify that increasing the array size is beneficial also for circular arrays, and we provide some useful rules-of-thumb for antenna array design for massive MIMO applications. These results are in contrast to the widely-accepted idea in the 5 G massive MIMO literature, in which the half-wavelength linear uniform array is universally adopted.
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1. Introduction

Massive MIMO is going to become one of the key technologies of the incoming next generation 5 G wireless systems [1–12]. In particular, the use of frequencies above 6 GHz seems to be particularly appealing, because of two main reasons: first of all, the availability of wide contiguous frequency bands to exploit for communications; second, the relative compactness of the resulting arrays [12–15].

If we briefly focus on this second aspect, we would observe that the use of a frequency of the order of 60 GHz would mean a wavelength of 5 mm; thus, a 100 λ array would be just half a meter in size.

The use of mm-length frequencies is not, unfortunately, without drawbacks. The well-known Friis formula for wireless connections shows a power attenuation that increases with the square of the wavelength, which significantly reduces the area that can be covered by a transmitting antenna. Furthermore, the propagation of the waves at mm-wave frequencies is much different from the propagation at lower frequencies, resembling more a quasi-optical connection between the terminals: the rich scattering condition is really difficult to realize, and the Line-of-Sight (LoS) component becomes dominant (if not the only present) [16,17].

This fact has posed some questions on the actual possibility to achieve the so-called “favorable propagation” in the Multi-User MIMO (MU-MIMO) channel matrix, but both measurements and simulations have confirmed the advantages of massive MIMO also in the extreme LoS condition [18–24]. One of the key points to understand why massive MIMO keeps on working with a very good spectral efficiency also in this case is that the massive antenna array, because of its huge size, does not work in the far-field condition, so that the wave fronts are not planar, but spherical: we could be able to distinguish between two terminals positioned at the same angle with respect to the Base Station (BS) by means of their different distances [25–27].
Among the many aspects of massive MIMO systems, the optimization of the radiation system has been the object of relatively little research, and equispaced half-wavelength arrays are commonly considered for massive MIMO antennas. However, as pointed out above, massive MIMO antennas work in the near-field condition. This characteristic does not seem to have been exploited in the literature. A further point to be better explored is the reduction of the cost and the complexity of the overall antenna, which is critically related to the number of radiating elements.

Accordingly, a fundamental consideration is now in order: is it possible to exploit this near-field behavior with a fixed complexity of the antenna in terms of the number of elements without affecting, or hopefully increasing, the performance? This paper will try to answer this question, showing that optimization of the antenna array using non-uniform arrays in the case of linear antennas and properly equispaced arrays in circular antennas can allow a significant improvement of the communication system performance.

2. Antennas and Propagation Model

In this paper, we will use a simplified model for antennas and propagation; in particular, we will consider isotropic radiating elements; we will neglect the effect of mutual coupling and polarization, and we will consider a simple 2D propagation model, i.e., BS antennas and user terminals will lie on the same plane. Furthermore, we will consider a fixed frequency $f$ and the corresponding wavelength $\lambda$.

These assumptions have a two-fold reason; first, the model we will discuss, and the achieved results, could be easily reproduced by any interested reader; second, the simplified model will allow us to remove the aspects that play a minor role in the definition of the channel matrix (polarization and mutual coupling), focusing only on the aspects, like the antenna positioning, that play the main role in the overall system performance.

In particular, we will consider a linear antenna array of $N$ identical elements, with the antennas aligned along the $x$ axis, whose abscissas are stored in the vectors $x_s = [x_{s,1}; \cdots; x_{s,N}]$. The position of the $K$ terminal antennas will be instead described by the vectors $x_t = [x_{t,1}; \cdots; x_{t,K}]$ and $y_t = [y_{t,1}; \cdots; y_{t,K}]$ (see Figure 1). The transfer function between the $n$-th antenna of the BS and the $k$-th terminal will be achieved as:

$$h_{n,k} = \frac{\gamma e^{-j\beta R_{n,k}}}{R_{n,k}}$$  \hspace{1cm} (1)

where $\gamma$ is an inessential multiplicative constant, $\beta = \frac{2\pi}{\lambda}$ is the free space wavenumber and:

$$R_{n,k} = \sqrt{(x_{s,n} - x_{t,k})^2 + y_{t,k}^2}$$  \hspace{1cm} (2)

The MU-MIMO channel matrix can be thus built as:

$$H = [h_1 \cdots h_K]$$  \hspace{1cm} (3)

where the column vector $h_k$ represents the channel response of the $k$-th terminal.

This channel matrix can be properly normalized, according to the guidelines in [20] before performing its singular value decomposition or calculating the spectral efficiency (thus making the constant $\gamma$ inessential). It has also to be underlined that the use of Equation (1) allows us to take into account the different power received by the antennas at the base station because of their different distance from the terminals, as well as the spherical shape of the wavefronts.
Figure 1. Massive MIMO system scenario. Circles: base station antennas; squares: terminals.

3. User Correlation Analysis

From this section on, we will choose $f = 60$ GHz as the working frequency and a base station array of 200 elements. The choice of considering a fixed number of antennas at the BS has been made just to compare different antenna geometries with the same system complexity.

In order to get better insight into the effect of the antenna shape on the system performance, we will start considering the simple case of only two terminals, and we will calculate the correlation coefficient between the two columns of $H$, as:

$$\chi_{1,2} = \frac{\left| h_1 \cdot h_2^* \right|}{||h_1|| \cdot ||h_2||}.$$ (4)

The use of this performance metric is due to the fact that it provides a simple way to check the effectiveness of a maximal ratio combining approach at the BS; furthermore, as will be clear in the following, it allows us to provide a simple and effective graphical description of the correlation between user terminal positions.

Let us first consider the case of an equispaced array, with the inter-element distance $d = \lambda/2$; in Figure 2, it is possible to see the case in which the two terminals are aligned along the $y$ axis, and have only different distances ($r_1$ and $r_2$) from the BS. In the left subplot, we can see an image map representing the correlation coefficient of Equation (4) for variable $r_1$ and $r_2$, while in the right subplot, we can see the plot of the correlation coefficient for some fixed values of $r_2$. This figure confirms that it is possible to distinguish between two users sharing the same angular position with respect to the center of the BS, but this feature can be exploited only when one terminal is very close to the BS with respect to the other.

It has to be underlined that this behavior has been obtained when the two terminals lie on the $y$ axis; for other directions, it is possible to obtain different plots, showing a slightly increased correlation, not reported here for the lack of space.

Let us now consider an equispaced array with a larger inter-element distance, say $d = 2\lambda$. From an antenna point of view, increasing the inter element distance, without changing the number of elements, increases the far-field distance of the array, which is conventionally calculated as:

$$r_{FAR} = \frac{2[(N - 1)d]^2}{\lambda}.$$ (5)
This means that an increase of the inter-element distance of a four factor increases the far field distance of a 16 factor. In Figure 3, we can see the image map and the plot of the correlation for the larger array. It is clear that we are now allowed to easily distinguish two users that share the same angular position with respect to the BS, much more than in the previous case.

![Figure 2](image1.png)  
**Figure 2.** Two terminal correlation analysis for the $\lambda/2$ equispaced array. (Left) Image map with the correlation level for variable $r_1$ and $r_2$; (Right) plot of the correlation coefficient for some fixed values of $r_2$.

![Figure 3](image2.png)  
**Figure 3.** Two terminal correlation analysis for the $2\lambda$ equispaced array. (Left) Image map with the correlation level for variable $r_1$ and $r_2$; (Right) plot of the correlation coefficient for some fixed values of $r_2$.

The previous result has shown that the increase of the inter-element distance seems to have a beneficial effect on the capability of decorrelating users. To confirm this feature, let us see what happens if we consider the first terminal in a fixed position with respect to the array, and we move the second terminal on the $xy$ plane. In Figure 4, we can see the case of a $\lambda/2$ equispaced array: apart from an angular sector around the broadside direction of the array, the correlation is very low, thus confirming the very good results, in terms of favorable propagation, found by other researchers. If we instead employ the $2\lambda$ equispaced array, we obtain the result depicted in Figure 5: apart from the broadside direction, which shows a slightly lower correlation level with respect to the $\lambda/2$ case, there are other directions in space that present a non-negligible correlation. These regions are related to the unavoidable grating lobes, appearing when we consider equispaced elements with an inter-element distance greater than half-wavelength. Clearly, the presence of grating lobes causes ambiguities and must be avoided. As an example, let us imagine a communication system with just two user terminals: when user Terminal A is in the angular position of a grating lobe relative to user Terminal B, it could be very difficult to distinguish them.
Figure 4. Image map of the correlation coefficient when the first terminal is fixed in the position marked with the circle and the second user is moved on the plane for the $\lambda/2$ equispaced array.

Figure 5. Image map of the correlation coefficient when the first terminal is fixed in the position marked with the circle and the second user is moved on the plane for the $2\lambda$ equispaced array.

We would like to specify that in an array not working in the far field region, we could not rigorously talk of grating lobes, but for the sake of simplicity, we will keep on using this definition for the rest of the manuscript.

According to the correlation analysis, it seems that the possible advantage of distinguish aligned user terminals could be negated by the effect of grating lobes. These results suggest that a non-equispaced array, not affected by grating lobes, could get the advantages of a larger size of the array, without the drawbacks of the grating lobes, but to confirm this hypothesis, we are first required to analyze what happens with multiple terminals.

4. Multi User Channel Matrix

Let us now consider a number $K$ of terminals, uniformly randomly displaced in an angular sector $\varphi \in [-\varphi_s, \varphi_s]$, with a minimum distance $r_{\text{min}}$ and a maximum distance $r_{\text{max}}$ from the center of the BS array. For all of the simulations that will be discussed in this section, we will use $\varphi_s = \pi/3$, $r_{\text{min}} = 5$ m and $r_{\text{max}} = 200$ m; the choice of these parameters has been done in order to simulate a sectorized coverage of a large planar area, like a plaza or a park. It has to be underlined that differently from [28], we will consider a fixed number of antennas at the BS, in order to compare systems with the same complexity (and cost).
In order to better emphasize the possibility to discriminate different users according to their distance, we will employ “Normalization 1” from [20]. In this way, all of the columns of the channel matrix $H$ will have the same norm, thus removing the unbalance of channel attenuation between users due to their different relative distance from the BS. $M = 1000$ different random scenarios have been considered in the numerical simulations.

As a first test, in Figure 6, we show as a function of the inter-element distance $d$ and the number of users $K$ the average condition number of the channel matrix, defined as:

$$\rho_{dB} = 20 \times \log_{10} \left( \frac{\sigma_1}{\sigma_K} \right)$$

where $\sigma_1$ and $\sigma_K$ are the greatest and smallest singular values of the channel matrix. The choice of the condition number is due to the fact that it provides a direct indication of the orthogonality of the columns of the channel matrix, and it is related to the stability of its inversion [29], needed in many multi-user MIMO transmission schemes [30].

![Figure 6](image)

**Figure 6.** Mean condition number of the channel matrix as a function of the inter-element distance $d$ and the number of users $K$.

The main advantage in using the condition number is that the presented results are independent of the actual SNR at the receiver; it is indeed true that the condition number provides only a rough indication of the channel quality, since it gives only the spread of the singular values and not their actual distribution, but its value is strongly related with the performances of MIMO precoders and detectors [31–33].

We see that the average condition number is an increasing function of the number of users, but it is interesting to note that (besides some oscillations), it is also a decreasing function of the inter-element distance $d$ at the base station, confirming the advantages of a larger array at the BS foreseen in the previous paragraph.

A brief discussion of the oscillations is now needed. Taking as a reference the $K = 100$ curve of Figure 6, we can see that the condition number increases up to about $d = 0.7\lambda$, then it decreases up to $d = 1.1\lambda$, then it increase again up to $d = 1.3\lambda$, and so on. As we have seen in Figure 5, the presence of grating lobes implies that a number of angular regions of the scenario should be avoided for an effective communication. The number of grating lobes that affect the results is indeed an increasing discrete function of $d$, while the reduction of the beamwidth and the correlation among users sharing the same angle $\varphi$ with respect to the BS are instead a continuous decreasing function of $d$. These two effects together contribute to the aforementioned oscillating/decreasing behavior seen in Figure 6.
It is important to recall that a very low condition number is necessary to apply the Maximal Ratio Combining (MRC) algorithm at the BS, and a low condition number is also necessary to correctly calculate the matrix inversion needed to efficiently use Zero Forcing (ZF) at the BS [11,34].

To get better insight into this result, let us focus on the case of $K = 50$; in Figure 7, we show the distribution of the condition number as a function of the distance $d$ (each column of the matrix in the image map is a histogram of the condition number). The increase of $d$ from $\lambda/2$ to $2\lambda$ reduces the average value of the condition number of about 15 dB, and also, its spreading decreases.

![Figure 7. Distribution of the condition number as a function of the distance $d$ for $K = 50$. Each column of the matrix in the image map is a histogram of the condition number.](image)

With reference to the two extreme cases of $d = \lambda/2$ and $d = 2\lambda$, let us now analyze the distribution of the singular values for $K = 50$. In Figures 8 and 9, we have the image map of the distribution of the singular values, as well as the plot of their average values. The larger spacing improves in particular the lower singular values, leading to a much more stable inversion.

![Figure 8. Singular values analysis for $d = \lambda/2$ and $K = 50$. (Left) Image map of the distribution of each one of the 50 singular values; (Right) solid line, average singular values; dashed lines, average singular values ± the standard deviation of the distribution.](image)
It has to be underlined that the results achieved in this paragraph hold also when we do not consider the normalization. Since we would just see a slightly larger spreading of the singular values for all of the considered cases, we do not report these results because of the limited space of the paper.

Figure 9. Singular values analysis for $d = 2\lambda$ and $K = 50$. (Left) Image map of the distribution of each one of the 50 singular values. (Right) solid line, average singular values; dashed lines, average singular values ± the standard deviation of the distribution.

5. Exploiting Sparse Arrays

In the previous section, we have shown that increasing the size of the array is beneficial to the overall MU-MIMO channel matrix condition number: even if we have to deal with the effect of grating lobes, the possibility to discriminate sources that share a similar angular direction, as well as the reduced width of the main beam lead to a better conditioned matrix.

It is trivial to recognize that, if we could get rid of the grating lobes, we should expect a further improvement of the performances. To this aim, we would have two different possibilities: in the first case, we could employ a sub-array architecture [35], but we should also deal with the reduced scanning capability of our array (and hence, the dimension of the sector we could cover); the second possibility would be to employ a non-equispaced, sparse array.

The synthesis of sparse arrays is one of the most studied antenna topics in the last 50 years, and a very large number of methods and algorithms has been developed for linear and planar arrays [36–47]. Unfortunately, none of these algorithms can be directly applied to an MU-MIMO system: our aim is to obtain the antenna positions, within a given range, that allow the best performances of a multi-user scenario, and this problem cannot be directly translated into a classical antenna pattern synthesis problem.

To solve this issue, we propose a novel paradigm for antenna array synthesis, inspired by the results presented in the previous paragraph: we will be seeking for the antenna positions providing the best performances on a relatively large set of user terminal scenarios. We could, for example, optimize the antenna array to provide the lowest average condition number of the channel matrix, or we could look for the antenna configuration that guarantees the lowest 0.99-quantile of the condition number.

Once we have defined our optimization objective, we could use an evolutionary search method to achieve the sought antenna positions. Actually, the direct application of this approach could be very ineffective, since the number of unknowns we have to deal with is of the order of the number of antennas, and evolutionary algorithms are known to require a computational time that increases exponentially with the number of unknowns [48].
A much more convenient, yet sub-optimal, choice is to define a proper parametrization of the antenna positions, thus reducing the search space of the evolutionary algorithm to a small number of parameters and leading to a reasonable computational time.

A simple and effective parametrization of the antenna positions can be found using Tchebyshev polynomials. If we are looking for a symmetric array, the position of the \(n\)-th antenna \(x_{s,n}\) could be found has:

\[
x_{s,n} = L \left( \left(1 - \sum_{p=1}^{P} \alpha_p \right) u_n + \sum_{p=1}^{P} \alpha_p T_{2p+1}(u_n) \right)
\]

with:

\[
L = \frac{d_0}{2(N-1)}
\]

where \(T_p(\cdot)\) is the Tchebyshev polynomial of order \(p\), \([\alpha_1, \ldots, \alpha_P]\) is the set of \(P\) parameters defining the position of the antenna elements, \(d_0\) is the desired average inter-element distance, \(N\) is the overall number of antennas and \([u_1; \ldots; u_N]\) is an equispaced ordered sampling of the interval \([-1, 1]\). Not all of the combinations of \([\alpha_1; \ldots; \alpha_P]\) would lead to a monotonically-increasing vector of positions \(x_s\) in the range \([-L, L]\); for instance, it is easy to demonstrate that if \(P = 1\), any value of \(\alpha_1\) in the range:

\[
-\frac{1}{8} < \alpha_1 < \frac{1}{4}
\]

would lead to a set of positions in the range \([-L, L]\) satisfying the monotonicity constraint, but for higher values of \(P\), it would be non-trivial to achieve a formula like Equation (9) in closed form.

In the remaining part of the paper, we will focus on the relatively easy case of \(P = 1\); this choice is justified by the results of some numerical tests, which have shown only a marginal improvement when using \(P > 1\). In particular, values of \(\alpha_1 < 0\) would lead to antenna arrays with a higher density of elements at the extrema, while values of \(\alpha_1 > 0\) would lead to antenna arrays with a higher density of elements at the center.

Following the guidelines discussed before, we will consider now a parametric analysis of the performances, in terms of average condition number, on a set of 1000 configurations of \(K = 50\) user terminals, as a function of \(\alpha_1\). The result is depicted in Figure 10: apart from values very close to \(\alpha_1 = 0\), corresponding to the equispaced array, we achieve a significant advantage in the mean condition number for both positive and negative values of \(\alpha_1\) (with a slight advantage for the latter).

![Figure 10. Average condition number as a function of \(\alpha_1\) for a number of users \(K = 50\) and \(d_0 = 2\lambda\).](image)

To get better insight into this surprising result and to better understand the effect of the non-linear spacing on the array performances, we will consider the same analysis developed in the previous two paragraphs on a test array obtained with \(\alpha = -0.03\) with an average inter-element distance...
$d_0 = 2\lambda$. The choice of this particular value of $\alpha_1$ is driven by the desire of reducing the spreading of the inter-element distance, in particular in this case, we have a minimum inter-element distance (at the edges) of $1.53\lambda$ and a maximum inter-element distance (at the center) of $2.24\lambda$.

In Figure 11, we can see that the capability of the array to distinguish terminals sharing the same angular position with respect to the BS has been marginally improved with respect to the case of Figure 3. The difference with respect to the corresponding equispaced array is instead much clearer from the analysis of Figure 12: now, the effect of the grating lobes is replaced by some sectors of the plane that show a lower (but non-null) correlation coefficient.

**Figure 11.** Two terminal correlation analysis for the $2\lambda$ non-equispaced array with $\alpha_1 = -0.03$. (Left) Image map with the correlation level for variable $r_1$ and $r_2$; (Right) plot of the correlation coefficient for some fixed values of $r_2$.

In Figure 13, we have instead depicted the effect of the non-linear spacing for a variable number of the average inter-element distance $d$ and the number of users $K$: the oscillatory behavior of Figure 6 has now disappeared, and the condition number is now a monotonic function of the number of terminals and the average inter-element distance. The improvement with respect to the equispaced array is even more significant when the number of user terminals is higher. It is worth underlining that the use of a non-equispaced array is beneficial even when using an inter-element distance only slightly higher than half-wavelength, so to achieve a performance improvement, we are not required to employ large array sizes.
It is also interesting to see that the spreading of the condition number is reduced when using a non-equispaced array: the result in Figure 14, where the case with $K = 50$ is analyzed, shows a conditioning significantly better than the one presented in the equispaced case of Figure 7, for any average inter-element spacing. Finally, also the analysis of the distribution of the singular values for the $K = 50$ case confirms the advantages of the non-equispaced array (see Figure 15).

**Figure 13.** Mean condition number of the channel matrix as a function of the average inter-element distance $d$ and the number of users $K$ for a non-equispaced array with $\alpha_1 = -0.03$.

**Figure 14.** Distribution of the condition number as a function of the average distance $d$ for $K = 50$ and the sparse array with $\alpha_1 = -0.03$. Each column of the matrix in the image map is a histogram of the condition number.

**Figure 15.** Singular values analysis for $d_0 = 2\lambda$, $\alpha_1 = -0.03$ and $K = 50$. (Left) Image map of the distribution of each one of the 50 singular values; (Right) solid line, average singular values; dashed lines, average singular values ± the standard deviation of the distribution.
It is important to underline that, whatever the optimization approach used to define the position of the elements in the sparse array, those positions are fixed: their choice has to be done only once, when designing the array.

It is also worth underlining that in the simulations shown, no smart terminal selection techniques [18] have been employed. This means that we can achieve an even better conditioned channel matrix by the application of these approaches.

6. Circular Arrays

In the previous sections, we have considered linear BS arrays for a sectoral coverage; if the terminals are displaced in a circular area, it could be convenient to use a circular array. The increase of the antenna dimension, without changing the number of active elements, can be very beneficial also in this case.

A circular array does not show grating lobes, so it will not be necessary to consider non-equispaced positioning of the array elements on the circle, but the increase in size would allow a better discrimination of the users, because of the increased far field distance of the array.

To better compare the results of the present section to the results of the previous ones, we will always consider \( N = 200 \) radiating elements, displaced on a circle of radius \( R = Nd/(2\pi) \) where \( d \) is (the approximate) inter-element distance.

For the sake of compactness of the paper, we will skip the correlation analysis, and we will only focus on the condition number analysis of the MU-MIMO channel matrix. In particular, we will consider a set of 1000 different propagation scenarios, where a variable number \( K \) of randomly-positioned user terminals is displaced between a distance \( r_{min} = 5 \) m and \( r_{max} = 200 \) m from the center of the BS antenna.

In Figure 16, we can see the average condition number that we can obtain for a variable inter-element distance \( d \) and a variable number of users \( K \). This result confirms the importance of increasing the size of the antenna array as much as possible if we are interested in improving the conditioning of the channel matrix. It is also worth noting that this result is surprisingly very similar to the result obtained with the non-equispaced antenna array of Figure 13.

In Figure 17, we instead depict the distribution of the condition number for a variable antenna distance \( d \) for the specific case \( K = 50 \); even in this case, it is surprising to see the behavior of the condition number that is very similar to the result depicted in Figure 14.

Finally, in Figures 18 and 19, we depict the distribution of the singular values for the two specific cases of \( d = \lambda/2 \) and \( d = 2\lambda \), confirming the advantage of an increased antenna array dimension.

![Figure 16](image)

**Figure 16.** Mean condition number of the channel matrix as a function of the average inter-element distance \( d \) and the number of users \( K \) for a circular array.
Figure 17. Distribution of the condition number as a function of the average distance \( d \) for the circular array with \( K = 50 \). Each column of the matrix in the image map is a histogram of the condition number.

Figure 18. Singular values analysis for the circular array with \( d = \lambda / 2 \) and \( K = 50 \). (Left) Image map of the distribution of each one of the 50 singular values. (Right) solid line, average singular values; dashed lines, average singular values ± the standard deviation of the distribution.

Figure 19. Singular values analysis for the circular array with \( d = 2\lambda \) and \( K = 50 \). (Left) Image map of the distribution of each one of the 50 singular values; (Right) solid line, average singular values; dashed lines, average singular values ± the standard deviation of the distribution.
7. Evaluating the Spectral Efficiency

Up to this point, we have focused on the singular values of the channel matrix and its condition number. As stated before, this choice provides results independent of the SNR at the receiver.

A further figure of merit that is often used in MIMO system analysis is spectral efficiency. In this section, we show how the better conditioning of the channel matrix influences the spectral efficiency of massive MIMO systems. In particular, we will evaluate the average maximum achievable rate using a Zero Forcing (ZF) receiver [49], considering a set of 1000 different scenarios for the user terminals:

\[
C_{ZF} = \sum_{k=1}^{K} \log \left( 1 + \frac{\rho}{N(H^H H)^{-1}} \right)
\]  

where \(\rho\) is the average SNR at the receivers and \([A]_{ij}\) takes the \((i,j)\)-entry of the matrix \(A\).

In Figure 20, we compare the performances of the equispaced array, with inter-element distances \((\lambda/2, \lambda, 2\lambda)\), with the performances of the non-equispaced array, calculated with a \(\alpha_1 = -0.03\) and average inter-element distance of \((\lambda, 2\lambda)\); the SNR at the receiver is 5 dB. It is worth noting that the maximum spectral efficiency is increased from \(C = 146.1\) bit/s/Hz/cell for \(K = 45\) of the \(\lambda/2\) equispaced array to \(C = 162.6\) bit/s/Hz/cell for \(K = 55\) for the \(2\lambda\) non-equispaced array.

We can obtain an average spectral efficiency gain of about 11% just positioning the radiating element of the BS in an optimal fashion.

In Figure 21, we present the same results, but comparing only the \(\lambda/2\) equispaced array and the \(2\lambda\) non-equispaced array. In this plot, we also represent, by means of two colored areas, the spreading of the spectral efficiency: the areas represent a range of a standard deviation with respect to the mean. It is interesting to compare the “top” border of these two areas, which gives us an indication of the performances achievable by a smart user scheduling scheme: the advantage of the non-equispaced architecture is again clear.

As a final remark, in our numerical tests, we have also considered the Dirty Paper Coding (DPC) capacity [30], which is calculated supposing the use of the optimum receiver. In this case, the results are stable with respect to the inter-element distance and marginally depend on the use of non-equispaced architectures.

The reason for this fact is that only the greatest singular values of the channel matrix affect the DPC, and from the plots in Figures 8, 9 and 15, we can see that the distribution of the elements of the BS array influences mostly the distribution of the smallest singular values.

![Figure 20. Average maximum achievable Zero Forcing (ZF) rate as a function of the number of user terminals \(K\).](image-url)
Figure 21. Average maximum achievable ZF rate as a function of the number of user terminals $K$; the areas represent the range of the standard deviation with respect to the mean.

Actually, communication schemes that achieve the DPC capacity are very hard to implement in the massive MIMO framework, where linear processing (like ZF) is preferred for computing reasons, and for this reason, we decided to show only the ZF performances.

8. Some Considerations and Antenna Array Design Guidelines

In this section, we would like to sum up some design consideration that can be inferred by the shown results.

All of the simulations have been performed focusing on arrays with $N = 200$ radiating elements, but we have also performed other simulations, with a different number of radiators, confirming the advantages of sparse arrays for massive MIMO applications.

We have indeed chosen a very simple antenna model for the simulations (an array of isotropic elements without mutual coupling), but in the examples reported in the paper, the inter-element spacing is always larger than 0.5 wavelengths, and in some cases, it is much larger. For such inter-element distances, it is well known that mutual coupling usually plays a minor role. Anyway, we have performed some numerical tests including the mutual coupling (not reported here for lack of space), and we found that there was no significant modification of the distribution of the singular values. Similarly, the element pattern and the polarization will provide a different amplification of the signal received by the terminals, but the overall impact on the singular values distribution would be small. For these reasons, we preferred the use of the architecture of isotropic elements without mutual coupling, providing more easily repeatable results by interested readers.

We would also like to underline that the proposed increase in size of the array can have an effect on the overall cost of the antenna system, but this increment would not be significant when dealing with mm-wave frequencies. It is indeed true that the optimization of the BS antenna that we propose has to be realized only when setting up the system; no optimizations/antenna selections are required during operation.

On the contrary, the use of non-equispaced architectures, instead of equispaced ones, should not have, in general, a direct impact on the overall cost or complexity of the communication system. The only relevant effect that should be taken into account in an architecture trade-off is the difficulty of employing modular BS arrays (i.e., antenna arrays divided in equal modules of a fixed number of elements): in this case, it could be advantageous to design non-equispaced modules for the BS array and placing them in a non-regular fashion, but the discussion of this possibility goes beyond the aims of this paper.
A final consideration is now needed. In the numerical tests shown, we have considered the LoS component only; even if this is a reasonable assumption, we could argue if the shown results hold also when a non-LoS propagation component is present. Some preliminary simulations show that the advantage of using larger, non-equispaced arrays is still present, but smaller. Anyway, the analysis of this case deserves particular attention and will be the main topic of a forthcoming work.

Summing up, we would like to list some rules-of-thumb for designing massive MIMO arrays that work in LoS propagation.

1. The antenna array geometry needs to be matched to the expected user terminal displacement. For sectoral coverage, a linear array is preferable, while for circular coverage, a circular antenna works better, since a linear array is not capable of discriminating between two terminals in specular positions with respect to the array.
2. Given the number of radiating elements, and hence transceivers, that can be used in the MIMO system, the BS antenna array should be as large as possible.
3. Once the maximum dimension is used, in a linear array, the radiating elements should be possibly arranged in a non-equispaced fashion, by using for instance the positions provided by Equation (7).

9. Conclusions

In this paper, we have discussed the impact of the array on the performances of a massive MIMO system.

In particular, we have analyzed the LoS case, showing that increasing the size of the array can be very beneficial to the condition number of the MU-MIMO channel matrix: since the BS antenna is working in the near-field region of the array, a larger element distance allows one to exploit the spherical shape of the wavefronts.

We have also shown that using a non-equispaced array, we are able to further improve the resulting condition number, since by getting rid of the grating lobes, we are able to achieve a significant lowering of the average condition number also for small increases of the antenna array dimension. Such an improvement in the conditioning of the channel matrix results in an improvement in the spectral efficiency of the massive MIMO systems when using linear processing of the signals.

We have also analyzed the results achievable by means of circular arrays and a full circle coverage, finding results perfectly aligned with the ones of the non-equispaced linear array.

It is worth underlining that all of the performed analyses have been done considering a fixed BS complexity. It is trivial to understand that with a proper sparse array design, we could reduce the number of antennas at the BS, achieving the same average conditioning of the channel matrix for a desired number of user terminals.

It is fundamental to underline that the improvement that can be achieved by optimizing the antenna array geometry has a minimum impact on the overall system cost and does not increase the computational effort of the communication schemes in any way.

As a development of the present work, we are working on the design of more complex planar and conformal antenna array geometries; we are also working towards the use of a ray-tracing simulator, in order to check the achieved results when the line of sight is the dominant, but not the only, propagation term present. Finally, we will investigate the effect of a joint optimization of the antenna array when using a smart user scheduling approach.
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