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Abstract: Power consumption is the major constraint for modern microprocessor designs. 

In particular, static power consumption becomes a serious problem as the transistor size 

shrinks via semiconductor technology improvement. This paper proposes a technique that 

reduces the static power consumed by functional units. It exploits the activity rate of 

functional units and utilizes the power heterogeneous functional units. From detailed 

simulations, we investigate the conditions in which the proposed technique works 

effectively for simultaneous dynamic and static power reduction and find that we can 

reduce the total power by 11.2% if two out of four leaky functional units are replaced by 

leakless ones in the situation where the static power occupies half of the total power. 
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1. Introduction 

As semiconductor technologies have improved aggressively, power consumption due to leakage 

current has become one of the serious problems in microprocessor designs [1,2] and will continue to be 

so [3]. The static power is always consumed regardless of the circuit activity, and thus it tremendously 
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increases as the number of transistors on a single chip increases. Several techniques are proposed  

to eliminate or reduce the static power consumption [4], such as power gating [4,5], MRAM-based 

logic [6], and leakage current control techniques [4], which utilize multiple threshold voltages and 

adaptive body bias. 

Power gating [4,5] is a virtual power switch inserted into the target circuit in series. When the sleep 

transistor is off, the power supply is virtually cut off, thus static power is almost eliminated. The issue 

to be considered in the adoption of a sleep transistor is break-even time (BET) [5]. This is because the 

power switch consumes dynamic power to discharge and charge the capacitance of the target circuit.  

It also requires the additional circuit that controls the power switch, which also consumes additional 

power. BET is a time period in which the power saved by cutting the power supply is equal to the total 

overhead mentioned above. The period when the power supply is cut off should be longer than BET to 

reduce power and it could be considerably long. Ikebuchi et al. [5] proposed to predict the time when 

the functional units in an in-order processor are inactive and turn off the power supply only when  

the period is predicted to be longer than BET. 

While it is easy for in-order processors to predict which functional unit will be active, it is almost 

impossible for out-of-order processors. This is because the functional unit is selected just before the 

instruction is ready for execution, therefore there is not sufficient time to make a prediction. Recently, 

even embedded processors have adopted out-of-order execution. For example, Apple’s A7 [7]  

and ARM’s Cortex-A15 [8], which are integrated in iPhone 5S and in NVIDIA’s Tegra-K1 [9], 

respectively, are out-of-order processors. These systems on a chip (SoCs) are widely used in  

smartphones and tablet PCs, which require high performance and low power consumption. 

Furthermore, the high-performance computing (HPC) market also expects high performance and  

low-power processors. For example, ARM Cortex-A57 [10], which is the latest out-of-order embedded 

processor, is scheduled to be used in HPC and mobile computing. Hence, a new technique to reduce 

static power consumed by out-of-order processors is strongly desired. 

This paper is organized as follows. The next section explains how CMOS circuits consume power. 

Section 3 proposes to utilize power heterogeneous functional units to simultaneously reduce dynamic 

and static power consumptions. Section 4 introduces our evaluation environment, and Section 5 

presents the simulation results. Section 6 surveys previous studies, and Section 7 concludes this paper. 

2. CMOS Power Consumption 

CMOS power consumption is controlled by the equation: = +  (1)

where Pdynamic is the dynamic power and Pstatic is the static power. Pdynamic and gate delay tpd are  

given by: ∝ ∙ ∙  (2)

∝ ( − )  (3)
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where f is the clock frequency, Cload is the load capacitance, Vdd is the supply voltage, and Vt is  

the threshold voltage of the device. α is a factor dependent on the carrier velocity saturation and is  

~1.3–1.5. It is clear that a power supply reduction is the most effective way to lower the power 

consumption. However, reduction in the supply voltage increases gate delay, resulting in lower 

performance in the microprocessor. To maintain high transistor switching speeds, the threshold voltage 

needs to be proportionally scaled down with the supply voltage. 

On the other hand, the static power can be given by: = ∙  (4)

where Istatic is the leakage current. The major part of the leakage current is the subthreshold leakage 

current and is dominated by threshold voltage Vt in the following equation: ∝ 10  (5)

where S is the subthreshold swing parameter. 

Therefore, lower threshold voltage leads to increased subthreshold leakage current and thus  

an increase in the static power. Maintaining high transistor switching speed via low threshold voltage 

gives rise to a significant amount of static power consumption. In other words, it is very difficult to 

reduce both dynamic and static power while maintaining high performance. 

3. Power Heterogeneous Functional Units 

In this section, we propose a technique that simultaneously reduces dynamic and static power 

consumption by optimizing the utilization of functional units. 

Figure 1 shows a superscalar processor core. Every instruction is fetched from the instruction cache 

(I$ in the figure) and is decoded in the decoder (Decoder in the figure) and then dispatched into  

the instruction window (Instruction Window in the figure), where the instruction waits until its 

operands are ready. When the instruction is ready to execute, it is issued into one of the arithmetic and 

logical units (SDUs in the figure) or into the load store unit (LSU in the figure) in an out-of-order 

fashion. In this paper, we use the term functional unit to refer to the arithmetic and logical unit and we 

call the functional unit made of leaky transistors the static power dominated unit (SDU). SDU works for 

arithmetic and logical operations, while LSU works for load and store operations, which refer to the data 

cache (D$ in the figure). From the discussions in Section 2, we already know that high-performance 

processor cores should use low threshold voltage transistors to obtain high performance, though these 

transistors have higher leakage current. Even when the instruction finishes, it stays in the Instruction 

Window until it moves into the head of the window. Finally, its execution result is written back into 

the register file (Register File in the figure) in an in-order fashion. 

Modern superscalar processor cores have multiple SDUs and each SDU consumes a considerable 

amount of static power regardless of its activity. A naïve technique to reduce the static power is to 

replace the leaky transistors by leakless ones, which have a high threshold voltage. Unfortunately, this 

increases the dynamic power consumed by the functional units if we expect the performance to be 

maintained, as explained in Section 2. A technique that considers the trade-off between dynamic and 

static power consumptions is required. Here, we can exploit the activity rate of SDUs. It is widely 

known that instruction-level parallelism is limited, thus every SDU is not always active. In most 
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periods of program execution, the instruction-level parallelism is around two even when there are 

sufficient functional units. This means that about half of the SDUs are inactive if the processor core 

has four SDUs, as shown in Figure 1. When the number of instructions to be executed in parallel is less 

than that of the SDUs implemented in the core, the selection logic in the instruction window determines 

that into which SDU one of the instructions is issued. Since this selection happens in a static priority 

order [11], the highest-priority SDU will always be active. On the other hand, the lowest-priority SDU 

will be active only in the rare case in which the full issue width is used. This policy results in  

the highest-priority SDU being accessed frequently and the lowest-priority ALU being rarely accessed. 

Hence, we classify SDUs into two classes: SDUs with high activity rate and those with low activity rate. 

Power consumed by the former class is dominated by dynamic power, and that consumed by the latter 

ones is overwhelmingly the static power. 

Figure 1. Superscalar processor core. 

 

Considering the above observations, we propose to replace only the SDUs with low activity rate 

with functional units made of leakless transistors. This reduces the static power consumed by the  

less-active functional units. Unfortunately, the threshold voltage of the leakless transistor is high, thus 

the functional unit becomes slow. This affects the dynamic sequence of the instructions and might 

degrade the processor performance. To compensate for this effect on the speed, we follow [12] and 

increase the power supply voltage delivered to the slow functional units. In other words, we combine 

the multiple threshold voltage technique with the multiple supply voltage technique [13] so that  

the critical path delay does not increase. Though this increases the dynamic power consumed by the 

units, it might not increase power consumption seriously because their activity rates are low. Here, we 

call the functional unit that is leakless transistors and that works at high supply voltage dynamic power 

dominated units (DDU). Note that the supply voltage for SDU does not change. Figure 2 shows  

an example of the superscalar processor core, two of whose SDUs are replaced by DDUs.  

Its instruction scheduler uses SDUs whenever available. We can see heterogeneity in power among  

the functional units. This technique simultaneously optimizes the dynamic and static power 

consumption, thus reducing the total power consumption. It reduces the dynamic power of  

the processor core, all of whose functional units are DDU, and the static power of the processor core, 
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all of whose functional units are SDUs. In addition, there is no negative impact on performance. One 

of the possible drawbacks of this heterogeneous design is that the specific SDU might wear out faster 

than the other units because it works more frequently than the others, which reduces the lifetime of  

the processor. However, this static selection policy of functional units is commonly used in 

conventional processors [11], thus we believe that lifetime reduction will not occur in our 

heterogeneous design. 

Figure 2. Processor core with power heterogeneous functional units. 

 

The goal of this study is not to propose the solution to power problems but to propose a choice to 

relieve the problem, which can be combined with other techniques. 

4. Evaluation Methodology 

We used the SimpleScalar tool set [14] for cycle-by-cycle simulation. We selected six benchmark 

programs from the SPEC2000 suite: 164.gzip, 175.vpr, 176.gcc, 197.parser, 255.vortex, and 256.bzip2. 

For each program, 100M instructions were executed in detail. Table 1 summarizes the processor  

core configuration. 

The configurations of the heterogeneous functional units are as follows. Assumption 1:  

the processor has four functional units, i.e. the sum of the numbers of SDUs and DDUs is four; 

Assumption 2: the static power consumed by each DDU is negligible because dynamic power is 

dominant; Assumption 3: in three scenarios for SDUs, the ratio of the static power over the total  

power is 30%, 40%, and 50%, respectively, when all functional units are SDU, which means that it is  

a high-performance processor core. 

We do not use any simulators such as Wattch [15] and McPAT [16] for power analysis because of 

the following. We are not interested in the power optimization of a specific process technology, which 

is the goal of the simulators. Instead, we would like to determine how to arrange future process 

technology in order to make the proposed technique work best. In other words, we have to find power 

parameters for both dynamic and static power consumption by evaluations. 
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Considering the above three assumptions, energy consumption is calculated as follows. First, from 

the cycle-by-cycle simulation results, average dynamic power through all benchmark programs is 

obtained by counting the performed activities. Second, according to the above assumption 3,  

static power is determined. Therefore, for example, static energy is the same among the programs if 

their execution clock cycles are the same. In contrast, even if their execution cycles are the same, 

dynamic energy among the programs differs, because the activity rates are different among the programs. 

Table 1. Processor core configuration. 

Fetch width 8 instructions 
L1 instruction cache 16 KB, 2-way, 1-cycle latency 
Branch predictor Gshare + bimodal 
Gshare predictor 4 K entries, 12 histories 
Bimodal predictor 4 K entries 
Branch target buffer 1 K set, 4-way 
Dispatch width 4 instructions 
Instruction queue size 32 instructions 
Issue width 4 instructions 
Integer ALU’s (SDU/DDU) 4 units 
Integer multipliers 2 units 
Floating-point ALU 1 unit 
Floating-point multiplier 1 unit 
Load and store queue 16 entries 
L1 data cache 16 KB, 4-way, 2-cycle latency 
Unified L2 cache 8 MB, 8-way, 10-cycle latency 
Memory Infinite, 100-cycle latency 
Commit width 4 instructions 

To calibrate the ratio of static power to the total power according to the assumption, the ratio 

between the dynamic and static power of an SDU should be determined. Based on the cycle-by-cycle 

simulation results through all programs, the dynamic power of SDU is calculated as seven, 4.5, and 

three times more than the static power of SDU, respectively. 

Here, we would like to mention how realistic the above assumption 3 is. While process engineers 

have tried to reduce the static power for nearly a decade after the static power problem became famous, 

it is still serious, and a ratio of 50% is a possible scenario [17]. 

Under these assumptions, we investigate how the dynamic power of DDU can be predicted. We use 

an arbitrary unit for measuring power consumption. 

5. Experimental Results 

First, we show the baseline performance. Figure 3 shows the instructions per cycle (IPC).  

The horizontal axis indicates the benchmark programs, and the vertical axis indicates the numbers of 

IPC. They vary between 0.79 and 2.50, and the average is 1.40. This variation is translated into  

the utilization of the functional units. Table 2 summarizes how the four functional units are utilized, 

and clearly, the utilization is very low. Only 15% of the total execution cycles utilize all four 
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functional units on an average. This result is encouraging for our proposed technique, which reduces 

the static power consumed by idle units. 

Figure 3. Baseline performance in IPC. 

 

Table 2. Functional units utilization. 

Program Name Average Utilization of Functional Units 

164.gzip 0.85 
175.vpr 2.52 
176.gcc 1.12 

197.parser 2.03 
255.vortex 1.29 
256.bzip2 0.89 

Next, we present the break-even point of the proposed technique in Figure 4. The horizontal axis 

indicates the configurations of the heterogeneous functional units. For example, “DDU:1 SDU:3” 

means that the processor core has one DDU and three SDUs. The vertical axis indicates the active 

power of DDU. Each of the three lines corresponds to one of the three scenarios and presents  

the border where the total power consumption is reduced. If the active power of DDU is under the line, 

the total power has been reduced successfully. Therefore, the lines indicate the break-even power 

(BEP) of DDU. For example, in the 50% scenario, the dynamic power of DDU should be less than 11.15, 

which is 3.72 times larger than that of SDU. 

Figure 4. Break-even point for DDU dynamic power. 
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Figure 5 presents the power consumption in the case where the ratio of the static power over  

the total power is 50% and the dynamic power of DDU is twice as large as that of SDU. The horizontal 

axis indicates the benchmark programs and the vertical axis indicates relative power compared with 

the baseline power consumption. Hence, if the bar is lower than 100%, the power consumption is 

reduced. For each group, four bars from the left to right indicate the result when four, three, two and 

one SDU(s), respectively, are replaced by DDUs. We can see that the bathtub curve and benchmark 

programs are categorized into three types. In the first type, which consists of bzip2 and gzip, power 

consumption monotonously increases as the number of SDUs increases. This means that the static 

power dominates. The second type consists of parser and vpr. In this type, in contrast, power consumption 

decreases as the number of SDUs increases. This means that the dynamic power is dominant. 

Figure 5. Relative power consumption (50%-scenario, x2.0). 

 

Figure 6 presents the breakdown of the baseline power consumption. The left part indicates  

the dynamic power and the right one indicates the static power. The results confirm the above 

discussions. Static power dominates in the first type and dynamic power dominates in the second type. 

The third type, which consists of gcc and vortex, is located between the two types. Unfortunately,  

in the cases of parser and vpr, the proposed technique does not achieve power reduction. However,  

on average, the total power consumption is reduced by 3.76%, 9.13%, 11.2%, and 8.20%, respectively, 

for the cases where four, three, two and one SDU(s) are replaced by DDUs. 

Figure 6. Breakdown of power consumption. 
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Results shown in Figures 7 and 8 assume the same scenario used in Figure 5, except that the ratios 

of the dynamic power of DDU over SDU are 1.5 and 3.0, respectively. As we have already seen in 

Figure 4, a smaller ratio of dynamic power is preferable. When the dynamic power of DDU is 1.5 times 

larger than that of SDU, the total power consumption is always reduced, regardless of the configuration 

of the functional units. On the contrary, when the dynamic power of DDU is three times larger than 

that of SDU, the total power consumption is reduced only in the case of DDU:1 SDU:3. 

Figure 7. Relative power consumption (50%-scenario, ×1.5). 

 

Figure 8. Relative power consumption (50%-scenario, ×3.0). 

 

Figure 9 presents the relative power consumption when we vary the ratio of the dynamic power of 

DDU over that of the SDU between one and two in the case of the 50% scenario. The horizontal axis 

indicates the ratio, and the vertical axis indicates the relative power consumption. The four lines from 

top to bottom (see the leftmost) present the cases where one, two, three and four SDU(s) are replaced 

by DDUs, as shown in the figure legend. As expected, the smaller the ratio, the larger is the  

power reduction. 
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Figure 9. Sensitivity to dynamic power of DDU (50%-scenario). 

 

Figures 10 and 11 present the relative power consumption in the case where the dynamic power  

of DDU is twice as large as that of SDU and the ratio of the static power over the total power is 40% 

and 30%, respectively. As the ratio of the static power over the total power of the baseline becomes 

smaller, almost all benchmarks are categorized in the second type and the benefit from the proposed 

technique is reduced. This is as expected because the dynamic power dominates in these cases.  

To accommodate such cases, we propose the use of heterogeneous functional units in order to reduce 

the static power consumption. 

Figure 10. Relative power consumption (40%-scenario, ×2.0). 

 

Figure 11. Relative power consumption (30%-scenario, ×2.0). 
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Figures 12 and 13 present the relative power consumption when the ratio of the dynamic power of 

DDU is varied over that of the SDU between one and two in the cases of 40% and 30% scenarios, 

respectively. The layouts of these figures are the same as that of Figure 9. Even the trends are almost 

the same as that shown in Figure 9. As expected, the smaller the ratio, the larger is the power 

reduction. The difference is that the effectiveness is diminished as the contribution of static power to 

total power is reduced. Because it is predicted that the static contribution will become larger for 

upcoming processors, our proposal will become more effective in the near future. 

Figure 12. Sensitivity to dynamic power of DDU (40%-scenario). 

 

Figure 13. Sensitivity to dynamic power of DDU (30%-scenario). 

 

6. Related Works 

Dropsho et al. [18] claimed that the static power consumption in functional units will become 

serious in the near future. Following the study, we are studying how to reduce static power 

consumption in functional units. 

Optimizing the threshold voltage is a popular technique to reduce static power consumption [4]. 

Utilizing two kinds of threshold voltage is typical in this technique. The cost incurred by the 

conventional technique is in performance degradation, because gate delay is increased as the threshold 

voltage is increased for static power reduction. In contrast, our proposal maintains performance.  
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This can be possible at the cost of an increase in dynamic power consumption. However, the total 

power consumption can be reduced by utilizing power heterogeneous functional units. 

Ikebuchi et al. [5] investigated the power gating technique to reduce static power. When we adopt 

this technique, we had to consider BET, which is a time period in which the power saving by cutting 

the power supply is equal to the total overhead. The period of power gating should be longer than 

BET, which is considerably long. They propose to predict when the functional units are inactive and 

turn off the power supply only when the period is predicted to be longer than BET. Our proposal can 

collaborate with the technique because these two techniques exploit completely different mechanisms. 

Big.LITTLE [8,10] and 4-plus-1 [9] exploit the heterogeneity among the processor cores for power 

reduction. In contrast, our proposal exploits the heterogeneity among the functional units within  

a single core. Hence, these two power reduction techniques can likewise orchestrate with each other. 

Table 3 summarizes the merits and demerits of the above techniques. We do not intend to claim that 

our proposed design method is superior to the others; instead we propose to combine them to 

compensate for the shortcomings of each technique. 

Table 3. Comparison of low-power techniques. 

Techniques Merit Demerit 

Higher Vth [4] No additional circuit Performance loss, No adaptability 
Power gating [5] Adaptability, Fine grain Additional circuit for prediction 

Heterogeneous core [8–10] Adaptability Coarse grain, Large chip area 
Proposed Power Heterogeneous 

Functional Units 
No performance loss,  

Fine grain 
Limited adaptability,  
Dual power networks 

7. Conclusions 

As semiconductor technologies have improved, good techniques to reduce the leakage power 

consumption of functional units are strongly required. This paper proposed to utilize the power 

heterogeneous functional units in order to reduce the total power consumption of microprocessor 

cores. The proposal exploits two kinds of functional units: one is made of leaky transistors and the 

other is made of leakless transistors. While the latter consumes a significant amount of dynamic power, 

we can reduce the total power consumption by optimizing the heterogeneous functional units. From  

the detailed simulations, a power reduction of 11.2% is achieved if two out of four leaky functional 

units are replaced by leakless ones in the situation in which the static power occupies half the  

total power. 
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