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Abstract: Recognizing and categorizing items in weather-adverse environments poses significant
challenges for autonomous vehicles. To improve the robustness of object-detection systems, this
paper introduces an innovative approach for detecting objects at different levels by leveraging
sensors and deep learning-based solutions within a traffic circle. The suggested approach improves
the effectiveness of single-stage object detectors, aiming to advance the performance in perceiving
autonomous racing environments and minimizing instances of false detection and low recognition
rates. The improved framework is based on the one-stage object-detection model, incorporating
multiple lightweight backbones. Additionally, attention mechanisms are integrated to refine the
object-detection process further. Our proposed model demonstrates superior performance compared
to the state-of-the-art method on the DAWN dataset, achieving a mean average precision (mAP) of
99.1%, surpassing the previous result of 84.7%.

Keywords: object detection; adverse weather; self-driving cars; YOLOv5; neural network architecture;
single shot detection

1. Introduction

Recently, the utilization of sensory data from connected vehicles to capture contex-
tual information has been advanced through the long short-term memory (LSTM)-based
auto-encoder network [1,2]. As sensors play a crucial role in detecting and interpreting
environmental data in robots and self-driving vehicles, a multi-sensory and multilevel
enhanced convolutional network structure model is presented in the work of [3]. The en-
hancement strategy involves refining the network architecture to optimize feature fusion
for drone object-detection algorithms, as detailed in [4]. Furthermore, the ML-YOLOv5 [5]
is introduced for insulator defect detection. This approach is built upon the you only look
once (YOLO), specifically version 5, network architecture. As illustrated in Figure 1, this
paper introduces a novel framework for multi-sensory object detection in road scenes. We
improve upon the single-stage detector, YOLO. YOLO, an anchor-less architecture, has
achieved a breakthrough in object detection by treating the problem as a simple regression
task. Utilizing a one-stage detector in a weather-adverse dataset proves advantageous for
addressing object model challenges in terms of speed, network comprehension of general-
ized object representation, and a faster approach. In summary, our primary contributions
can be outlined as follows:
• Propose a one-stage object-detection module, YOLOv5, incorporating multiple lightweight

backbones such as ShuffleNetV2 [6], GhostNet, VoVNet [7], and computer vision atten-
tion mechanisms, including squeeze-and-excitation (SE) block [8], convolution block
attention module (CBAM) block [9], or efficient channel attention (ECA) block [10] to
advance the performance in detecting objects in challenged settings.

• Integrate transformer prediction heads (TPH) into YOLOv5 to enhance object localiza-
tion, particularly for adverse scenes.
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• Simplify the framework with the Pruning method, quantization, and distillation
specifically tailored for addressing adverse weather-related issues to reduce the com-
putational cost and size of the model.

• Augment YOLOv5 with CBAM to improve the network’s capacity to recognize regions
of interest in photos with broad region coverage. For enhanced classification of object
categories, a self-trained classifier is employed. Our proposed framework achieves
a remarkable 99.7% average precision (AP), surpassing the baseline method of [11]
by 5%.

Figure 1. The sensor configuration for collecting A2*D and 3D vehicle platform data on the
A*STAR autonomous driving vehicle includes a spinning Velodyne LiDAR and two color PointGrey
Chameleon3 cameras positioned on either side of the LiDAR.

Consequently, the suggested framework appears as a promising solution for enhancing
a wide range of vision-based applications, even in adverse weather conditions. It is worth
noting that its potential spans diverse domains such as UAV-based object detection [12,13],
pedestrian safety alert systems [14,15], and intelligent transportation systems reliant on
vehicle-to-infrastructure (V2I) communication [16]. Our approach is capable of overcoming
the challenges posed by adverse weather, thereby introducing enhanced performance and
reliability across these critical applications.

2. Related Work

This paper commences by reviewing and discussing conventional object-detection
algorithms documented in the literature. Subsequently, it delves into a discourse on object-
detection algorithms specifically tailored for scenarios characterized by poor visibility.
Finally, the timeline of the presented state-of-the-art solutions in this study for object
detection are provided in Figure 2.

2.1. Traditional Object-Detection Algorithms

Object detection typically employs two methods: one-stage and two-stage detection
methods. In the single-stage approach, the technique directly predicts bounding boxes
and the probability of classes for the targets. On the other hand, the two-stage approach
involves the algorithm initially generating a set of region proposals and subsequently
classifying those proposals as either objects or backgrounds.

The two-stage detection model, often referred to as the multiple-stage detection model,
is one of the most studied aspects in the field of object detection. Notably, fast region-based
convolutional neural network (Fast R-CNN) and Mask-R-CNN belong to the widely used
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family of two-stage object detectors within the R-CNN architecture. Despite the R-CNN
series generally yielding good results in object-detection accuracy, the two-stage detec-
tor presents challenges such as prolonged training times, increased inference durations,
and higher computational costs.

2014 2024
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YOLO
(Redmon et al.2016)

YOLO9000
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(Liu et al.,2016)

(Liu et al.,2017)
Pruning Network

FPN
(Lin et al.,2017)
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(Dai et al.,2017)

ShuffleNetV2
(Ma et al.,2018)

YOLOv3
(Redmon and Farhadi,
2018)

GLADNet
(Wang et al.2018)
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(Lee et al.,2019)
VoVNet

(Hu et al.,2019)
Squeeze-and-Excitation (SE)
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(Li* et al.,2021)
Quantization: MQBench
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ML-YOLOv5
(Wang et al.,2024)

Faster R-CNN-tiny
(Chen et al.,2024)

Figure 2. Brief history of presented algorithms with the timeline ([3–10,17–38]).

Single-stage object-detection methods such as YOLO, single-shot multiBox detector
(SSD) [17], EfficientDet [18], and RetinaNet [19] typically employ a single fully CNN
(FCNN) to simultaneously detect objects’ classes and spatial locations without intermediate
steps. This stands in contrast to two-stage object-detection methods like Fast R-CNN.

Among various single-stage object-detection methods, YOLOv5 [39] has garnered
significant interest since its introduction in 2016. The fundamental concept of YOLO is to
partition an input image into a matrix of individual cells and predict bounding boxes and
class probabilities for each cell. YOLOv1 [20] featured a simple structure with two fully
interconnected layers at the back and twenty-four convolutional layers for delivering prob-
abilities and coordinates. Since its inception, YOLO has undergone several improvements
and iterations. In 2017, YOLOv2 [21] was introduced with performance enhancements
achieved through multi-scale training, anchor boxes, batch normalization, Darknet-19 archi-
tecture, and a modified loss function. Subsequently, Redmon et al. introduced YOLOv3 [22],
which incorporated a feature pyramid network, convolutional layers with anchor boxes,
spatial pyramid pooling (SPP) block [23], Darknet-53 architecture, and an improved loss
function. In contrast to previous versions, YOLOv4 was introduced by different authors,
A. Bochkovskiy et al. [24], enhancing YOLO’s performance through the utilization of
CSPDarknet53 architecture, Bag-of-Freebies, Bag-of-Specials, Mish activation function [25],
and weighted-residual-connections [40].
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2.2. Object-Detection Algorithms in Low Visibility

Employing consistent enhancement techniques and fine-tuning enhancement func-
tions proves advantageous for scene recognition in limited visibility conditions. Image
enhancement techniques fall into two categories: those reliant on pixel manipulation and
those leveraging features. These techniques often involve the transformation of images
using CNNs. However, applying uniform enhancement techniques across an entire image
may not consistently yield optimal results, given the non-uniformity of luminance present
in a scene. Scenarios with multiple light sources may necessitate adjusting enhancement
functions to achieve effective feature retrieval, adding complexity to the process. Current
research efforts addressing this challenge include GLADNet [26], a low-light enhancement
network incorporating global awareness. Additionally, ref. [27] introduces Gaussian pro-
cesses regression (GPR) to create a distribution of localized feature-enhancement functions,
with CNNs providing support for the process.

In contrast, object detectors based on deep learning exhibit remarkable effectiveness
in tasks related to object detection, even under challenging low-light conditions. Recent
research endeavors aimed at addressing this issue include RetinaNet [19], a deep learning
model specifically crafted for object identification problems. RetinaNet utilizes a fea-
ture pyramid network (FPN) [28] to extract features from images across various scales.
Distinguished by its innovative focal loss function, RetinaNet effectively tackles the class
imbalance challenge inherent in object detection. This model demonstrates notable accuracy
in object-detection tasks, even in low-light conditions.

Additionally, designed explicitly for object recognition, the SSD presented in [17] is
a deep neural network introduced by Liu et al. This model predicts rectangular region
annotations and class probabilities of objects in an image using a single neural network. SSD
strategically employs multi-scale feature extraction to identify objects across diverse scales and
sizes. Moreover, the application of pruning and quantization techniques can prove beneficial
in optimizing object-detection performance, particularly in adverse weather conditions.

3. Methodology
3.1. Overview of Proposed One-Stage Approach

This paper aims to enhance the one-stage detection methodology of YOLOv5 by
modifying the structure of the models across all scales. This section presents all the work
related to pruning and quantification in YOLOv5, accompanied by the results obtained
from various perspectives.

In the initial training session, YOLOv5 was selected as the baseline model due to
its advantages in terms of speed, real-time performance, and the efficiency of its single
forward pass methodology.

In YOLOv5, the image is partitioned into a grid, and the grid cell containing a specific
object is identified. This designated grid cell is responsible for detecting that particular
object, involving the prediction of bounding boxes based on the confidence scores of each
grid cell. Additionally, the model predicts the probability of conditional classes. Refer to
Figure 3 for an illustration of the steps involved in how YOLOv5 operates.

In implementing baseline models, we have opted not to apply data augmentation
techniques during the data preparation stage. This decision is made to avoid introducing
biases from the existing dataset into the augmented dataset. Various data augmentation op-
erations can alter the data distribution throughout the training process. Despite numerous
positive improvements attributed to data augmentation, it is not guaranteed to necessarily
enhance generalization errors [41]. Especially, research in [42] suggests that training with
augmented data may yield only a modest improvement in robust error while potentially
resulting in a significant increase in standard error.

As depicted in Figure 4, the workflow of the proposed methodology is presented to
facilitate a clear understanding of the content discussed from Sections 3.4–3.7. A detailed
view of the structural framework of the proposed one-stage detection module is provided
in Figure 5. Our investigation encompasses an in-depth examination of the fundamental
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structure, incorporating discussions on heads, necks, and backbones. Various approaches
are explored for model integration, aiming to enhance performance through the utilization
of state-of-the-art detectors.

Figure 3. The procedure outlines the workflow of YOLOv5. Each image is segmented into uniformly
sized boxes, and bounding boxes are drawn. The width of each line within the box corresponds to
the confidence ratings.

Camera
images input

Backbone Network
(EfficientLite, 

GhostNet,
Mobilenetv3)

Training
Dataset 

Validation
Dataset

Dense Prediction: 
TPH, transformer
encoder, CBAM

applied

Testing
Dataset

Backbones

Neck

Head

Slimmed enhanced models
Fine-tuning,
Pruning and

Network Slimming

Predicted classification;
 Predicted labels

Training Objective
achieved

Yes

False Positive
Detection

Bounding Boxes
and  Predicted labels

Classify regions

Feature
Extraction stage

Rich Semantic
Extraction methods

Figure 4. Workflow in the proposed one-stage detection model framework.
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Figure 5. Structural framework of the proposed one-stage detection module. The framework
introduces several novel features: (1) the removal of the CBAM module at positions 14 and 19 in
Figure 6; (2) a reduction in the number of channels associated with the P2 head in the original
YOLOv5, from 256 to 128; (3) the addition of an SPP layer between the backbone and the neck; (4) the
execution of output after the CBAM module; (5) the retention of only the backbone and the last layer
of the output TransBlock; and (6) the adoption of BiFPN as the neck. These alterations are aimed at
achieving a lighter implementation, effectively reducing the parameters of the convolutional layer.

3.2. Component of the Enhanced Model

This work introduces several enhancements to the YOLOv5 structures aimed at
strengthening the model’s perceptual abilities and improving detection accuracy in practical
scenarios. The characteristics detailing all the elements utilized in the implementation of the
proposed model are presented in Table 1. This includes the Backbone Network, Detection
Head, Training data, Preprocessing, Loss Function, technical specifications, implementation
details, and other relevant characteristics of the model. Firstly, advanced prediction heads
are explored under the original YOLOv5 to identify objects at various scales. The Trans-
former prediction head [43] is integrated to replace the original prediction heads, leveraging
the self-attention mechanism’s predictive capacity [44]. Additionally, the CBAM [9] is in-
corporated to detect focus regions within cluttered environments. Figure 6 illustrates how
the new framework integrates a TPH [28] into the CBAM [9]. The term “four heads for
predictions” refers to the small, medium, and large heads.
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Figure 6. The architecture of the improved YOLOv5 is showcased with blue highlights indicating the
integrated blocks.

Table 1. Characteristics of the method.

Model Architecture YOLOv5 (You Only Look Once)

Backbone Network The feature extraction network used as the backbone of the object-detection model, like GhostNet,
EfficientNet, MobileNet, etc.

Detection Head
Detection layer 1: 80 × 80 × 256 for detect small size object.
Detection layer 2: 40 × 40 × 512 for detect medium size object.
Detection layer 3: 20 × 20 × 512 for detect large size object.

Training Data The DAWN dataset.

Preprocessing The novel methodology that addresses these issues without altering the original images such as
resizing, normalization, data augmentation, etc.

Loss Function The function used to measure the difference between predicted and ground truth bounding boxes and
class probabilities during training, like Binary Cross-Entropy with Logits Loss, Focal Loss function.

Optimization Algorithm The algorithm used to optimize the model’s parameters during training, such as stochastic gradient
descent (SGD), Adam, RMSProp, etc.

Hyper-parameters Tunable parameters that control the learning process, learning rate is default as 0.01, batch size is 2,
number of epochs is 450/500, etc.

Evaluation Metrics Metrics used to evaluate the performance of the model, such as mean Average Precision (mAP),
Intersection over Union (IoU), precision, recall, etc.

Inference Method We implemented multi-batch inference which optimizes deep learning models and accelerates infer-
ence in NVIDIA hardware and examines the difference in speed using the proposed model.

For analytical purposes, we establish the mathematical representation of the flow
chart and model structure of YOLOv5. By denoting the input photos as x, we define fi as
Focus(x). The output from the backbone, comprising four features, is expressed as

fi = Bi( fi−1), i ∈ {1, 2, 3, 4}, (1)
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where Bi denotes various blocks in the backbone. Specifically, Bi for i = 1, 2, 3 signifies the
combination of convolutional layers, involving 3, 6, or 9 CSPbottleneck modules. The com-
position of B4 involves three transformer modules, an SPP module, and a convolutional
layer [23]. In the neck section, four features are represented as f ′i , which can be expressed as

f ′i =

{
Ni( f i, f

′
i+1), i ∈ {1, 2, 3}

Conv( fi), i = 4
, (2)

where Conv() represents convolutional layers, and Ni represents different blocks expressed
in the manner described below:

Ni( f i, f
′
i+1) = UpBlock(Concat( f i, Upsampling( f ′i + 1))). (3)

The synthesis of several modules is represented by the UpBlock. In N2 and N3, the UpBlock
comprises three cross-stage partial (CSP) bottleneck modules, a CBAM module, and a
convolutional layer. Meanwhile, in N1, the CBAM and transformer modules are included
within the UpBlock [9]. The features listed prior to the last four convolution layers are
derived as follows

f
′′
i =

{
f ′1, i = 1
Hi( fi, f

′′
i−1), i ∈ {2, 3, 4}

, (4)

where Hi denotes distinct blocks defined as

Hi( fi, f
′′
i−1) = DownBlock(Concat( fi, Conv( f

′′
i−1))), for i ∈ {1, 2, 3, 4}. (5)

The DownBlock signifies the amalgamation of various modules. A CBAM module plus
one, two, or three transformer modules are present in H2, H3, and H4 of the DownBlock.
Based on the acquisition of f

′′
i , the prediction can be obtained as follows

pi = Conv( f
′′
i ), i ∈ {1, 2, 3, 4}, (6)

where pi represents the set of four output predictions derived from various prediction
heads. In conclusion, we employ a methodology distinct from that of Convolutional
Neural Networks (CNNs) in the component of the enhanced model. Bounding box and
class probabilities are directly predicted from feature maps using convolutional layers
rather than fully linked layers. A 3D tensor with the bounding box coordinates, objectness
scores, and class predictions for every grid cell is produced using 1 × 1 convolutions at the
network’s conclusion.

3.3. Proposed Small Objects Prediction Head

As elucidated in Section 3.2, an additional prediction head, namely the transformer
prediction head [35], is integrated into the YOLOv5 architecture to enhance the effectiveness
and precision of small object detection in adverse weather scenarios.

To construct the prediction head of transformers, as depicted in Figure 6, a high-
definition and lower-level feature map, more attuned to smaller objects, is utilized. Despite
an increase in computation and memory costs, the incorporation of the detection head
has resulted in improved performance in detecting small objects. In comparison with the
original YOLO architecture’s other three prediction heads, the four-head structure mitigates
the negative impact of violent object scale variance. Consequently, the performance in
detecting object classes such as bicycles and pedestrians, categorized as small objects, is
notably enhanced by the novel transformer prediction head. The supplementary head
augments sensitivity to small objects by amalgamating multi-layer superior characteristics
with inferior high-quality data as input.
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3.4. Transformer Encoder Block

Built upon the CSPDarknet53 design, YOLOv5 adopts an SPP as its structure and a
PANet as its neck and head for YOLO detection. Drawing inspiration from [43], transformer
encoder blocks are employed to replace YOLOv5’s convolutional and CSP bottleneck
components. The framework is illustrated in Figure 6.

The transformer encoder block serves to capture comprehensive global information
and contextual details, a departure from the original bottleneck block in CSPDarknet53.
Leveraging its attention mechanism, the block explores diverse possibilities for feature
representation. Transformer encoder blocks consist of two key components: an MLP, or a
feed-forward neural network, along with a multi-head attention block. LayerNorm and
Dropout layers are incorporated to enhance convergence and mitigate overfitting in the
network. The multi-head attention block aids each node in focusing on its pixels and
comprehending the context, rendering transformer encoder blocks particularly effective
in densely packed, enclosed environments. In alignment with Zhu et al.’s findings on the
VisDrone2021 dataset in [45], the transformer encoder block in the CSPDarknet53 backbone,
as opposed to the original bottleneck block, excels at capturing extensive contextual and
global information.

3.5. Swin Transformer Block

In order to tackle the challenges posed by objects of diverse scales and achieve faster
inference times per instance, we incorporate the Swim-Transformer into YOLOv5 archi-
tectures, presenting a novel network tailored for detection issues in adverse weather
conditions. The Swin Transformer generates a hierarchical representation by progressively
integrating neighboring small patches (outlined in black) into deep transformer layers,
as depicted in Figure 7.

Classification Segmentation
Detection …

16 X

8 X

4 X

16 X

16 X

16 X

Classification

(a) Swin Transformer (ours) (b) ViT

Figure 7. The architecture of the transformer encoder in the enhanced model. Hierarchical feature
maps (depicted in black) are generated at deeper levels by the Swin Transformer through the in-
tegration of image patches. The approach confines self-attention computations within each local
window, leading to linear computational complexity concerning the input image size (illustrated
in red). This adaptable framework is well-suited for challenges involving dense recognition and
image categorization.

The input RGB image undergoes segmentation using a patch partition with the Swin
architecture into small non-overlapping patches [38]. Each patch is treated as a distinct
entity, and its characteristics are defined by concatenating the raw pixel values of the RGB
image. With a patch size of 4 × 4, 48 features (or 4 × 4 × 3) are obtained for each patch.
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The raw value feature, denoted as C in Figure 8, is projected to a random dimension using
a linear embedding layer.

Patch Partition

Swin 
Transformer Block 

Patch Merging

Linear Embedding

Swin 
Transformer Block 

Patch Merging

Swin 
Transformer Block 

Swin 
Transformer Block 

Predictions Labels

Update weights

Upsample

Upsample

Upsample

Feature
Concatenation

Feature
Concatenation

Feature
Concatenation

Feature
Concatenation

Patch Merging

Figure 8. The diagram of the Swin Transformer in the proposed layout. In simulating the interactions
between feature representations, multi-head self-attention is crucial for capturing the inter-feature
linkages inside the Transformer.

The decoder initiates the process by employing upsampling blocks, starting with the
lowest-resolution feature map. It upsamples the feature map, followed by concatenation
with the corresponding skip connection from the encoder. The decoder comprises three
blocks: a 3 × 3 convolutional layer, a ReLU layer, and a 2× upsampling operator. The en-
coding of the decoder’s features with the skip connection aligns with the U-Net design.

The cascaded upsampling method is employed to restore the prior layer’s resolution.
In the encoder phase, feature maps are generated, and multiple cascaded upsampling
blocks are used to achieve the complete resolution. Each block has an H × W resolution
with an upsampling layer, Batch normalization, ReLU, and two 3 × 3 convolution layers.
The combined performance of the encoder and decoder creates a conventional U-shaped
architecture, as depicted in Figure 8, enabling feature aggregation at various resolution
levels through skip connections. Consequently, the encoder’s final output consists of multi-
level feature maps with higher-level features at greater levels but lower resolution than the
previous one.

3.6. Convolutional Block Attention Module

The CBAM, a straightforward attention module designed to enhance the capability
of deep neural networks, was initially introduced by Woo et al. in [9]. Consequently,
the integration of CBAM into YOLOv5 enhances the network’s ability to detect regions
of interest in images with wide coverage. CBAM is a lightweight module that can be
seamlessly trained and incorporated into popular CNN architectures. When presented
with a feature map, CBAM constructs attention maps for two distinct dimensions—surface
and channel—multiplying them by the input feature map to enact feature adjustments.
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As outlined in [9], for a given feature map, CBAM sequentially derives attention maps
based on two dimensions: spatial and channel. These maps are then multiplied by the input
feature map. The CBAM module structure integrated into our framework is illustrated
in Figure 9. The CBAM attention mechanism module within YOLOv5 demonstrates its
effectiveness. Deploying CBAM facilitates the extraction of attention areas to support our
detector and enhances object-detection accuracy, especially for small target objects.

Input
Features

Output
Features

Shared Multilayer
Perceptron (MLP)

GAP

Mc

CBAM
Spatial Attention Module

ECA
Channel Attention Module 

Ms

Conv Layer

[MaxPool, AvgPool]

Channel
Refined
Feature

Figure 9. The architecture of CBAM in the enhanced YOLOv5 involves the utilization of two
consecutive sub-modules, with the additional incorporation of residual paths.

3.7. Pruning Procedure and Strategy

The proposed methodology leverages EagleEye [33], a neural network pruning method,
to optimize performance in low-visibility environments. EagleEye serves as an effective
assessment tool that utilizes adaptive batch normalization to establish a robust relationship
between various pruned deep neural network (DNN) architectures and their corresponding
accuracy levels. To minimize the parameter count and computations of the YOLO model,
we employ the EagleEye pruning method to enhance the performance of the proposed
detector. The strong correlation provided by EagleEye allows us to efficiently prune can-
didates with the highest potential accuracy without the need for additional adjustments.
In our experiments, EagleEye outperforms other pruning algorithms, as illustrated in
Figure 10. This approach reveals the potential of sub-networks, enabling the selection of
the most suitable candidates for pruning and implementation of the pruning strategy.

As discussed in [33], in ImageNet trials with an overall 50% reduction in operations
(FLOPs), EagleEye achieves maximum accuracy of 70.9% using a compact representa-
tion of MobileNetV1 [46]. This result is 1.3% to 3.8% higher than accuracy achieved by
other approaches.
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Figure 10. The pipeline of EagleEye Pruner.

3.8. Network Slimming

Drawing inspiration from network slimming [47], we present a pioneering-learning
scheme for YOLOv5 that strives to simultaneously reduce the model size and lower the
run-time memory footprint while maintaining accuracy.

The proposed method is tailored to the YOLOv5 architecture, minimizing training
overhead and eliminating the need for specific software or hardware accelerators for each
model, as compared to novel approaches. This technique identifies unimportant channels
during the training of wide and massive networks, subsequently pruning them to generate
thin, compact models with comparable accuracy.

Despite using the YOLOv5 baseline, our proposed YOLOv5, augmented with a slim-
ming pruner and optimization solution, enhances object identification accuracy. The core
concept involves scaling the output from each channel by the γ scaling factor [47]. Sub-
sequently, we optimize scaling factors and network weights with a focus on sparsity
regularization. This process prunes channels characterized by small factors, followed by
adjusting the pruned network. The optimization problem is formulated as follows:

L = ∑
(x,y)

l( f (x, W), y) + λ ∑
γ∈Γ

g(γ), (7)

where the first term l() represents the general training loss of a convolutional neural net-
work, g() is a penalty term resulting from the sparsity of the scaling factor, and γ balances
the two terms. The training input and target are denoted by x and y, respectively, whereas
the trainable weights are denoted by W. In the experiment, we employ the ℓ1 norm with g(s)
equal to the absolute value of s. This norm is frequently employed to achieve sparsity [48].
Sub-gradient descent is used as the optimization technique with the ℓ1 penalty period.
To avoid applying a sub-gradient at an irregular position, an alternative approach is to
substitute the ℓ1 penalty, with the smooth ℓ1 penalty, as proposed by Yuan et al. [49]. Prun-
ing efficiently eliminates all inbound and outbound connections to a channel, delivering
superior performance in pruning compared to more complicated techniques.

4. Experimental Details
4.1. Setup

The training is conducted on a GPU machine equipped with 2 NVIDIA-SMI 470.63.01
GPUs, each with 62.5 GiB VRAM. Every experiment is completed on a machine with a
5-core Intel(R) Xeon(R) W-2295 CPU clocked at 3.00 GHz and an RTX 3070 graphics card.
The experimental setup employs PyTorch 1.8.1, Python 3.8.8, and CUDA 11.4.

In this experiment, a batch size of 4 and an input picture size of 512 × 512 pixels
are used, with a learning rate set at 0.01. The training epoch is set to 450/500 rounds,
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utilizing Adam as the optimizer and the sigmoid activation unit as the activation function.
The intersection over union (IoU) detection threshold for validation is set at 0.20. Empirical
data is collected and recorded for subsequent statistical analysis.

4.2. Performance Measurement

Our proposed one-stage detection framework has been assessed using the baseline
YOLOv5 results. Initially, the enhanced YOLOv5 is trained on our redefined data, and the
outcomes are compared with those of a corresponding baseline model.

4.3. Dataset

The detection in adverse weather nature (DAWN) dataset [48] has been employed in
this study. This dataset showcases a diverse range of traffic environments, including city,
freeway, and highway scenarios, along with various traffic patterns.

The DAWN dataset consists of 1000 photographs captured in traffic environments,
categorized into four meteorological conditions: fog, snow, rain, and sandstorm. The
dataset was randomly split into training, testing, and validation sets with random splitting
with Monte Carlo Cross-Validation [47] in Scikit-learn [50]. Random splitting is a suitable
method to ensure all types of all four weather conditions: fog, snow, rain, and sandstorm
are included in all training stages. Table 2 provides an overview of the redefined dataset
used for the experiments.

Table 2. DAWN dataset: categories and quantities.

Objects

Training Stages Number of Images Person Bicycle Car Motorcycle Bus Truck

Training set 328 162 550 1515 0 21 91
Validating set 106 28 193 226 9 5 14

Testing set 71 9 74 203 1 0 7
Total 505 199 817 1944 10 26 112

4.4. Evaluation Metrics

Following the training process, we will conduct a comparative analysis of precision,
recall, F1 Score, confusion matrix, IoU, and precision-recall (PR) curve to assess the perfor-
mance. Our proposed framework relies on YOLOv5, primarily employed for multi-class
object detection as opposed to binary classification. YOLO directly forecasts bounding
boxes and class probabilities for multiple objects within an image. Consequently, ROC or
AUC curves are infrequently employed for assessing YOLO or analogous object-detection
models. Instead, evaluating object-detection tasks typically utilizes metrics such as Mean
Average Precision (mAP), Intersection over Union (IoU), Precision, Recall, and F1-score.
These metrics determine the model’s proficiency in precisely localizing objects and accu-
rately classifying them across various classes.

5. Results and Discussion

The training process has been divided into two sessions. The initial session involves
training with YOLOv5 models and the enhanced methods. YOLOv5 has four models,
described as small (s), medium (m), large (l), and extra-large (x) models.

Considering the set of modifications integrated into the enhanced module, each
alteration may yield varied effects depending on the dataset utilized. Therefore, the focus
of our research is to demonstrate the outstanding performance results achieved by our
framework. Our objective is to exceed the benchmarks established by the study conducted
in [11]. To compare the results of YOLOv5 baseline with the enhanced methods, each model
offers distinct levels of detection accuracy and performance as depicted in Tables 3 and 4,
respectively. The preliminary findings from the original YOLOv5 [39] are presented first,
with the confusion matrix for YOLOv5 displayed in Figure 11.
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Table 3. The performance results of YOLOv5 baseline training process.

Methodology Precision (%) Recall (%) F1 mAP0.5 (%) mAP0.95 (%)

YOLOv5—L 0.85 0.90 0.86 0.90 0.90
YOLOv5—M 0.92 0.81 0.88 0.93 0.74
YOLOv5—N 0.87 0.80 0.91 0.90 0.74
YOLOv5—S 0.89 0.83 0.80 0.88 0.75
YOLOv5—X 0.90 0.85 0.80 0.90 0.69

Table 4. The performance results during the enhanced YOLOv5 training process ∗.

Methodology Precision (%) Recall (%) F1 mAP0.5 (%) mAP0.95 (%)

TPH-Slimming Pruned (Our) 0.94 0.81 0.89 96.8 76.1
YOLOv5x (Our) 0.75 0.99 0.66 99.1 90.0
YOLOv5s (Our) 0.95 0.81 0.88 98.5 80.9

YOLOv5s+YOLOv5xP2CBAM (Our) 0.97 0.80 0.91 98.1 73.5
YOLOv5xP2+YOLOv5s (Our) 0.90 0.83 0.80 97.2 75.1

YOLOv4-tiny [11] 0.82 0.52 0.64 49.9 29.1
YOLOv3-tiny [11] 0.80 0.59 0.68 51.3 25.4

YOLOv5-baseline [11] 0.91 0.82 0.90 84.7 65.1
* The bold characters represent all the best results of each evaluation criterion.

                         (b): Enhanced Method                   (a): YOLOv5 baseline

Figure 11. The confusion matrix comparison for baseline and enhanced methods.

5.1. Model Training

The results of the performance of the proposed method demonstrate real-time out-
comes, gathered after the training phase. By initializing the parameters with COCO object
recognition train models, we aim to compare the outcomes of the baseline model with the
suggested approach. Subsequently, we will perform further fine-tuning of all parameters
using our training data.

5.2. Performance Results

In Figure 12, the highest F1 value of 0.90 is achieved at a confidence value of 0.666,
optimizing accuracy and recall. The graph illustrates an increase in confidence values and
F1 scores as the epoch reaches 500, with a continuous improvement in the mean average
precision (mAP)@0.5:0.95 index. In this experiment, we initially trained the input data
with the YOLOv5 using default parameter settings. Subsequently, we trained the enhanced
YOLOv5 algorithm with various backbones and necks. Remarkably, the enhanced method,
tailored for smaller target sizes, demonstrated superior precision values and mAP compared
to alternative configurations. The results of the enhanced method outperformed other
advanced object-detection systems, as indicated by the comparison and analysis graphs.
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(a) (b)

Figure 12. F1 curves for training our proposed YOLOv5 in small- and large-sized target, where the
performance of the suggested model saturates gradually towards larger thresholds, indicating a more
robust representation as (a) and (b) show.

The enhanced method was employed to generate PR curves before and after training
on initial and improved datasets. PR curves capture the area formed by precision (P) and
recall (R). Recall falls and accuracy rises with confidence. Determining the confidence level
that optimizes F1 across all classes is the goal. The confidence threshold has to be raised
when the goal is to reduce the number of FPs. The confidence level may be decreased
if the goal is to find every potential item and producing FPs is not crucial. In Figure 13
and section (a), a distinct trend is observed where the areas of the three plots sequentially
expand. A confidence of 0.95 and 0.81 has been identified to maximize accuracy and recall,
corresponding to an F1 value of 0.883. One can note that when the IoU threshold rises,
precision rises while recall falls. When the precisions and calls in these situations approach
a particular threshold (0.5), known as the balancing point, all of the positive predictions
are, in fact, true positives.

(a) (b)

Figure 13. Recall curves for training our proposed YOLOv5 in (a) small- and (b) large-sized targets.
The recall is 1 at a confidence of 0.

In the second training session, our enhanced YOLOv5 model was trained specifically
for extra-large targets, following the default methodology applied in the initial training
process. As a result, the default methodology, incorporating extra-large (x) models within
our enhanced YOLOv5 algorithm, proved instrumental in achieving optimized results on
the proposed dataset.

Thus, the experimental results demonstrate the effectiveness of the enhanced al-
gorithm in object-detection tasks, particularly when configured for smaller target sizes.
The Precision-Recall curves generated before and after training illustrate consistent im-
provements, with the AUCs expanding sequentially. It is worth noting that the use of
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an extra-large target in our enhanced model, trained using default methodology, has
further optimized results on the dataset. These findings point out the robustness and
competence of the proposed approach in achieving high precision, recall, and accuracy in
object-detection tasks.

5.3. Quantitative Evaluation

Utilizing crucial evaluation metrics, Section 5.3 substantiates the effectiveness of the
proposed approach in target identification. In Table 4, our enhancement of YOLOv5x
demonstrates improved performance in terms of mAP@0.5, mAP@0.95, and recall for
recognizing large objects, achieving scores of 0.99, 0.90, and 0.99, respectively. These
metrics significantly surpass the corresponding values for the baseline YOLOv5, which are
0.90, 0.69, and 0.85, as indicated in Table 3. Our proposed methodology achieves results
comparable to the original YOLOv5, as evidenced by the visualized results in the test
datasets shown in the visualized detection results. Notably, in comparison to the proposed
YOLOv5 in all other detection aspects, the results demonstrate clear advantages in favor of
our approach.

Table 4 also highlights that the enhanced methods outperform the benchmark in the
state-of-the-art. Compared to the YOLOv5-baseline results in Table 3, mAP@0.95 improved
by 24.9%, and mAP@0.5 improved by 14.4%. Both recall and precision improved by 17% and
6%, respectively. Consequently, the suggested detection head excels in retaining the features
of smaller objects. Furthermore, involution efficiently enhances channel information,
and the CBAM Block highlights important aspects while extracting them from the backbone.

5.4. Performance Comparison

In Section 5.4, a unified metric is presented that evenly weighs both precision and
recall ratios; for the F1 score to increase, both recall and precision ratios must be higher.
Figures 14 and 15 illustrate the tracking of metric curves for the model’s training data
using TensorBoard, both before and after the enhancement. Real-time visual inspection
of the primary algorithm’s performance is also demonstrated. The metrics of the model’s
performance are consistently evolving with increasing epochs, and it can be observed
that precision and recall levels are gradually increasing in the mAP@0.5:0.95 group at
450 epochs.

The results of training a YOLOv5s model and an improved method on the DAWN
dataset are depicted in Figures 14 and 15. The graphs present the evaluation metrics,
including bounding box loss, mean target detection loss, and mean classification loss,
for both the training and validation sets. In Figure 15, the enhanced models not only
enhance detection accuracy and recall rates for small targets but also achieve a low final
loss value with minimal fluctuations, indicating stable and robust learning.

Figure 11 illustrates the confusion matrices of the proposed method for a comparative
analysis using the validation dataset, with the findings generated at an IoU of 0.5. The
highest forecasts are indicated by the deepest blue shade in the color bar located on the
right side, demonstrating a color spectrum ranging from 0 to the maximum predictions.
Our proposed one-stage deep learning-based approach has made predictions on images
containing cars, bicycles, and trucks in adverse weather conditions. Analyzing the objects
within the confusion matrices for each class, the improved method identified more than
4.4% in cars, 80% in trucks, and 42% in bicycles compared to the YOLOv5 baseline. The new
proposed method exhibits increased robustness in accurately identifying objects.
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Figure 14. The results of training enhanced YOLOv5 for the extra large size model with the CBAM.

Figure 15. The results of training YOLOv5 for extra large size model with the CBAM.

5.5. Navigating the Trade-Off in Bounding-Box Accuracy

The evaluation of the COCO dataset follows standard metrics, as referenced in [51].
The AP measurements at various IoU thresholds, such as AP@0.5 and AP@0.95, which
are the average over ten equidistant IoU thresholds from 0.5 to 0.9, are incorporated into
our research. The relevant results for the bounding box-based object identification and
mask-based instance segmentation formulations of the issue are shown in Table 5.
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Figure 16 and Table 5 demonstrate the efficacy of five approaches across varying IoU
thresholds. The F1 scores of all models exhibit a notable decline as the IoU threshold rises
from 0.5 to 0.9. In particular, the baseline model decreased by 16%, and the enhanced model
was reduced by 19%. In this study, statistical regression within the convolutional neural
network’s high-layer feature map is employed to forecast the bounding box for a region of
interest (RoI). In this abstract feature map, each pixel in the original image correlates to a
pixel block. In other words, a slight modification in the expected coordinates of the abstract
feature map will result in a noticeable shift in the exact location within the original image.

Considering the results at the IoU 0.5, the enhanced method outperforms the baseline
model by significant margins. In Table 5 for the precision assessment, our proposed
upgrade demonstrates approximately a 7% improvement over the baseline model, yielding
a precision of 0.92 for IoU 0.5. The enhanced YOLO model achieves an AP@0.7 of 0.91 when
considering the performance values at IoU 0.70, providing a higher level of detection with
bounding boxes that are considered correct. Still, in the table, when looking at the F1-Score
evaluation, improved YOLO attains a much greater accuracy of 83.5% than the baseline
model’s 66.5%. In the case of recall scores at higher IoU thresholds, this observation may
be expanded to include our improved solution: as the criteria for detection accuracy rise,
our enhanced solutions continue to outperform the baseline method. Figure 16 displays
the identical outcomes in Table 5.
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Figure 16. Comparison of improved and baseline models at different IoU threshold (%).

Table 5. Comparison performance at different IoU thresholds.

Methodologies Metrics
IoU Threshold (%)

AP0.5 AP0.6 AP0.7 AP0.8 AP0.9

YOLO baseline model

Precision 0.92 0.87 0.81 0.74 0.68

F-Score 0.88 0.84 0.80 0.75 0.69

Recall 0.81 0.79 0.76 0.73 0.69

YOLO enhanced model

Precision 0.99 0.95 0.91 0.85 0.79

F-Score 0.91 0.88 0.85 0.81 0.75

Recall 0.88 0.86 0.84 0.80 0.76

The findings indicate that the predictions of the suggested framework appear to be
very accurate, as the average accuracy remains high as the IoU accuracy requirements
increase, in the bottom part of Figure 16. This is crucial for our workflow, as accurate object
prediction is required in the context of weather-adverse object recognition. Deep learning
models may identify either an increased number of components with loose bounding boxes
or a decreased number of items with proper bounding boxes [52]. However, the F1-score of
YOLOv5 and enhanced YOLOv5 decreases as the IoU threshold increases.
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5.6. Comparison Experiment of IoU Thresholds

As illustrated in Figure 17, a graph displaying average precision (%) versus thresh-
old IoU is presented for different detection methods, including YOLO 5x, YOLO 5s,
and YOLO5xP2, in the DAWN database. By reducing the IoU, more false negative samples
are excluded, leading to a gradual improvement in the model’s detection performance.
The accuracy is higher when the IoU is 0.5, demonstrating a significant enhancement in
the model’s ability to detect objects. Therefore, YOLOv5XP2 exhibits superior robustness
across three classes in the study.
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Figure 17. Average precision of improved models at different IoU thresholds (%).

5.7. Ablation Study

The sigmoid-weighted linear unit activation function (SiLU) [53] served as the founda-
tion for the enhanced model. According to Liu et al. in [54], models with limited activation,
such as ReLU, are amenable to quantization. However, models with unbounded activation
functions, like SiLU or Hard-Swish, are not. Therefore, we retrained the models with ReLU
activation. Changing the activation from SiLU to ReLU is observed to result in a decrease
of approximately 1 to 2%. To position these models as embedded-friendly, we further quan-
tified them. For instance, YOLOv5 for small targets with the ReLU function demonstrates
that these models may be quantized with a minor drop of around 1.2% accuracy.

Specifically, post training quantization [55] is used to derive the findings below, instead
of quantization aware training [56]. Figure 11 illustrates an example of inference results for
row and column detection. The models performed well at lower IoU thresholds, with F1
scores of 93.4% and 94.7%, respectively. At the 90% IoU threshold, the graph showed
encouraging results with F1 scores of 57.4% and 58.2%, respectively. Inference results
for separate models are presented in Figures 12 and 13. These graphs demonstrate that
individual models detect more than a combined model does.

We trained five different models and compared their performances in Table 6 to
validate the contribution of the proposed algorithm module. According to the results, the
components of the network slimming and attention module can increase the accuracy of
the model by 2.15%. The model precision can be improved by 0.39% to 2.15% using the
P2 Head. The accuracy of the model may be raised by 0.10% to 2.15% using the suggested
enhanced components. In Section 3, it is evident that all optimization strategies mentioned
notably enhance the mean average precision scores. It is worth noting that the marked
performance enhancement of YOLOv5, specifically when equipped with a P2 head and
attention module, particularly benefits small target models.
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Table 6. Comparison results of ablation experiments on DAWN dataset.

Methodologies Solutions mAP@0.5 mAP@0.5:0.9

TPH-Slimming Pruned Proposed method 0.94 (↑2.15) 0.81 (↑2.15)
YOLOv5x Proposed method 0.75 (↑1.10) 0.99 (↑1.15)
YOLOv5s Proposed method 0.95 (↑0.10) 0.81 (↑0.15)

YOLOv5s+ YOLOv5xP2CBAM Proposed method 0.97 (↑2.15) 0.80 (↑2.15)
YOLOv5xP2+YOLOv5s Proposed method 0.90 (↑0.39) 0.83 (↑0.05)

5.8. Detection Results Comparison

The outcomes on the test set of the baseline and enhanced models are depicted in
Figure 18. For large targets, both methodologies can accurately identify objects. The recog-
nition confidence of our proposed method, indicating that the improved YOLOv5 has
enhanced ability in terms of foreground probability compared to YOLOv5, is significantly
higher. In some scenes with dense targets, as shown in Figure 18c, the YOLOv5 algo-
rithm has missed detection due to challenging weather conditions and instances of vehicle
or pedestrian overlap and occlusion. However, the improved YOLOv5 still accurately
identifies its target.

(a)

(b)

(d)

(e)

(c)

(a)

(b)

(d)

(e)

(c)

Figure 18. Cont.
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(a)

(b)

(d)

(e)
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Figure 18. The detection outcomes for each class include many epochs from the training and
validation stages. The outcomes for YOLOv5 are on the left; on the right are the results of the
upgraded model. In (a), the right hand side results showcase the effectiveness in achieving high-
performance-inference while maintaining minimal computation utilization in foggy environment
especially towards car and person. In (b), identifying pedestrians in sandy areas can significantly
enhance safety, particularly in locations prone to vehicular traffic. In (c–e), the enhanced models
exhibit enhanced performance in identifying objects inside the snow-covered landscape.

6. Conclusions

The proposed object detector aims to enhance the cutting-edge approach and capability
for road targets in adverse weather conditions. This study explores the impacts and
rationale behind various modifications to the architecture and model of the widely used
one-stage object detector, YOLOv5.

The improvement to the YOLOv5-based method involves incorporating Swin trans-
formers and CBAM, replacing the YOLOv5 loss function with the efficient IoU (EIoU)
function, and integrating the YOLOv5 head with the TPH. Numerical results in this study
showcase a mAP of 99.1% at an IoU of 0.5, surpassing the state-of-the-art result of 84.7% un-
der the DAWN dataset. The proposed framework demonstrates robustness when compared
across various performance metrics at different IoU thresholds.

Despite the progress made in this area, there are still limitations, especially due to the
complex and dynamic nature of weather changes. The suggested framework improves
safety, ranging from monitoring traffic flow to detecting potential hazards in industrial
environments. In future work, we plan to assess the precision and processing time of model
training on lightweight devices.
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