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Abstract: In order to address the fragility issues associated with the current prescribed performance
control (PPC) strategy and ensure both transient and steady-state performance of the tracking error, a
non-fragility prescribed performance control scheme is proposed. A non-fragile prescribed perfor-
mance control method for robotic systems with model uncertainties and unknown disturbances is
developed. This method not only addresses the inherent vulnerability defects of the existing prescribed
performance control but also effectively reduces the computational complexity of the controller. Firstly,
addressing the fragility issues of existing PPC, a new non-fragile prescribed performance control
strategy is proposed. To address the fragile issue with the current PPC, the shift function is employed
to handle the tracking error. Based on the non-fragile PPC mentioned above, a new prescribed perfor-
mance controller is designed without the requirement for approximation or estimation. This effectively
reduces the complexity of controller design. At last, the feasibility of achieving non-fragile prescribed
performance is verified through stability analysis, and the superiority of the designed controller is
confirmed through simulation comparisons. The results show that the designed controller effectively
resolves the control singularity issue arising from the inherent limitations of the PPC.

Keywords: robot manipulators; non-fragility; prescribed performance control; low complexity;
performance constraint

1. Introduction

Robot systems have great potential for development in industrial applications. The
inherent nonlinear, strong coupling, and uncertain dynamic characteristics of robot systems
pose significant challenges for controller design [1–3]. As a result, the design of robot
control systems has become an important area of research. The primary objective of robot
system control is to ensure that the control system can achieve ideal transient performance,
high-precision tracking performance, and fast response capability, as well as exhibit high
robustness to handle unknown dynamics.

In order to ensure the ideal transient performance of the control system, several
control strategies based on prescribed performance control have been proposed [4–8].
In reference [4], a non-singular fixed-time terminal sliding mode prescribed performance
control strategy is proposed. This strategy combines terminal sliding mode control with
PPC for the robot manipulator system, considering external disturbances and parameter un-
certainties. The designed controller can offer faster transient performance and higher steady-
state tracking accuracy. Based on this, the controller is further extended in reference [5]. A
fixed-time fault-tolerant PPC is designed by integrating fault-tolerant control with PPC to
tackle the tracking control issue in the event of actuator failure. This design improvement
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enhances both the transient and steady-state accuracy and increases the robustness of the
control method. In reference [6], the combination of neural networks and observers is
employed to achieve prescribed performance control of the robot system for various types
of actuator faults. This approach ensures both transient and steady-state performance of the
system. In reference [7], the fixed-time sliding mode control is combined with PPC, and a
radial basis neural network is employed to address the lumped uncertainty of the system.
A method for controlling the performance of a robot system based on a fixed-time neural
network is proposed. This method achieves the prescribed performance within a fixed time
and effectively addresses the issue of synovial buffeting. Different from the aforementioned
PPC control strategies that all need to meet certain initial conditions, reference [8] converts
the tracking error into an intermediate variable by designing certain correlation functions
and imposes new performance constraints on these intermediate variables. In this way,
the dependence on initial conditions is resolved, the limitations of existing PPC related to
initial conditions are eliminated, and the global tracking control effect is achieved with-
out considering initial conditions. In reference [9], PPC is combined with robust adaptive
control and applied to the manual 3T1R parallel robot to ensure the system meets steady-
state and transient tracking requirements during high-speed grabbing. In reference [10],
a performance-based neural adaptive control scheme for manipulators is proposed. The
designed controller has minimal measurement and hardware requirements for manipulator
trajectory tracking in industrial automation. In reference [11], a coordinated tracking control
strategy for tractor-towing systems is proposed. Through the effective application of PPC
technology, the performance requirements of the controller are guaranteed.

Another concern is the challenge of high-precision tracking in the presence of unknowns
and external disturbances. In recent years, the control method based on disturbance observer
has become one of the most effective methods to address the impact of disturbances [12–15].
The fundamental concept of this method involves designing a disturbance observer to
estimate and compensate for unknown disturbances. The control law is then designed
based on the estimated information to ensure system stability. However, constructing
the general observer requires system information. The observer-based control method is
only effective for systems that are partially unknown. Therefore, the global approximator
based on fuzzy system/neural network approximation is applied to the controller with
completely unknown system dynamics [16–18]. The fuzzy/neural approximator requires
online learning parameters for training [19–21] and additional design based on Lyapunov’s
adaptive law to adjust its weight. To enhance tracking accuracy, it is essential to have
adequate online learning parameters and adaptive parameters. However, the real-time
performance of the robot control system is a crucial factor that needs to be taken into account
during actual operation. Excessive online learning parameters and adaptive parameters can
result in poor real-time performance of the controller. This can significantly increase the
amount of calculations, which is not conducive to effectively controlling the robot system.

Despite the attainment of the aforementioned results, there are still unnoticed prob-
lems. Specifically, the current prescribed performance control strategy [4–8] still has issues
with fragility. The sudden external interference in the robot system can cause fluctuations
in the tracking error. When external interference occurs, the system is affected, resulting
in the tracking error fluctuating over time. If the error fluctuation caused by interference
is too large, it may lead to the error reaching or directly crossing the set performance
constraint, which can result in control singularity. This is about the fragility issues of
PPC [22,23]. According to the analysis above, the current prescribed performance control
scheme demonstrates a clear fragility to sudden system interference. Furthermore, the
current control strategy, based on fuzzy systems and neural approximation, has proven
to be effective in addressing the uncertainties in the dynamics of the controlled system
model and guaranteeing the desired robust performance. However, it requires a specific
number of online learning parameters for the fuzzy/neural approximator. The impact of
these online learning parameters and adaptive parameters on the real-time performance
and computational complexity of the controller is evident. Therefore, it is necessary to
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further reduce the number of online learning parameters and adaptive parameters in order
to ensure the real-time performance of the control system. Driven by the above discussion
and inspired by reference [8], a new non-fragile PPC scheme is designed to ensure that the
tracking error can exhibit ideal transient and steady-state performance even in the pres-
ence of interference. The controller does not involve function approximation or adaptive
parameters. The main contributions are summarized as follows:

(1) Unlike existing PPC strategies, control singularity occurs when bursts of interference
cause tracking errors to be close to performance boundaries. In this paper, a non-
fragility control strategy with a shift function is designed. When the error is close to
the boundary, the shift function can adjust the error based on its own characteristics.
Therefore, the aforementioned issues are avoided, and the tracking error can meet the
prescribed performance.

(2) Different from the existing methods that rely on adaptive laws, neural networks, or fuzzy
logic systems to handle the nonlinear uncertainty of the system [24–26], the proposed
approach does not require similar approximate constructions. This approach avoids the
high complexity of controller design and offers better real-time performance.

(3) The controller designed in this paper does not contain any prior knowledge of system
nonlinearity, nor does it include the relevant boundary functions. This approach re-
laxes the key assumptions in the relevant literature [4,5]. This enhances the suitability
of the controller and its robustness to system uncertainties.

The rest of this article is summarized as follows. The problem description is proposed
in Section 2, and the controller is developed in Section 3. In Section 4, we present the
simulation results, which confirm the effectiveness and superiority of the method. The
conclusion is finally presented Section 5.

2. Problem Statement

In this section, the dynamic modeling of robots under external interference is first
discussed, and some necessary properties and assumptions are provided. To address the
control singularity issue, where the tracking error might exceed performance limits during
perturbations, a non-fragile PPC strategy is developed by introducing a shift function. On
this basis, the design process and stability proofs of the controller will be presented in the
following chapters.

2.1. Robot Dynamics

The dynamics of an n-DOF rigid robot manipulator in joint space can be described as
follows [6]:

M(q)q̈ + C(q, q̇)q̇ + G(q) = τ(t)− d(t) (1)

where q ∈ Rn, M(q) ∈ Rn×n, C(q, q̇) ∈ Rn×n, G(q) ∈ Rn, τ(t) ∈ Rn, d(t) ∈ Rn represent
joint angular displacement, robot inertia matrix, centrifugal force and Coriolis force matrix,
gravity term, control torque, and unknown disturbance, respectively.

Considering the uncertainty of Equation (1) in the actual model, we have obtained the
following dynamic model:

M(q)q̈ + C(q, q̇)q̇ + G(q) = τ(t) + ∆ (2)

where ∆ represents the concentrated disturbance, which includes model uncertainty and
unknown external disturbances. In this study, the actual joint angular displacement and
joint angular velocity are supposed as measurable and bounded. The rest of the permits
are completely unknown, but the aim is to meet the following properties and assumptions:

Property 1 ([27]). Matrix M−1(q) in Equation (2) exists and is positive definite and bounded;
that is: ∥∥∥M−1(q)

∥∥∥ ≤ α (3)
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where ∥·∥ denotes the Euclidean norm and α denotes the known normal number.

Property 2 ([28]). If ∥q∥ and ∥q̇∥ of the system are bounded, so are ∥C(q, q̇)∥ and ∥G(q)∥.

Assumption 1 ([29]). The concentrated perturbation is bounded; that is, ∥∆∥ ≤ ∆M.

Assumption 2. The expected joint angular displacement qd = [qd1, . . . , qdn]
T and the expected

joint angular velocity q̇d = [q̇d1, . . . , q̇dn]
T of the robot manipulator are bounded and continuous

over time t; i.e., there exists a positive number q∗di such that:

|qdi| ≤ q∗di, i = 1, . . . , n (4)

Lemma 1 ([30]). For any positive definite symmetric matrix G ∈ Rn×n, ∀a ∈ Rn, there exist
positive constants bmin and bmax such that the following inequalities hold:

bmin∥a∥2 ≤ aTGa ≤ bmax∥a∥2 (5)

Remark 1. As with the adoption and interpretation in [4,31], these assumptions and properties are
common in robotic trajectory tracking control.

The primary control objective of this paper is to design a non-fragile PPC strategy
with low complexity for the robot system in the presence of bounded interference. This
strategy aims to ensure that the system’s tracking error meets the prescribed performance
and prevents control singularity. And the controller has low computational complexity. To
quantify this goal, the position following error is defined as:

e(t) = q − qd (6)

where e(t) ∈ Rn.

2.2. Non-Fragile PPC Scheme

In the context of traditional prescribed performance control, the primary objective
is to enforce prescribed performance constraints on the state (tracking error e(t)) of the
controlled system, denoted as −ω(t) < e(t) < ω(t), where ω(t) represents the prescribed
performance function. However, in practical control scenarios, when the state e(t) of
the controlled system experiences fluctuations as a result of external interference, it may
surpass the performance function ω(t), thereby failing to meet the performance constraint.
The aforementioned scenario will ultimately give rise to the control singularity problem,
which pertains to the inherent fragility issues associated with PPC. Similar to the fragility
issues of PPC, the global control problem of PPC [8] also takes into account the impact on
the controller caused by the failure of performance constraints. The current PPC control
schemes must satisfy specific initial conditions. This means that the state of the controlled
system at the initial time must be within the performance constraint envelope. As a result,
the final control effect is semi-global. In reference [8], the scaling function and normalized
function are designed to address the tracking error of the system. Subsequently, the global
PPC control strategy is derived to eliminate the limitations imposed by the initial conditions.
Inspired by the global control problem in reference [8], this paper proposes a new prescribed
performance control scheme that can address the fragility issues of traditional PPC.

Theorem 1. To circumvent the issue of tracking error surpassing the prescribed performance
function, the introduction of the following shift function is proposed.

ψ(t) =

{
0.5 cos

(
2π( t2−t

t2−t1
)
)
+ 0.5, t1 < t < t2

1, else
(7)
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where t1 > 0 represents the moment when the tracking error approaches the boundary of the
performance constraint (specifically, when t = t1, ω(t) − |e(t)| ≤ τω(t) are satisfied, where
0 < τ < 0.5 denote the design parameter); t2 = t1 + Ts and Ts > 0 represent the design parameter.
The shifting function exhibits the following properties:

(i) ψ(t) is continuous, 0 <ψ(t) < 1 when t1 < t < t2, and ψ(t1) = ψ(t2) = 1.
(ii) ψ̇(t) is continuous and bounded on ψ̇(t); i.e., there exists an unknown positive constant such

that |ψ̇(t)| ≤ ψm.

Proof of Theorem 1. Since limt→t−1
ψ(t) = limt→t+1

ψ(t) = 1 and limt→t−2
ψ(t) = limt→t+2

ψ(t) =
1, the continuity of ψ(t) can be demonstrated.

ψ̇(t−1 ) = lim
t→t−1

ψ(t)− ψ(t1)

t − t1
= lim

t→t−1

1 − 1
t − t1

= 0 (8)

ψ̇(t+1 ) = lim
t→t+1

ψ(t)−ψ(t1)
t−t1

= lim
t→t+1

0.5 cos
(

2π(
t1−t

t2−t1
)
)
−0.5

t−t1

= lim
t→t+1

−0.25
(

2π(
t1−t

t2−t1
)
)2

t−t1
= 0

(9)

According to ψ̇(t−1 ) = ψ̇(t+1 ), it can be inferred that the derivative exists at t = t1.
Similarly, the derivative of ψ(t) at t = t2 also exists.

ψ̇(t) =

{
π

t2−t1
sin

(
2π( t2−t

t2−t1
)
)

, t1 < t < t2

0, else
(10)

Then it can be readily deduced that the derivative of ψ(t) is bounded.

Remark 2. The selection of parameters τ and Ts in this paper should be based on the specific
circumstances. Although it is theoretically possible to make arbitrary choices within the specified
range, if significant external disturbances with large amplitudes occur and the values of variables τ
and Ts are too small, the value of e(t) may closely approach the performance function. The risk of
control singularity still exists. Simultaneously, the value of Ts will cause the control input to be
too large, which is not allowed in practice. Therefore, the selection of parameters should not only
take into account the performance requirements of the system, but also the constraints imposed by
practical application scenarios.

To overcome the problem of fragility, the shifting function is introduced:

θ(e) = ψe (11)

The variable θ(e) after transformation must converge in the compact set: Ωθ :=
{θ(e)||θ(e)| < ω(t)}. Then, in order to facilitate the subsequent analysis, the following
auxiliary variables are defined:

ξ(t)=
θ(e)
ω(t)

(12)

Simultaneously, the following form of an obstacle function is constructed:

ε(t) =
1
2

ln
(

ξ(t) + 1
1 − ξ(t)

)
(13)

For the above equation, if and only if ξ(t) is close to 1, ε(t) tends to infinity. If we
can guarantee that ε(t) is bounded, then ξ(t) always exists in the compact set Ωξ :=
{ξ(t) ∈ R||ξ(t)| < 1}. Specifically, for ∀t ≥ 0, there exists a positive number δ such that:
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|ξ(t)| ≤ δ < 1 (14)

Remark 3. To address the fragility issues of the existing PPC, a shifting function θ(e) is intro-
duced. By Theorem 1, it is established that as the error approaches the constraint boundary, ψ(t)
utilizes its property (1) to adjust e(t). This adjustment ensures that the transformation error
θ(e) = ψe is prevented from crossing the performance function. Therefore, designing the con-
troller by transforming the error θ(e) can avoid the occurrence of PPC fragility issues. When the
variable e(t) experiences significant fluctuations, the value of θ(e) can always remain within the
predetermined range (−ω(t), ω(t)). And when condition (14) is satisfied, we can deduce that
−ω(t) < −δω(t) < θ(e) < δω(t) < ω(t) based on Equation (11), thereby ensuring the fulfill-
ment of the prescribed performance. Therefore, the control objective of this paper can be attributed to
the boundedness of ε(t).

3. Main Results

The design process for the controller is outlined in this section. Firstly, the shift function
is combined with the position tracking error to design a low-complexity controller. This
approach ensures that the tracking error meets the prescribed performance and prevents
control singularity. Finally, a detailed stability proof process is provided.

3.1. Controller Design

Robot manipulator dynamics model Equation (2) can be written as follows:
ẋ1 = x2
ẋ2 = M−1(x1)(u + ∆) + ϕ(x1, x2)
y = x1

(15)

where x1 = q and x2 = q̇ denote state vectors, ϕ(x1, x2) = M−1(x1)(−C(x1, x2)x2 − G(x1)),
ϕ = [ϕ1, . . . , ϕn]

T, ∆ = [∆1, . . . , ∆n]
T, and y represents the system output.

Define generalized tracking error S(t) = [s1(t), . . . , sn(t)]
T as follows:

si(t) = ėi(t) + Λiei(t), i = 1, . . . , n (16)

where ei(t) is an element of vector e(t) = [e1(t), . . . , en(t)]
T; Λi denotes a positive constant.

When the generalized tracking error si(t) converges rapidly and is bounded within
the prescribed range, it can be determined that the controller satisfies the prescribed
performance [30]. Specifically, the prescribed performance can be described as:

−ωi(t) < si(t) < ωi(t), i = 1, . . . , n (17)

ωi(t) denotes a smooth, positive, strictly decreasing function. The performance func-
tion ωi(t) is defined in the following form:

ωi(t) =

{
(ω0,i − ωTf ,i) exp(− Tω, f it

Tω, f i−t ) + ωTf ,i, t ∈ (0, Tω, f i]

ωTf ,i, t ∈ (Tω, f i, ∞)
(18)

where the design parameters ω0,i and ωTf ,i denote positive constants and satisfy ω0,i > θi(t).
Tω, f i represents the prescribed convergence time. On the basis of this, the shifting function
Equation (11) is utilized to acquire:

θi(si) = ψisi(t), i = 1, . . . , n (19)

To attain the prescribed performance of the final control effect, the error transforma-
tion function is introduced. The error transformation function R(εi), i = 1, . . . , n must be
strictly increasing, and its inverse function always exists. R(εi) also satisfies the following
conditions:
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θi(si) = R(εi)ωi(t), i = 1, . . . , n (20)

According to the aforementioned requirements, the following error conversion func-
tion has been selected:

R(εi) =
eεi − e−εi

eεi + e−εi
, i = 1, . . . , n (21)

By defining the auxiliary variable ξi(t) = θi(si)/ωi(t), the inverse function of the
transformation error function can be defined as:

εi(t) =
1
2

ln
(

ξi(t) + 1
1 − ξi(t)

)
, i = 1, . . . , n (22)

The first derivative form of ξi(t) can be obtained by combining Equation (19) as follows:

ξ̇i(t) =
1

ωi
(ψi ṡi + ψ̇isi − R(εi)ω̇i), i = 1, . . . , n (23)

Then, utilizing the system state Equation (15) and the derivation of Equation (22), we
can obtain:

ε̇(t) = L(t)[P(t)(M−1(u + ∆) + H(t) + ϕ(x1, x2))− R(ε)ω̇(t)] (24)

where ε̇(t) = [ε̇1(t), . . . , ε̇n(t)]
T, L(t) = diag(l1(t), . . . , ln(t)), P(t) = diag(p1(t), . . . , pn(t)),

H(t) = [h1(t), . . . , hn(t)]
T, R(ε) = diag(R(ε1), . . . R(εn)), ω̇(t) = [ω̇1(t), . . . , ω̇n(t)]

T. And
the forms of li(t), pi(t) and hi(t) are as follows:

li(t) =
1

(1 − ξ2
i (t))ωi(t)

(25)

pi(t) = ψi (26)

hi(t) = −ẋ2,di
(t) + Λi ėi(t) + ψ̇isi(t) (27)

Summarily, the following control law is designed:

u = −kPLε (28)

where k = diag(k1, . . . , kn) denote a positive real number matrix, ε(t) = [ε1(t), . . . , εn(t)]
T.

Remark 4. The design process of the controller in Equations (19)–(28) reveals that: (1) no approxi-
mation function (e.g., neural network or fuzzy logic system) is employed to address the unknown
system nonlinearity in the robot system; (2) the controller design does not incorporate prior knowl-
edge concerning the system model nonlinearity. Therefore, compared with other robot tracking
control methods [4,5], this paper proposes a controller with low complexity.

Consider the following initial value problems:

ξ̇(t) = f (t, ξ(t)), ξ(0) ∈ Ωξ ⊂ Rn (29)

where f (t, ξ(t)) : R≥0 × Ωξ 7→ Rn and Ωξ is a non-empty open set.

Definition 1 ([32]). If the solution ξ(t) of the initial value problem (29) does not have a proper
right extension, then such ξ(t) is maximal.

Lemma 2 ([32]). Consider the initial value problem (29). Assume that f (t, ξ(t)) is (a) locally
Lipschitz on ξ(t), (b) continuous on time t for each fixed ξ(t) ∈ Ωξ , and (c) locally integrable on
time t for each fixed ξ(t) ∈ Ωξ ; then there exists a unique maximal solution ξ(t) : [0, τmax) 7→ Ωξ

of (chu1) on the interval [0, τmax) with τmax ∈ {R≥0,+∞}.



Electronics 2024, 13, 1417 8 of 15

According to the definition of ξi(t), we can obtain

θi(si) = ξi(t)ωi(t) (30)

Utilizing Equation (19) and Equation (30), ξ̇i(t) is given by

ξ̇i(t) =
θ̇i(si(t))ωi(t)− θi(si(t))ω̇i(t)

ω2
i (t)

=
ψ̇i(t)si(t) + ψi(t)ṡi(t)

ωi(t)
− ξi(t)ω̇i(t)

ωi(t)
∆
= fi(t, ξ(t))

(31)

Then we consider the following initial value problem:

ξ̇i(t) = fi(t, ξ(t)), ξi(0) ∈ Ωξi ⊂ Rn (32)

where non-empty open set Ωξi is defined as Ωξi = (1,−1).

Remark 5. Given si(0), we can choose the appropriate parameters such that −ωi(0) < si(0) <
ωi(0) ⇒ |ξi(0)| < 1; that is, ξi(0) ∈ Ωξi . Then by studying the components, we can obtain
that the continuous differentiable function fi(t, ξ(t)) is locally Lipschitz on ξi(t). Furthermore,
fi(t, ξ(t)) is locally integrable for each fixed ξi(t) ∈ Ωξi , since ξi(t) is continuous. Therefore, it
can be concluded that Lemma 2 is true and there exists a unique maximum solution.

3.2. Stability Analysis

Firstly, the following Lyapunov function is established:

V(t) =
1
2

εTε (33)

The first derivative of V(t) with respect to time t can be calculated.

V̇(t) = εT ε̇ (34)

Substitute Equation (24) into Equation (34) to obtain:

V̇(t) = εTL
[

P(t)
(

M−1(u + ∆) + H(t) + ϕ
)
− R(ε)ω̇(t)

]
≤

∥∥∥εT
∥∥∥∥L∥[∥P(t)∥(∥H(t)∥+ ∥ϕ∥) + ∥R(ε)∥∥ω̇(t)∥]

+ εTL
[

P(t)
(

M−1(u + ∆)
)] (35)

Considering the control law Equation (28), it is concluded that the following equation
can be derived.

V̇(t) ≤
∥∥∥εT

∥∥∥∥L∥[∥P(t)∥(∥H(t)∥+ ∥ϕ∥) + ∥R(ε)∥∥ω̇(t)∥]

− kεTLP(t)M−1PLε + εTLP(t)M−1∆

≤
∥∥∥εT

∥∥∥∥L∥[∥P(t)∥(∥H(t)∥+ ∥ϕ∥) + ∥R(ε)∥∥ω̇(t)∥]

+
∥∥∥εT

∥∥∥∥L∥∥P(t)∥
∥∥∥M−1

∥∥∥∥∆∥ − kεTLP(t)M−1PLε

(36)

Considering Equation (25) and Remark 5, utilizing the boundedness of the perfor-
mance function ωi(t), it can be concluded that li(t) is also bounded. That is, there exist
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positive constants li,min and li,max such that li,min ≤ li ≤ li,max. Moreover, it can be deduced
that there is a positive constant κ1 such that:

∥L∥ ≤ κ1 (37)

From the boundedness of pi(t), R(εi), and ωi(t), it can be inferred that both ∥P(t)∥
and ∥R(ε)∥∥ω̇(t)∥ are bounded with respect to time t. There exist positive numbers κ2 and
κ3 such that:

∥P(t)∥ ≤ κ2 (38)

∥R(ε)∥∥ω̇(t)∥ ≤ κ3 (39)

According to the joint angular displacement and the boundedness of the desired
tracking signal, it can be concluded that both ei(t) and its derivative ėi(t) are bounded.
By applying Theorem 1 and considering that hi(t) is a linear combination of ẋ2,di

(t) and
ėi(t), we can obtain the boundedness of hi(t). Furthermore, by considering the definition of
Property 2 and the given definition of ϕ(x1, x2), it can be inferred that ϕ(x1, x2) is bounded.
In addition, through the combination of Property 1 and Assumption 1, it can be deduced
that there exist positive constants κ4 and κ5, satisfying the following inequality:

∥H(t)∥+ ∥ϕ(x1, x2)∥ ≤ κ4 (40)∥∥∥M−1
∥∥∥∥∆∥ ≤ κ5 (41)

According to Lemma 1, it can be deduced that there exists a positive constant λ, such
that εTLP(t)M−1PLε ≥ λ∥LPε∥2. Substituting it and Equations (37)–(41) into Equation (36),
we can derive the following result:

V̇(t) ≤ κ∗∥ε∥ − kεTLP(t)M−1PLε

≤ κ∗∥ε∥ − kλ∥LPε∥2 (42)

where κ∗ represents a positive number that satisfies the condition κ∗ = κ1(κ2κ4 + κ3) +

κ1κ2κ5. Furthermore, it is worth noting that ∥LPε∥2 = (LPε)TLPε = εTPTLTLPε; according
to the given definitions of P and L, we can deduce that matrix PTLTLP is positive definite
and symmetric. By utilizing Lemma 1, it is possible to infer the inequality ∥LPε∥2 ≥ z∥ε∥2,
where z denotes a positive constant. Therefore, V̇(t) can be simplified as:

V̇(t) ≤ κ∗∥ε∥ − kλz∥ε∥2

= ∥ε∥(κ∗ − kλz∥ε∥)
(43)

If ∥ε∥ > κ∗
kλz , then V̇(t) < 0. We can further obtain that ∥ε∥ ≤ max

{
|ε(0)|, κ∗

kλz

}
=

∥∥εM
∥∥.

Combined with the conclusions in Remark 2 and [32], we can conclude that the prescribed
performance is achieved under the controller Equation (28) designed in this paper.

4. Simulation Verification

In this section, we have chosen the two-degrees-of-freedom manipulator model uti-
lized in reference [33] as the simulation object for the purpose of validating the proposed
controller Equation (28). The dynamics model is described as follows:
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M =

[
m11 m12
m21 m22

]
, C =

[
c11 c12
c21 c22

]
, G =

[
g1
g2

]
, F =

[
f1
f2

]
m11 = (m1 + m2)l2

1 + m2l2
2 + 2m2l1l2 cos(q2) + J1

m12 = m2l2
2 + m2l1l2 cos(q2)

m21 = m2l2
2 + m2l1l2 cos(q2)

m22 = m2l2
2 + J2

c11 = −m2l1l2 sin(q2)q̇2

c12 = −m2l1l2 sin(q2)(q̇1 + q̇2)

c21 = m2l1l2 sin(q2)q̇1

c22 = 0

g1 = (m1 + m2)l1g cos(q2) + m2l2g cos(q1 + q2)

g2 = m2l2g cos(q1 + q2)

f1 = 0.5sign(q̇1)

f2 = 0.5sign(q̇2)

The parameters of the manipulator model align with the ones chosen in reference [33]:
m1 = 0.5 kg, m2 = 1.5 kg, l1 = 1 m, l2 = 0.8 m, J1 = 5 kg · m, J2 = 5 kg · m, g = 9.8 N/s2. Due
to the inherent uncertainty in parameter estimation during the modeling process, the nominal
values of variables m1 and m2 have been chosen as m10 = 0.5 kg and m20 = 1.5 kg, respec-
tively. Interference selection d = [sin(4t) + 0.5 sin(200πt), cos(4t) + 0.5 sin(200πt)]T. The
initial position and initial speed are selected as q(0) =

[
0.4 0.4

]T and q̇(0) =
[

0 0
]T,

respectively. The expected trajectory is established as qd =
[

0.8 cos t 0.8 sin t
]T. The selec-

tion of design parameters in the controller is as follows: k1 = k2 = 2, Λ1 = Λ2 = 20, Ts = 2s,
ω0,1 = ω0,2 = 1, ωTf ,1 = ωTf ,2 = 0.03, Tω, f 1 = Tω, f 2 = 2s, τ = 0.2.

Consider the following two cases:
Case 1: In this case, to effectively demonstrate the benefits of the proposed scheme, a

comparison is made with the existing traditional PPC (TPPC) [32]. The simulation results
are depicted in Figures 1−4. Analysis of Figures 1−3 demonstrates that the control strategy
proposed in this study effectively guarantees that the tracking error remains within the
prescribed range of the channel. From Figure 2, it can be obtained that compared with TPPC,
the control method proposed in this paper has faster convergence speed, and can make
the system tracking error maintain better performance, and the joint angle tracking effect is
better. The control inputs of the two schemes are shown in Figure 3, and no high frequency
chattering is shown. Figure 4 illustrates the boundedness of ε(t). When the controller structure
is simplistic and the system model is entirely unknown, the proposed controller demonstrates
commendable performance in trajectory tracking. Therefore, the controller in this paper
achieves low complexity control and prescribed performance control.

Case 2: Furthermore, the following sudden disturbances are applied to verify the
effectiveness of the proposed controller in addressing the fragility issues of the PPC. In
order to better illustrate the unique advantages of the proposed scheme, the traditional PPC
(TPPC) in reference [32] is employed as a comparison. Simulation results are displayed
in Figures 5−7. The tracking error is shown in Figure 6. Obviously, the existence of the
shift function can effectively avoid the fragility issues commonly found in traditional PPC
by shifting the error, even in the presence of unknown burst interference. In contrast, the
system encounters significant error fluctuations and approaches the constraint boundary
when subjected to sudden interference in TPPC. As a result, a control singularity arises
around t = 12.8 s, leading to control failure. Therefore, the control strategy utilized in this
paper effectively avoids the inherent fragility problem associated with the existing PPC
and demonstrates better robustness in the presence of unknown disturbances.
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d =

{
[15 sin(4t),−10 cos(4t)]T, 12s ≤ t ≤ 13s
0, else

(44)
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Figure 1. Tracking performance in case 1.
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Figure 5. Position tracking error in case 2.
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5. Conclusions

In this paper, a prescribed performance control method for robot systems with model
uncertainties and unknown disturbances is proposed. This approach not only tackles the
inherent fragility of the current prescribed performance control, but also substantially
decreases the computational complexity of the controller. Aiming at the fragility issues of
existing PPC, when the state of the controlled system experiences fluctuations caused by
external interference, the constrained quantity is shifted by the shift function. Then, the
influence of state fluctuations in the controlled system is mitigated, thereby preventing the
occurrence of control singularities. Based on this, a novel prescribed performance controller
without function approximator is developed. This approach significantly simplifies the
design complexity of the controller. Finally, the efficacy of the proposed method and
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the existing PPC is substantiated through a comparative simulation analysis. Finally, the
efficacy of this method in relation to the current PPC is confirmed through a comparative
simulation analysis. Our next research direction is to extend the proposed approach to
robotic systems with all-state constraints to achieve global performance.
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