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Abstract: Ransomware, which emerged in 1989, has evolved to the present in numerous variants and
new forms. For this reason, serious damage caused by ransomware has occurred not only within our
country but around the world, and, according to the analysis of ransomware trends, ransomware
poses an ongoing and significant threat, with major damage expected to continue to occur in the future.
To address this problem, various approaches to detect ransomware have been explored, with a recent
focus on file entropy estimation methods. These methods exploit the characteristic increase in file
entropy that is caused by ransomware encryption. In response, a method was developed to neutralize
entropy-based ransomware detection technology by manipulating entropy using encoding methods
from the attacker’s perspective. Consequently, from the defender’s standpoint, countermeasures
are essential to minimize the damage caused by ransomware. Therefore, this article proposes a
methodology that utilizes diverse machine learning models such as K-Nearest Neighbors (KNN),
logistic regression, decision tree, random forest, gradient boosting, support vector machine (SVM),
and multi-layer perception (MLP) to detect files infected with ransomware. The experimental results
demonstrate empirically that files infected with ransomware can be detected with approximately 98%
accuracy, and the results of this research are expected to provide valuable information for developing
countermeasures against various ransomware detection technologies.

Keywords: ransomware; information entropy; encoding algorithms; neutralization strategies;
encoding; machine learning

1. Introduction

Ransomware is a combination of the words “ransom” and “ware” and is a type of
malicious code that encrypts files stored in a user terminal and demands a ransom in
exchange for decryption [1]. Since its first appearance recorded by Joseph Pope in 1989,
new and varied ransomware has been constantly emerging [2]. According to the Korea
Internet & Security Agency’s Ransomware Trends Report for the second quarter of 2022,
the number of ransomware programs detected in Korea was 61,582 in April 2022, 6561 in
May, and 26,546 in June, with an average of approximately 40,000 to 60,000 ransomware
programs detected per month [3].

In response, various studies are being conducted to detect and prevent ransomware,
and as a representative study, ransomware detection based on entropy measurement,
where the increase in file entropy serves as an indicator of ransomware, has arisen as a new
method [4]. However, this method detects ransomware based on the increasing entropy
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of files infected with ransomware; thus, it is difficult to detect ransomware if an attacker
manipulates entropy. Attackers use encoding techniques such as base64 to manipulate the
entropy of files in order to neutralize entropy-based ransomware detection methods [5,6].
Consequently, to prevent infections from ongoing ransomware development and minimize
damage caused by it, a response to technologies that neutralize ransomware detection
is essential.

Therefore, this article presents an efficacious ransomware detection technology using
machine learning. The proposed methodology, based on datasets derived from the analysis
of ransomware detection using encoding, verifies whether files infected with ransomware
can be effectively detected, even if a technology—such as an encoding technique that
renders ransomware detection methods inoperative—is applied.

The contributions of this article are as follows.

e In this study, we intensively surveyed entropy measurement-based ransomware detec-
tion mechanisms and organized datasets and environments for experiments to prevent
and minimize damage caused by infection from continuously developing ransomware.

e  Based on the results of an in-depth analysis of existing technologies, various machine
learning models were applied to respond to ransomware detection to verify that
detection is possible even if a technology neutralizing it is applied.

e Comparing and evaluating ransomware detection performance for neutralizing tech-
nology, which is a target of comparison for the proposed scheme, it was found that the
proposed scheme can be used to detect ransomware more effectively.

2. Prior Knowledge and Related Works
2.1. Prior Knowledge
2.1.1. Entropy

The concept of entropy was first introduced by American computer scientist Claude
Shannon, and the term expresses the amount of uncertainty or the degree of unpredictabil-
ity [7]. In the context of computer engineering or information security, this term is mainly
used to describe the expectation of information, also referred to as information entropy.
In other words, information entropy refers to the uniformity of data, and if the data are
uniform, they have high entropy. Conversely, if the data are not uniform and are deviated,
they have relatively low entropy [8-10]. In this case, entropy can range from zero to eight.

2.1.2. Characteristics of Files Based on Ransomware Infection

This section describes the characteristics of files when a system is infected with ran-
somware and files are encrypted by it. First, encryption refers to the process of converting
plaintext into ciphertext, using an encryption algorithm, so that the data cannot be accessed
except by those with secret information related to specific data [11]. Thus, the main pur-
pose of encryption is to ensure that only those who possess the secret key can generate
the ciphertext and the decrypted text. Therefore, when generating a ciphertext, it should
be manufactured in such a way that it is difficult for people who do not own the secret
key to decrypt the ciphertext and infer the plaintext. For this purpose, when designing
an encryption algorithm, it is designed so that all values are distributed with a certain
probability, without repeating or biasing a particular value. In other words, an effective
algorithm is one that generates ciphertext so that all data are distributed at a constant
probability. To sum up, ciphertexts generated by encryption algorithm are characterized by
high entropy [12].

2.1.3. Binary—Text Encoding Techniques

All files on a computer are expressed in binary format, and it is very difficult for
people to understand only binary data. For this reason, a binary—text encoding technique
has emerged which converts binary data into text so that people can identify it [5]. Rep-
resentative binary—text encoding techniques include base32 [13], base64 [13], ascii85 [14],
punycode [15], etc. All encoding techniques basically involve converting the existing binary
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data into text, and, ultimately, all data in the file are converted. In other words, if an
encoding technique is applied to the ciphertext assuming a ransomware infection, the
distribution of data in the file will change, allowing the attacker to manipulate entropy and,
ultimately, neutralize detection methods that measure the entropy of the file. In the end,
the ransomware detection neutralization technology, which is the subject of analysis and
performance evaluation in this article, neutralizes ransomware detection by manipulating
entropy based on these characteristics of binary—text encoding techniques.

2.2. Related Works

In this section, we focus on the neutralization technology of the ransomware detection
method. The technology detects a ransomware-infected file by measuring the entropy of the
file based on the characteristics of the ciphertext, as mentioned in Section 2.1.2. However, if
the binary—text encoding method is applied to the encrypted file, the entropy of that file
can be manipulated, making the detecting method ineffective. Section 2.2.1. presents a
study that neutralized ransomware detection by applying base64 encoding; this previous
study first proposed the possibility of neutralizing ransomware detection. Section 2.2.2.
describes the results of an analysis of the limitations of existing neutralization technology
and introduces a study that proposes an optimal neutralization technology by determining
the optimal encoding method for each file format.

2.2.1. Research on Neutralizing Ransomware Detection Using base64 Encoding Technique

In [5], in order to neutralize ransomware detection technology based on file entropy
measurement, a method was developed to lower the entropy of the ciphertext to resemble
plaintext by binary—text encoding. In this study, base64 encoding was applied after encrypt-
ing files in CSV, TXT, DOC, XLS, PPT, DOCS, XLSX, PPTX, PDEF, and JPG file formats to
nullify ransomware detection. The results confirmed that for all file formats, the entropy
of baset4-encoded files was relatively lower than the entropy of the ciphertext. Conse-
quently, it was proven that if an encoding method such as base64 is applied to files infected
with ransomware, it is possible to neutralize an entropy-measurement-based ransomware
detection method, as shown in Figure 1.
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Figure 1. Result of entropy comparison with plaintext entropy, cryptogram entropy, and base64 encoding.

The figure shows that when this neutralization technique is used, the entropy of the
base64-encoded file is lower than the entropy of the ciphertext. However, the entropy of
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the base64-encoded file may be lower or higher than the entropy of the plaintext. This
characteristic appears as a limitation that serves as the clue for recognizing that the attacker
applied an encoding technique to neutralize ransomware detection from the defender’s
perspective. Ultimately, the technique is to neutralize ransomware detection using base64
encoding results in the entropy of the base64-encoded file lower than the entropy of the
ciphertext from the attacker’s perspective, whereas this technique has the flaw of providing
a hint for neutralization attempts, due to this characteristic of the entropy of base64-encoded
files being lower or higher than the entropy of plaintext. Moreover, although the entropy of
the base64-encoded file is lower than the entropy of the ciphertext, it has a value between
the entropy values of the plaintext and the ciphertext; consequently, there is also a drawback
whereby the defender can clearly identify the encoded file and detecting ransomware.

2.2.2. Research on Neutralizing Ransomware Detection Using Optimal Encoding Methods
for Each File Format

As mentioned in Section 2.2.1, neutralization technology using base64 encoding is used
when the defender knows the entropy of plaintext files or knows the average value, and the
entropy of specific files is higher or lower than their value. By identifying unusual features,
this technology can identify attackers’ attempts to neutralize ransomware detection. There-
fore, in [6], to overcome the limitations of this previous study, a method was proposed to
manipulate entropy more precisely using base32, ascii85, and URL encoding techniques,
including base64. In order to verify the proposed method, an encoding technique closest
to the entropy of the plaintext for each file format was selected, through experiments, to
prevent the defender from identifying encoded files, and the optimal encoding method for
each file format was derived. As a result of comparing the performance with Section 2.2.1
based on the derived results, if a file with an entropy difference from the plaintext entropy
of 1.0 or more is detected as a ransomware-infected file, the performance in the CSV file
format was improved by 84%.

3. Approaches to Ransomware Detection Using Machine Learning
3.1. System Configuration for Ransomware Detection
This section describes the configuration of the ransomware detection system apply-

ing the method proposed in this article, and the overall system configuration is shown
in Figure 2.
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Figure 2. Comprehensive system configuration for ransomware detection.
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The system for detecting ransomware consists of a total of six steps: “1. Data Collection,
2. Feature Definition, 3. Data Preprocessing, 4. Dataset Configuration, 5. Learning, and 6.
Classification”, and each step is explained in detail in the following sections.

3.1.1. Data Collection Stage

Firstly, data, such as plaintext, base64-encoded files, cryptographic files, and system
files based on the same dataset as the previous study, are collected. This is intended to
compare and evaluate performance with the ransomware neutralization study, which is
a previous study. Additionally, to assume that the actual running system was infected
with ransomware, Windows operating system files were included and collected as data. In
previous research, datasets were built based on GovDocs1 data [5,6,16]. The data consisted
of various types of files, including csv, doc, docx, pdf, jpg, txt, xIs, and xlsx files. In
this article, data were collected similarly to previous studies. Finally, the dataset was
constructed based on the data collected at this stage.

3.1.2. Feature Extraction Stage

In the feature extraction step, features from data collected in Section 3.1.1 are extracted
to be used as learning elements for data analysis and machine learning. The file scanning
tool Exiftool (https://exiftool.org/) was used [17] to collect metadata from files, such as
file creation, modification and access time, file size, and file type, which were defined as
characteristics. In addition, in order to derive data on characteristics of entropy, which
is the core information of the ransomware detection method proposed in this article, we
analyzed entropy distribution according to the file format and number of files, targeting
the plain text assumed as the original file, the cipher text assumed as the file infected
with the ransomware, and the encoded file assumed as the file with entropy manipulated
by the attacker to neutralize the ransomware detection technology. Figure 3 shows the
obtained results.
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- encoding(base64) - encoding(best)
- best encoding DLL - plaintext
- plaintext
0 T T T T
1 200 400 600 80
9
: - ciphertext
+ ciphertext 74 TN T .| - encoding(base64)
- encoding(base64) JPEG S - best encoding
- best encoding 6 - plaintext
- plaintext
G 5 T T T T
1 100 200 300 400 L K00 200 (S0 <€

Figure 3. Entropy distribution based on file format and number of files.

The figure shows the entropy distribution of plaintext, ciphertext, base64 encoding,
and optimal encoded files for CSV, DLL, DOC, and JPEG file formats. It was found that
the ciphertext, which was considered to be a ransomware-infected file, had an entropy
distribution close to eight in all file formats, while the plaintext considered to be the
original file and the encoded file considered to be a manipulated file had different entropy
distributions depending on the file format. Based on the results of this analysis, it was
concluded that if entropy was defined as a learning characteristic, plain text, cipher text,
and encoded files could be effectively classified. File creation, modification and access
time, file size, and file type, including its entropy, were defined as features. Next, a new
model which classifies ransomware-infected files through additional information other
than entropy, was built.


https://exiftool.org/

Electronics 2024, 13, 1030

6 of 19

Finally, a binary label was defined to classify each file. Ransomware-infected files,
including files with encoding techniques, were defined as “0”, while operating system files
and general user files not infected by ransomware were defined as “1”. The ransomware
detection performance was assessed based on the final classification results.

3.1.3. Data Preprocessing Stage

In the data preprocessing step, data corresponding to the features defined in Step
2 are normalized to match the ranges of input data for the machine learning model and
to improve classification performance. Among the features defined for learning in the
proposed plan, entropy, file creation, modification and access time, file size, date, and file
type are in text format. The file size appears to be significantly different from other data,
which is likely to hinder machine learning classification performance [18]. Accordingly,
the date data were converted to a serial number that can be recognized as a date using the
DataValue() function. However, compared to entropy, which has a maximum value of eight,
the file size feature varies greatly depending on the file; thus, data preprocessing through
normalization is required. In order to meet these demands, the file size was converted
into bytes and normalized by dividing it by 1,000,000. Like date data, file type features are
basically composed of strings; as a result, normalization is required to train the data. To
satisfy this requirement, the file type was converted from a string to an integer by assigning
a zero-based number to each file type.

As a result of evaluating the performance of model learning according to data pre-
processing, when the data were preprocessed through normalization, the performance
improved by about 30%, on average. Through these results, we found that data prepro-
cessing improves the learning performance of machine learning models. Therefore, data
preprocessing must be applied for effective model learning, so the proposed method also
normalizes the data based on the preprocessing process described above.

3.1.4. The Dataset Composition Stage

In this step, to compare and evaluate performance with ransomware detection and
neutralization research as described in Section 2, datasets were configured, based on
plaintext, base64 encoding, optimal encoding, and system files, with the following features
defined: entropy; file creation, modification and access times, file size, and file type. The
final dataset for learning and classifying the machine learning model was constructed by
extending data characterization. In order to determine the model with the most effective
performance in the dataset configuration process and prevent overfitting or underfitting,
the training data and verification data were configured in a certain proportion. For more
objective learning, experiments were conducted, including the process of randomly mixing
data for each training. The datasets constructed in this article are shown in Table 1.

Table 1. Construction of datasets for experiments.

Total Number Number of Files Number of

Dataset Data Composition of Files Infected with Plaintext Files Ratio
Ransomware
1 Plaintext, ciphertext 14,364 6983 7381 49:5.1
2 Plaintext, ciphertext, base6d, 27,242 20,161 7081 7525
optimal encoding
3 Plaintext, base6d, optimal 37,042 20,161 17,081 55145
encoding, ciphertext, system file

4 Plaintext, ciphertext, system file 24,634 6983 17,381 3:7
5 Plaintext, base64, system file 24,292 7146 17,146 3:7
6 Plaintext, optimal encoding, 22,868 5722 17,146 2575

system file
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3.1.5. Learning Stage

In the learning step, each dataset is trained using a machine learning model to detect a
ransomware-infected file based on six configured datasets. In this article, several models,
such as K-Nearest Neighbors (KNN) [19], logistic regression [20], decision tree [21], random
forest [22], gradient boosting [23], support vector machine (SVM) [23], and multi-layer
perception (MLP) [24], are used to select the most efficient ransomware detecting machine
learning model.

3.1.6. Classification Stage

The classification step evaluates the classification performance of ransomware-infected
files based on the result of learning each dataset. In order to evaluate the results, account,
precision, recall, F1-score, and AUC are used as indicators for each machine learning model.

3.2. Feature Extraction and Definition

In order to teach the machine learning model, which is a key technology for ran-
somware detection using machine learning proposed in this article, the process of extracting
learning features, which greatly affect performance, should first be carried out. Therefore,
this section describes the file scanning tools used for feature extraction. It also specifies the
purpose defined by detailed explanations and features of entropy; file creation, modification
and access time, file size, and file type defined in Section 3.1.2.

3.2.1. Feature Extraction Technique

Here, we describe the file scanning tool used in this article to extract features. The
file scanning tool was developed to detect malicious codes attached to mail, overcoming
the limitations of the network IDS (Intrusion Detection System), and is mainly used to
quickly detect malicious files [25]. In this article, to prevent and minimize damage caused
by ransomware, a technique is required to quickly extract features included in the metadata,
and file scanning tools meet these requirements. To validate the suitability of the file
scanning tool, a verification environment was configured by varying the number of files for
sample files, and the performance and speed were analyzed for representative open-source
file scanning tools such as LaikaBOSS [26], FSF [27], Strelka [28], and Exiftool [17]. The
results are presented in Table 2.

Table 2. Performance evaluation results for file scanning scan speed.

Number of files
File Scanning Tool
10 20 30 50 80 100
Laika BOSS 1s 3s 4s 8s 12s 15s
FSF 11s 38s 42s 75s 126 s 157 s
Strelka 5s 38s 64s 176 s 230s 251s
Exiftool 0.18 s 02s 0.23s 0.3s 0.35s 04s

Blue emphasis: best performance results.

As shown as the file scan speed evaluation results, based on 100 sample files, the speed
of Laika BOSS was 15 s, FSF’s speed was 157 s, Strelka’s was 251 s, and Exiftool’s was 0.4 s.
Compared to Strelka, which has the slowest scan rate, the efficiency increases by about
627 times using Exiftool. However, this verification showed that there are limitations in
assessing the performance of the file scanning tool based on only 100 sample files because
many files are stored in a system that is actually infected with ransomware. Therefore, to
compare performance in a real-world environment, the performance of 100,000 system files
and user files stored in the Ubuntu 20.04.4 operating system, rather than sample files, was
evaluated. To appraise the performance, Exiftool and the Laika BOSS tool, which had the
best performance in the previous experiment, were used. A total of 232,189 system files
and 100,000 user files of the Ubuntu operating system were included, and, as a result, Laika
BOSS took about 30 min and 23 s, and Exiftool took about 9 min and 47 s. Compared to
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Laika BOSS, Exiftool achieves scanning file results approximately three times faster. Based
on these results, Exiftool was selected as the file scanning tool for feature extraction.

3.2.2. Entropy Feature

As described in Section 3.1.2, entropy, which is the basic information of the plan
proposed in this article, was defined as the main feature. Entropy consists of values from
zero to eight, and was extracted through a source code that measures the uniformity of
the data stored in the file [29]. By analyzing the entropy distribution results for plain text,
cipher text, and encoded files, it was found that the entropy distribution was different for
each file type. Based on this characteristic, if entropy is defined as a feature, it is speculated
that ransomware-infected files can be classified.

3.2.3. Date Data (Modification, Access, Creation Time) Feature

Date data include file modification time, access time, and creation time among meta-
data extracted using Exiftool and are typically expressed as MAC (modify, access, create)
data. Ransomware usually encrypts the majority of user files, except for system files; thus,
if a system is infected with ransomware, the modification time and access time change.
According to this characteristic, if the MAC information of normal files is compared and
analyzed with the distribution of MAC information of files infected with ransomware,
classifying files infected with ransomware is considered possible.

However, machine learning models used in the proposed scheme learn data via
numerical information such as entropy; this produces a limitation: date data composed
of strings cannot be used. To overcome this problem, data are preprocessed through a
normalization process that converts date data composed of strings into numeric data using
the DataValue () function, as mentioned in Section 3.1.3.

3.2.4. File Size Feature

Like date data, file size data are extracted through Exiftool. As mentioned above, most
ransomware does not encrypt system files but encrypts user files. In general, the size of the
system file is often relatively smaller than the size of the user file, and most user files are
document files such as txt, doc, xls, and pdf; therefore, it is estimated that the file size can
be generalized. Accordingly, if the file size is defined as a feature, it is considered possible
to classity files infected with ransomware.

3.2.5. File Type Feature

The file type is the last feature of ransomware classification. It is extracted using the
same Exiftool used for date data and file size data, and serves to distinguish the type of
file; thus, it is generally referred to as a file type or file extension. Since the ultimate goal of
the plan proposed in this article is to address the technology that prevents ransomware
detection through entropy measurement, it aims to detect files infected with ransomware
using a machine learning model. In other words, even if an attacker manipulates the
entropy of a file infected with ransomware by applying an encoding method, the file is
already infected with ransomware and should be classified as ransomware. Therefore,
when an encoding method for neutralization is applied, the file type is defined as a feature
for a more sophisticated ransomware classification in order to generalize the entropy
criterion (threshold) that varies depending on the file type.

Many ransomware programs have the feature of maintaining the file type representing
the information of the original file in the file name to seamlessly decode the encrypted file
when the user pays for it [8]. Due to these characteristics, even if a file is infected with
ransomware, the file type can be determined; therefore, it is believed that it is possible to
learn a model using the file type characteristics and detect a file infected with ransomware.
Therefore, to confirm whether a given file type can be exploited as a feature, the results
of infection with the actual WannaCry ransomware for xls, pdf, and doc files are shown
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in Figure 4. We assume that our target ransomware is one that preserves the original file
extension, such as WannaCry ransomware.

999013 .xIs. WNCRY 999014.x1s. WNCRY 999015 .xIs. WNCRY 999016.xIs. WNCRY 999017 xIs. WNCRY

999065.pdf WNCRY  999066.pdf WNCRY  999067.pdf WNCRY  999068.pdf WNCRY 999074 .xIs. WNCRY

999185.doc. WNCRY  999186.doc WNCRY  999187.doc WNCRY  999189.doc. WNCRY  999190.doc. WNCRY
Figure 4. An example of a file infected with WannaCry ransomware.

3.3. Experimental Design and Validation According to the Dataset

This section presents the entire experimental configuration for generating a machine
learning-based ransomware classification model with optimal performance based on the
features defined in Section 3.1.2 and the dataset obtained in Section 3.1.4. First, in order to
derive the optimal dataset for efficient training of a machine learning model, validation
data and verification of each dataset and their results are described.

3.3.1. Experimental Configuration

Here, the experimental configuration is described to obtain a classification model with
optimal performance based on the features and datasets defined in this article. The defined
features consist of a total of four features: entropy, date data (modification, access, and
creation time), file size, and file type. To compare and evaluate the performance of each
feature based on the four features, the optimal features are derived by classifying them into
a total of three features. Of all the defined characteristics, entropy is the most important
feature of the proposed method; thus, it is considered in all experiments.

The first classification of features consisted of entropy and file type; the second classi-
fication consisted of entropy, file type, and file size; and the third classification consisted
of entropy, file type, file size, and date data. Using a dataset of six based on three classifi-
cations, as shown in Table 3, an experiment was conducted to enable the comparison of a
total of 18 features and dataset composition.

Table 3. Experimental design based on the derived 19 features and datasets.

Exp. Features Dataset
1. Plaintext, ciphertext
2. Plaintext, ciphertext, base64, optimal encoding
1 Entropy, file type 3. Plaintext, base64, optimal encoding, ciphertext, system file

4. Plaintext, ciphertext, system file
5. Plaintext, base64, system file
6. plaintext, optimal encoding, system file
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Table 3. Cont.

Exp. Features Dataset
1. Plaintext, ciphertext
2. Plaintext, ciphertext, base64, optimal encoding
. o 3. Plaintext, base64, optimal encoding, ciphertext, system file
2 Entropy, file type, file size . e A g, cp s
4. Plaintext, ciphertext, system file
5. Plaintext, base64, system file
6. plaintext, optimal encoding, system file
1. Plaintext, ciphertext
2. Plaintext, ciphertext, base64, optimal encoding
3 Entropy, file type, file size, 3. Plaintext, base64, optimal encoding, ciphertext, system file
date data 4. Plaintext, ciphertext, system file
5. Plaintext, base64, system file
6. plaintext, optimal encoding, system file
3.3.2. Dataset Feature and Validation
In this article, a dataset was constructed using scikit-learn, a representative machine
learning library, to efficiently learn data classification models and classify them into training
datasets, verification datasets, and training test sets. In machine learning, dataset verifica-
tion is essentially required to prevent overfitting and underfitting of the generated dataset.
Therefore, each classified dataset was verified based on each score for the learning dataset,
verification dataset, and test dataset. The verification results are shown in Figures 5 and 6.
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Figure 5. Validation results for Datasets 1 through 3.
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Figure 6. Validation results for Datasets 4 through 6.

Observing Figures 5 and 6, based on the six datasets we constructed and the three
feature classifications defined in Section 3.3.1, the training data score, verification data
score, and test data score for each machine learning model for 18 features and datasets are
shown. The machine learning models used to verify the dataset are, in order, MLP, gradient
boosting, random forest, decision tree, logistic regression, KNN, and SVM, and colors are
expressed differently to classify performance by model.

Specifically, Dataset 1 demonstrated the lowest logistic regression model test score
across all feature classifications compared to other models, and most of the remaining
learning models showed similar overall performance. Dataset 2 showed the highest score
in the 2-3 experiment in most models. Compared to all feature classifications, the sec-
ond feature classification showed the lowest performance, and, in particular, the logistic
regression showed the lowest. As for Dataset 3, the 3-3 experiment showed the highest
performance, while the second feature classification showed the lowest performance. Lo-
gistic regression showed the lowest performance. Dataset 4 showed high performance
in most models in experiment 4-3 compared to all feature classifications. On the other
hand, the second feature classification showed the lowest performance, especially MLP and
logistic regression. Dataset 5 showed the highest performance in most models compared to
all feature classifications, while experiments 5-1 and 5-2 showed the lowest performance
of logistic regression, at about 70% compared to all datasets. Finally, compared to all
feature classifications, experiment 6-3 showed the highest performance on Dataset 6, while
experiments 6-1 and 6-2 showed relatively low logistic regression.

To summarize the results, Dataset 1, Dataset 2, and Dataset 4 showed relatively high
performance in most models. Putting together the results of the three feature classifications,
it was found that for most datasets, the performance for the third feature classification,
which included all features such as entropy, date data, file size, and file type was the highest.
Although the performance varied slightly by dataset and feature classification, all datasets
are considered suitable for machine learning for ransomware classification, except for the
lowest-performing logistic regression model.
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3.4. Optimal Parameters Derived According to the Model

In this article, to evaluate the performance of the machine learning model, hyper-
parameters for optimal machine learning were set based on a total of 18 experiments.
If hyperparameters are described for each machine learning model, the KNN model is
the number of neighbors (n_neighbors) to search, the logistic regression model is the
C(class_weight) value, the decision tree is the maximum depth (max_step) value, the ran-
dom forest is the number of decision trees (n_estimators) to generate, the GradientBoosting
model is the maximum depth (max_step) value and learning rate (learning_rate), the MLP
model is the maximum number of repetitions (max_iter) and alpha values, and the SVM
model is the C(cost) value. To generate a learning model with optimal performance, the
most efficient hyperparameter was derived by repeatedly substituting and applying the
parameters of a certain section for each model, and the hyperparameters for the derived
Dataset 1 are shown in Table 4.

Table 4. Optimal hyperparameters derived based on Dataset 1.

Dataset Model Hyper Parameters
KNN n_neighbors: 8
LogisticRegression C: 0.01, penalty: 12
DecisionTree max_depth: 7
DATASET 1-1 RandomForest n_estimators: 2
GradientBoosting max_depth: 1, learning_rate: 1
MLP max_iter: 00, alpha: 0.0001
SVM C:1
KNN n_neighbors: 10
LogisticRegression C: 0.01, penalty: 12
DecisionTree max_depth: 9
DATASET 1-2 RandomForest n_estimators: 12
GradientBoosting max_depth:8, learning_rate: 0.001
MLP max_iter: 10, alpha: 1 x 107>
SVM C’: 1,000,000
KNN n_neighbors: 2
LogisticRegression C: 0.01, penalty: 12
DecisionTree max_depth: 4
DATASET 1-3 RandomForest n_estimators: 2
GradientBoosting max_depth: 1, learning_rate: 0.1
MLP max_iter: 10, alpha: 0.0001
SVM C’: 1,000,000

The table shows the hyperparameter values obtained from Dataset 1. It was found that
the optimal hyperparameter values were derived differently depending on the machine
learning model and the characteristics of the dataset. In this article, optimal hyperparam-
eters were derived for the entire dataset, including Dataset 1, and the performance was
evaluated by applying the derived parameters to each model.

4. Experimental Results

This chapter describes the experimental performance results of ransomware detection
using a machine learning model trained on the features defined in this article and the dataset
constructed in this article for the proposed machine learning-based ransomware detection.
To evaluate the performance from various perspectives, performance rating by machine
learning models, performance rating by characteristics, and performance by datasets are
evaluated and the results are described. In addition, the comparison and performance
evaluation results of the proposed method are described to compare the accuracy of
ransomware detection with the previous study, “Research on neutralizing ransomware
detection using base64 encoding technique”, which is the target of performance comparison
in this article.
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4.1. Experimental Results of Ransomware Detection Using the Proposed Method

As described above, this section presents the experimental results of the proposed
machine learning-based ransomware detection techniques. Specifically, to explain the
performance indicators used in performance evaluation and to compare and analyze
performance according to the features defined in this article, we describe the performance
evaluation results according to the features. Finally, considering the data characteristics in a
detection situation after the system is actually infected with ransomware, the performance
evaluation results according to the configured datasets are described for the purpose of
deploying a ransomware classification model with the optimal detection rate for each
dataset depending on the situation.

4.1.1. Performance Evaluation Metrics Using Machine Learning Models

The models used for machine learning of the proposed method are KNN, logistic
regression, decision tree, random forest, gradient boosting, SVM, and MLP. In this section,
to evaluate the ransomware detection performance according to each model, a confusion
matrix was used to evaluate the model performance, and the classification performance
according to the machine learning model was evaluated based on accuracy, precision, recall,
F1-score, and AUC [25]. Table 5 shows the confusion matrix for evaluating the proposed
classification model.

Table 5. Confusion matrix for evaluating the classification model.

Classification Description

Applies encryption and accurately classifies files
infected with ransomware

True negative (TN) Accurate classification of plain text and system files

Incorrect classification of plain-text and system files
as ransomware-infected files

Incorrect classification of encoded ransomware files
as plaintext and system files

True positive (TP)

False positive (FP)

False negative (FN)

As mentioned above, this article uses performance indicators such as accuracy, preci-
sion, recall, F1-score, and AUC to evaluate classification performance. Accuracy is provided
by Equation (1) and refers to the percentage of correct classification of true and false in the
total data. Precision is provided by Equation (2) and refers to the ratio of files infected with
ransomware among those classified as infected with ransomware. The reproduction rate
is expressed as Equation (3) and refers to the ratio of files classified as infected with ran-
somware according to the classification model to files actually infected with ransomware.
The F1-score is expressed as Equation (4) and is the harmonic mean of precision and recall.
Finally, AUC is the area value under the ROC (receivers operating characteristic) curve,
and the closer it is to one, the better the classification model.

A B TP + TN 1)
CHAY = TP Y TN + FP + FN
.. TP
Precision = TP+ FD T FDP )
TP
Recall = ————
AT TP N ®)
F1 — score — 2 x Precision x Recall @

Precision + Recall

4.1.2. Performance Evaluation Results by Feature

This section describes the performance evaluation results of three experiments con-
structed based on the four defined characteristics. In each experiment (Exp 1-3), the
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classification performance was evaluated based on a dataset configured according to four
characteristics. Based on the evaluation result, features with optimal performance can be
derived. To evaluate the performance, accuracy, precision, recall, F1-score, and AUC were
compared and evaluated for six datasets. The performance evaluation results for each
experiment are shown in Figure 7 (Datasets 1-3) and Figure 8 (Datasets 4-6).

Dataset 3

Dataset 2

Dataset 1

o
0.98- - ]
Accuracy e —— :
; 0.96: ; 0.94:
0.92: a
ey & < & 3 ey & & X
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.
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e
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Figure 7. Performance evaluation results for each feature (Datasets 1-3).

According to the performance evaluation results by characteristics, Experiment 3
showed the highest performance in Dataset 1 in most models, whereas the logistic re-
gression model showed the lowest performance in all performance indicators except the
reproduction rate. In Dataset 2, Experiment 3 showed the highest performance in all models,
whereas the logistic regression model showed the lowest performance in all performance
indicators except precision. However, in Experiment 3, which showed the highest perfor-
mance, the logistic regression model also showed relatively high performance. Regarding
Dataset 3, Experiment 3 showed the highest performance in most models, whereas the logis-
tic regression model showed the lowest performance in all performance indicators except
precision. However, similar to Dataset 2, in Experiment 3, which showed the highest per-
formance, the logistic regression model also showed relatively high performance. Dataset
4 showed the highest performance in Experiment 3 in most models, whereas the MLP
and logistic regression models showed the lowest performance in performance indicators,
excluding AUC and precision. In Dataset 5, Experiment 3 showed the highest performance
in most models, while the logistic regression model showed the lowest performance in
most performance indicators. In particular, the reproduction rate of the logistic regression
model decreased sharply in Experiment 3 compared to Experiments 1 and 2. Finally, in
Dataset 6, Experiment 3 showed the highest performance in most models, whereas the
logistic regression model showed the lowest performance in all performance indicators
except recall. In particular, the reproduction rate of the logistic regression was significantly
lower in Experiment 3 than in Experiments 1 and 2.
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Figure 8. Performance evaluation results for each feature (Datasets 4-6).

By collating the experimental results in detail, it was found that Experiment 3 showed
the highest performance in most learning models and performance indicators, followed
by Experiment 2 and Experiment 1. This result is a feature of ransomware classification
using machine learning proposed in this article, and when the defined features are entropy,
file type, file size, and date data, it achieves the highest performance. Moreover, it is more
important to define file size together rather than simply entropy and file type characteristics.

4.1.3. Performance Evaluation Results Based on the Dataset

This section, similar to Section 4.1.2, describes the performance evaluation results for
each dataset, not the performance evaluation for the features. To evaluate the performance
based on the dataset, in each experiment (Exp 1-3), the entire dataset (Datasets 1-6) was
tested, and, as shown in Figure 9, the performance in terms of accuracy, precision, recall,
Fl-score, and AUC was derived.

According to the experimental results, Experiment 1 showed the highest performance
in Dataset 4 and Dataset 5, while the logistic regression model showed the lowest perfor-
mance, on average, in all performance indicators. Logistic regression showed a sharp drop
in performance in Dataset 5 and Dataset 6 in all performance indicators. In Experiment 2,
most models showed the highest performance in Dataset 4 and Dataset 5, while the logistic
regression model showed the lowest performance, on average, across all performance
indicators. The performance of Dataset 5 in precision was found to be approximately 20%
lower compared to the other datasets. Finally, in Experiment 3, most models performed
better on average than other datasets in Dataset 5, whereas the MLP model performed the
lowest of all performance indicators in Dataset 4.

To summarize the experimental results, Experiments 1 and 2 showed the best perfor-
mance in Datasets 4 and 5, and Experiment 3 showed the best performance in Dataset 5.
These results were found to have relatively high performance compared to other datasets
when plain text, cryptogram, and system files are used as datasets (Dataset 4) or when
plain-text, base64 encoding, and system files are used as datasets (Dataset 5). However,
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Accuracy  (*

except in certain cases where performance decreases rapidly, the performance indicators
across all datasets are rated as excellent, on average, and it is believed that a more effi-
cient classification model will be created if it is used to learn ransomware classification
using the appropriate dataset for the user’s system situation. In other words, the machine
learning-based ransomware detection method proposed in this article shows that most
machine learning models detect ransomware-infected files with very high accuracy by
evaluating the ransomware detection performance based on various datasets. In addition,
ransomware detection is expected to be more effective if a machine learning model that
ensures optimal performance for each dataset is seamlessly applied considering the data

available when actual ransomware is detected.
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Figure 9. Performance evaluation results based on the dataset.

4.2. Performance Comparison Result with Ransomware Neutralization Technigues

In this article, we describe the effects of comparing the results of a previous study
on the poor performance of ransomware detection technology based on the file entropy
measurement detection method with the machine learning-based ransomware detection
method proposed in this article. In the neutralization technology study, neutralization
accuracy was obtained by calculating the difference between entropy and plain-text entropy
when encoding techniques were applied to neutralization detection methods for various
file formats. In other words, if the difference between the entropy of the plain text and the
entropy after encoding is equal to or less than the set threshold, it means that it is possible

to neutralize the ransomware detection method based on file entropy measurement.

In addition, in the previous studies that are the subject of performance comparison,
the entropy thresholds were set to 1.0, 1.5, and 2.0, and in this study, the neutralization
accuracy for each file format was derived according to the same threshold. However,
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since the performance was compared based on the ransomware detection accuracy, the
performance was compared by converting the neutralization accuracy derived from the
study into detection accuracy. In addition, since the method proposed in this article does
not determine the ransomware detection accuracy by file format, it was compared with the
average detection accuracy by file format for performance comparison and evaluation, and
the results are shown in Table 6.

Table 6. Comparison of ransomware detection accuracy between the proposed approach and prior
research on neutralization techniques.

1.0 1.5 2.0

File Format : : ; Proposed
base64 Optimal base64 Optimal base64 Optimal Method
Encoding Encoding Encoding

csv 90% 6% 34% 0% 19% 0%
TXT 93% 12% 67% 2% 57% 0%
DLL 34% 34% 25% 25% 15% 15%
SYS 23% 32% 20% 21% 1% 2%
DOC 76% 52% 59% 40% 36% 24%
DOCX 100% 81% 72% 25% 0% 0%
PDF 88% 100% 75% 97% 0% 94%
PPT 79% 79% 53% 53% 7% 7%

PPTX 97% 97% 97% 72% 0% 0% 98%
XLS 82% 31% 64% 19% 39% 7%
XLSX 84% 68% 59% 30% 0% 0%
HTML 20% 1% 4% 0% 1% 0%
C 16% 0% 1% 0% 0% 0%
CPP 40% 2% 6% 2% 2% 0%
JPEG 98% 92% 91% 66% 0% 0%
ZIP 100% 100% 100% 100% 80% 20%
Average 70% 49% 52% 35% 16% 11%

In the table, the average ransomware detection accuracy and detection accuracy of the
proposed method are shown for the proposed method and previous studies on ransomware
neutralization research. For previous studies, the main goal was to prevent detection rather
than detect ransomware; thus, as mentioned above, the average ransomware detection
accuracy of previous studies (by file format) was derived by conversion.

As a result of the performance evaluation, it can be observed that when the entropy
threshold is 1.0, the base64 study has an average accuracy of 70%, and the optimal encoding
study has an accuracy of 49%. When the threshold is 1.5, the base64 study has an average
accuracy of 52%, and the optimal encoding study has an accuracy of 35%. Finally, when
the threshold is 2.0, the base64 study has an average accuracy of 16%, and the optimal
encoding study has an accuracy of 11%. On the other hand, the average accuracy of all
machine learning models of all metrics datasets proposed in this article was 98%.

To summarize the results, previous studies that applied the neutralizing method
showed that the lower the entropy threshold, the higher the ransomware detection accuracy,
and for all thresholds, the base64 encoding study had relatively higher accuracy than the
optimal encoding study. The higher the entropy threshold, the greater the probability
of neutralizing ransomware detection from the attacker’s point of view, and the optimal
encoding method neutralizes it more effectively than base64 encoding. Therefore, the lower
the entropy threshold (when base64 encoding is used), the higher the ransomware detection
accuracy. Despite these results, it has been demonstrated that ransomware can be detected
with a very high probability if the machine learning model proposed in this article is used.

5. Conclusions

To prevent the massive damage caused by the constant pre-emptive development
of new and variant ransomware, this article proposed a way to effectively respond to
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neutralization technology by analyzing prior studies that evaded ransomware detection
methods based on file entropy measurement. To demonstrate the proposed method, a
ransomware detection system was constructed in response to technology that neutralizes
ransomware detection, and the detection system consists of “1. Data Collection, 2. Feature
Definition, 3. Data Preprocessing, 4. Dataset Configuration, 5. Learning, and 6. Classifi-
cation”. In addition, by applying various machine learning models such as KNN, logical
regression, decision tree, random forest, gradient boosting, SVM, and MLP, the detection
system is expected to be able to respond more effectively to neutralizing ransomware
detection technologies.

As a result of evaluating the ransomware detection performance of the proposed
method, the average accuracy for six datasets was found to be approximately 98%, which
means that files applying neutralizing technology or infected with ransomware were
detected with a very high probability. In addition, a comparison of the ransomware detec-
tion accuracy of the proposed method with existing neutralization technologies showed
that when the entropy threshold was 1.5, the efficiency was 46% higher than that in the
base64 study.

In conclusion, it is believed that using the machine learning-based ransomware de-
tection method proposed in this article will allow for the quick detection of ransomware-
infected files, provide guidance for quick remediation through preliminary investigation,
and provide results regarding prior research to determine ways to respond to additional
neutralization technologies explored from attackers’ perspectives.
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