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Abstract: A device’s intrinsic security fingerprint, representing its physical characteristics, serves
as a unique identifier for user devices and is highly regarded in the realms of device security and
identity recognition. However, fluctuations in the environmental noise can introduce variations
in the physical features of the device. To address this issue, this paper proposes an innovative
method to enable the device’s intrinsic security fingerprint to adapt to environmental changes,
aiming to improve the accuracy of the device’s intrinsic security fingerprint recognition in real-world
physical environments. This paper initiates continuous data collection of device features in authentic
noisy environments, recording the temporal changes in the device’s physical characteristics. The
problem of unstable physical features is framed as a restricted statistical learning problem with a
localized information structure. This paper employs an aggregated hypergraph neural network
architecture to process the temporally changing physical features. This allows the system to acquire
aggregated local state information from the interactive influences of adjacent sequential signals,
forming an adaptive environment-enhanced device intrinsic security fingerprint recognition model.
The proposed method enhances the accuracy and reliability of device intrinsic security fingerprint
recognition in outdoor environments, thereby strengthening the overall security of terminal devices.
Experimental results indicate that the method achieves a recognition accuracy of 98% in continuously
changing environmental conditions, representing a crucial step in reinforcing the security of Internet
of Things (IoT) devices when confronted with real-world challenges.

Keywords: intrinsic security; device fingerprint; identity authentication; internet of things

1. Introduction

With the rapid development of the Internet of Things (IoT), the widespread application
of various IoT devices has become an indispensable part of our daily lives. These devices
play crucial roles in diverse fields, including industrial automation, smart homes, energy
management, and many other application domains [1]. However, the data carried by these
devices may include critical information related to device operations, control, and the
privacy of users. Therefore, ensuring the security and authentication of these devices has
become paramount.

The current realm of the IoT confronts primary security challenges that include the
protection of data privacy, device authentication, and the defense against network at-
tacks [2]. In recent years, the field of IoT security has witnessed significant advancements,
encompassing the development of cutting-edge security protocols, encryption technologies,
and intrusion detection systems [3–5].

Device intrinsic security fingerprint recognition, as an authentication method, has
garnered considerable attention in the security domain. It relies on the unique hardware
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features of a device to authenticate users or devices. In comparison to traditional authen-
tication methods, device intrinsic security fingerprint recognition utilizes the physical
characteristics of a device, such as physical processor features and sensor performance
parameters, to uniquely identify the device, providing a higher level of security for IoT
terminals [6].

This method maximizes the use of hardware parameters, exploiting small variations
present during the device production process and making the physical characteristics of
each device unique. Consequently, device intrinsic security fingerprint recognition ensures
the uniqueness of device identity, making it resistant to traditional security risks such
as password leaks and identity spoofing attacks. By relying on physical characteristics,
this technology provides more reliable and secure identity authentication for users and
devices, offering an additional layer of protection for IoT terminals and enhancing the
overall security of the system.

Despite its significant potential, device intrinsic security fingerprint recognition faces
challenges, particularly in dynamic outdoor environments where factors such as dynamic
physical conditions, noise, lighting variations, temperature changes, and other constantly
changing elements may impact the accuracy and reliability of device intrinsic fingerprints.
To overcome these challenges, an innovative approach is needed to address dynamic
environmental changes and enhance the performance of device intrinsic security fingerprint
recognition systems.

To address these issues and improve the accuracy and reliability of device intrinsic
security fingerprint recognition in dynamic environments, this paper presents a novel
method in the realm of IoT terminal device security and identity authentication. This
method adapts to environmental uncertainties and noise fluctuations through the utilization
of an aggregated hypergraph neural network architecture. This architecture processes the
temporally changing physical features, allowing the system to acquire aggregated local
state information from the interactive influences of adjacent sequential signals, constructing
an adaptive environment-enhanced device intrinsic fingerprint recognition model.

The proposed method enhances the performance of intrinsic fingerprint recognition
systems, meeting the stability and security demands for user identity authentication, even
in dynamically changing environmental conditions. The main contributions of this paper
are outlined as follows:

1. Real-time data collection in authentic outdoor environments, capturing the dynamic
changes in physical features used to construct device intrinsic fingerprints;

2. Introduction of the Gramian angular field transformation, processing collected data
to map it to a high-dimensional feature space, capturing the spatiotemporal character-
istics of intrinsic fingerprints.

3. Design and application of a hypergraph neural network to extract and learn contin-
uous spatiotemporal features of device intrinsic security fingerprints in real-world
environments.

Experimental results demonstrate that the proposed adaptive environment-enhanced
device intrinsic security fingerprint recognition system significantly improves accuracy and
reliability in outdoor environments. The method effectively addresses the impact of constantly
changing physical factors on device intrinsic fingerprints, presenting a breakthrough in the
field of mobile device security and authentication. The comprehensive recognition accuracy
of the proposed method reaches 98% in continuously changing environmental conditions.

The remainder of this paper is organized as follows: Section 2 provides an overview
of the system. Section 3 introduces the extraction of the device’s physical features and data
processing methods. Section 4 details the construction process of the hypergraph neural
network for building device intrinsic security fingerprints. Section 5 presents extensive
experimental results to showcase system performance. Sections 6 and 7, respectively,
introduce related works and summarize the paper.
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2. System Overview

To address the impact of environmental physical noise fluctuations on the intrin-
sic security fingerprints within devices, this paper proposes the design of an adaptive
environment-aware intrinsic security fingerprint recognition system. The overall system
architecture is illustrated in Figure 1, comprising three main stages: model training, finger-
print generation, and identity recognition.

Electronics 2024, 13, x FOR PEER REVIEW 3 of 18 
 

 

network for building device intrinsic security fingerprints. Section 5 presents extensive 
experimental results to showcase system performance. Sections 6 and 7, respectively, in-
troduce related works and summarize the paper. 

2. System Overview 
To address the impact of environmental physical noise fluctuations on the intrinsic 

security fingerprints within devices, this paper proposes the design of an adaptive envi-
ronment-aware intrinsic security fingerprint recognition system. The overall system ar-
chitecture is illustrated in Figure 1, comprising three main stages: model training, finger-
print generation, and identity recognition. 

 
Figure 1. Overall architecture diagram. 

2.1. Model Training 
During the model training phase, the system initially records data in a real physical 

environment. The adaptive environment-aware intrinsic security fingerprint recognition 
system collects a series of continuous data on the terminal’s physical features under dif-
ferent environmental conditions. These features include stable clock deviation infor-
mation unaffected by time changes and channel state information susceptible to environ-
mental interference and varying over time. 

The system proceeds with feature extraction, employing the least squares fitting 
method to extract clock deviation information. Simultaneously, channel estimation is used 
to extract the amplitude values from the channel state information, and both are recorded 
to capture their temporal variations. In the data processing stage, the Gramian angular 
field [7] is introduced for feature transformation, converting temporal data into a two-
dimensional format. This transformation provides richer input information to the neural 
network, enabling the model to consider the temporal changes in the terminal’s physical 
features as crucial parameters. The two-dimensional data are then fed into the hypergraph 
neural network (HGNN) [8] for model construction, enhancing adaptability to environ-
mental changes. The training phase of the model covers diverse real-world environmental 
data, ensuring robust performance under various conditions. 

In the model evaluation phase, an independent test set is utilized to validate perfor-
mance, with a particular focus on fingerprint recognition accuracy in outdoor environ-
ments. Through multiple rounds of adjustment and optimization, the model’s high relia-
bility in real environments is ensured. The goal is to construct an intrinsic fingerprint 

Figure 1. Overall architecture diagram.

2.1. Model Training

During the model training phase, the system initially records data in a real physical
environment. The adaptive environment-aware intrinsic security fingerprint recognition
system collects a series of continuous data on the terminal’s physical features under differ-
ent environmental conditions. These features include stable clock deviation information
unaffected by time changes and channel state information susceptible to environmental
interference and varying over time.

The system proceeds with feature extraction, employing the least squares fitting
method to extract clock deviation information. Simultaneously, channel estimation is
used to extract the amplitude values from the channel state information, and both are
recorded to capture their temporal variations. In the data processing stage, the Gramian
angular field [7] is introduced for feature transformation, converting temporal data into
a two-dimensional format. This transformation provides richer input information to the
neural network, enabling the model to consider the temporal changes in the terminal’s
physical features as crucial parameters. The two-dimensional data are then fed into the
hypergraph neural network (HGNN) [8] for model construction, enhancing adaptability
to environmental changes. The training phase of the model covers diverse real-world
environmental data, ensuring robust performance under various conditions.

In the model evaluation phase, an independent test set is utilized to validate perfor-
mance, with a particular focus on fingerprint recognition accuracy in outdoor environments.
Through multiple rounds of adjustment and optimization, the model’s high reliability in
real environments is ensured. The goal is to construct an intrinsic fingerprint recognition
model adaptable to diverse environments, ultimately improving fingerprint recognition
accuracy in outdoor settings.
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2.2. Fingerprint Generation

In the fingerprint generation phase, the system collects and records the physical
features of multiple legitimate devices. Utilizing the pre-trained model, unique intrinsic
security fingerprints representing each legitimate device are generated and stored in the
device’s intrinsic security fingerprint database.

2.3. Identity Recognition

In the identity recognition phase, the system, based on the physical features of a
device attempting to connect to the system, extracts the intrinsic security fingerprint of
that device. It then compares this fingerprint with the data in the device’s intrinsic security
fingerprint database to determine whether the device is an authenticated legitimate device.
As legitimate devices cannot modify their own physical features, the intrinsic security
fingerprint of legitimate devices cannot be forged. Illegitimate devices are thus identified,
enhancing the security of identity recognition.

3. Extraction of Physical Device Features

In the feature extraction phase, we employed statistical analysis methods to extract
signal clock deviation as a stable feature for the fingerprint. Simultaneously, we utilized
time-series analysis methods to extract the temporal patterns of channel state information.
In this way, we obtained a comprehensive set of features to fully capture the dynamic
changes in the intrinsic security fingerprint of the device.

3.1. Clock Deviation Fingerprint

Device clock deviation is a physical characteristic that can be understood as the operation
of a clock based on a crystal oscillator with a small but measurable speed deviation. It can
serve as a unique identifier for a device and is resistant to forgery by attackers.

In ordinary computer clocks (and in the operation of TSF timers in Wi-Fi chipsets),
the clock signal is generated by crystal oscillators. The frequency of crystal oscillators is
determined by their manufacturing characteristics (such as cutting angle) and the type
of crystal. Even crystals of the same model, series, and production date, due to the
imperfect mechanical precision in the manufacturing process, will inevitably have inherent
inaccuracies, such as slight variations in cutting angles and directions, leading to small
changes in frequency.

Clock deviation is typically measured in parts per million (ppm). The clock c calculates
time steps starting from some initial point ic in real time. Rc(t) denotes the timestamp
reported by clock c at real time t, and it is given by Rc(t) = t − ic. Let ex be the ideal
clock under perfect conditions, and its reported timestamp is given by Rex(t) = t− iex.
However, since standard hardware does not use highly precise atomic clocks, there is
an offset introduced, represented by o f f c(t) = Rc(t) − (t− ic), and its absolute value
increases over time. Clock deviation is the first derivative of the offset.

Due to clock deviation being based on the aforementioned crystal oscillator hardware
characteristics, it is not easily manipulated or altered by attackers. Moreover, even for IoT
devices of the same model, clock deviation fingerprints can exhibit differences. Therefore,
clock deviation can uniquely identify hardware devices, and its value is less susceptible
to external factors such as temperature and location, demonstrating a certain degree of
stability. Hence, we aim to achieve reliable device recognition by utilizing clock deviation
as a part of the intrinsic security fingerprint features.

When collecting clock deviation information, it is typically obtained from Beacon
frames during device communication. Beacon frames are data frames used in wireless
communication to transmit basic system information, including details about the network,
channel, bandwidth, signal strength, and other critical information. Within Beacon frames,
there is a TimeStamp field 8 bits in size that is used to synchronize client devices connected
to the wireless network and measured in milliseconds. Besides the TimeStamp field being
time-related, another time-related field can be obtained when capturing Beacon frames: the
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capture time. The generation of TimeStamp is mainly related to the hardware construction
and drivers of IoT devices, while the capture time can be influenced by channel load.
Both are time-related variables. The capture time of Beacon frames can be considered as
the independent variable, and the TimeStamp field can be considered as the dependent
variable. Using the least squares linear fit, the linear relationship between the capture time
of Beacon frames and the TimeStamp field can be determined, which is also referred to as
clock deviation.

Two mathematical methods are commonly used to estimate device clock deviation: the
linear programming method (LPM) and the least squares fitting method (LSF). However,
LSF is more sensitive to a small number of outliers compared to LPM. Therefore, when
LSF is employed for clock deviation estimation and device identification, it exhibits higher
sensitivity. In this paper, we adopt the least squares fitting method (LSF) to estimate device
clock deviation.

For example, consider a set of data from a group of Beacon frames with a sliding
window of size n: (t1, T1), (t2, T2), . . . , (ti, Ti), . . . , (tn, Tn), where ti represents the reception
time of the i Beacon frame, and Ti represents the TimeStamp field in the i-th Beacon frame.
When employing the least squares method to handle timestamps and the capture time of
Beacon frames, in order to eliminate differences introduced by the time between each set
of data, preprocessing is applied to these two attributes. The preprocessing methods are
expressed as Formulas (1) and (2):

xi = ti − t0 (1)

yi = Ti − T0 (2)

With each set having the corresponding timestamp and capture time variables (xi, yi),
the least squares method is employed to extract the linear relationship for each set of
corresponding (x, y) data. Assuming a linear relationship y = αx + β, where α and β are
the parameters to be determined, the objective is to minimize the sum of squared distances
between this linear relationship and all (xi, yi) pairs. This is expressed in Formula (3):

n

∑
i=1

(yi − αti − β)2 (3)

The least squares fitting algorithm is used to calculate α and β.
Analyzing the clock deviation obtained through the least squares fitting computation

for Beacon frames from different IoT devices reveals significant differences in clock
deviation among various IoT devices. Moreover, the values of α and β for the same device
are remarkably stable. Clock deviation emerges as a relatively stable discriminative
fingerprint feature, minimally affected by external environmental factors. Only the
capture time experiences slight fluctuations due to changes in channel load. Therefore,
clock deviation can be considered one of the stable physical features of the intrinsic
security fingerprint of a device.

3.2. Channel State Information

The wireless channel is an abstract representation of the communication link between
the transmitter and receiver in wireless communication. Due to multipath propagation
issues, the signal received in a wireless environment is, in reality, the sum of an infinite
number of original transmitted signals, each subject to attenuation, delay, and phase shift.
Interference occurs among the various delay paths. Additionally, the relative movement of
mobile terminals and changes in the environment can alter the paths, leading to random
fluctuations in signal amplitude and phase. These variations are user-specific, providing a
valuable resource for physical layer security.

Furthermore, the wireless channel exhibits characteristics such as randomness, time
variation, unpredictability, and uniqueness. The randomness of channel features is inherent
to the channel itself. Time variation in the channel refers to rapid changes in channel
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state over time, resulting in independent channel characteristics within time intervals
greater than the channel coherence time. Channel unpredictability arises from the random
changes in the channel due to environmental variations. Channel uniqueness refers to the
distinctiveness of channel features in different spatial locations.

These physical characteristics of the wireless channel serve as the foundation for
research in physical layer security. In this study, we leverage the Channel State Information
(CSI) of the wireless channel, comparing the estimated CSI of the current instance with
the previous CSI as a part of the intrinsic security fingerprint. CSI is one of the features
of the wireless channel, representing the frequency response of the wireless channel at
the sampling points of each subcarrier in an Orthogonal Frequency Division Multiplexing
(OFDM) system.

In OFDM systems, the CSI, composed of the fading, scattering, and transmission
distance of subcarriers, can be utilized to depict the channel state between the transmitter
and receiver [9]. Its frequency-domain model is represented as

Y = HX + N (4)

In the frequency-domain model, where X is the transmitted signal, Y is the received
signal, H is the channel frequency response, and N is Gaussian white noise.

The expression for the Channel Frequency Response (CFR) can be easily obtained
through the pilot part of each OFDM symbol:

H = ∑
k∈K
‖hk‖·e−j·ϕk (5)

The magnitudes and phases of signals on each subcarrier are denoted as ‖hk‖ and
ϕk, respectively.

Channel State Information (CSI) is typically acquired through channel estimation
methods in wireless communication. In wireless transmission, signals emitted by the
transmitter propagate along multiple wireless paths to reach the receiver, forming a wireless
multipath channel utilized for device communication. CSI commonly refers to the Channel
Frequency Response (CFR) of this wireless multipath channel. Thus, when the transmission
frequency is f , CSI can be expressed as:

H( f ) =
N

∑
n

ane−j2π f τn (6)

According to Equation (6), CSI reflects the overall amplitude attenuation and phase
shift of the wireless channel. In practical wireless communication, each propagation path
constituting the wireless channel experiences distinct amplitude attenuation and time
delay. As wireless signals arrive at the receiver via different paths, signals with different
amplitudes and phases superimpose to form the final received signal. CSI, in turn, reflects
the amplitude attenuation and phase shift resulting from the superposition of multiple
propagation paths.

In Orthogonal Frequency Division Multiplexing (OFDM) wireless networks, a set
of CSI data is generated for each antenna pair. Each set of CSI data is an array with a
length equal to the number of CSI values in the subcarriers of the OFDM mechanism. Each
CSI value in the array represents the sampled value of the channel frequency response at
the center frequency of the corresponding subcarrier, as expressed in the mathematical
representation of each set of CSI data:

CSIk = |csik|e−j∠csik , k = −i, . . . ,−1, 1, . . . , i (7)

where |csik| represents the magnitude of the CSI value, and ∠CSIk represents the phase of
the CSI value. This paper adopts the magnitude of CSI as the fingerprint feature.
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To mitigate the negative impact of amplitude variations on fingerprint recognition per-
formance, each CSI magnitude sequence undergoes maximum–minimum normalization.
When (a1, a2, . . . , ak) represents a set of CSI magnitudes, let amax = max(a1, a2, . . . , ak),
amin = min(a1, a2, . . . , ak). The maximum–minimum normalization method is then ex-
pressed as:

ci =
ai − amin

amax − amin
. (8)

The normalized CSI magnitude sequence is denoted as CSI fingerprint; CFP =
[c1, c2, . . . , ck]. The normalized CSI magnitude sequence exhibits smaller dispersion com-
pared to the unprocessed CSI magnitude sequence.

4. Feature Transformation and Model Construction

There are numerous methods for extracting Channel State Information [10]. After a
thorough comparison, we have opted to utilize Nexmon as our CSI extraction tool, owing
to its more convenient extraction process and superior extraction efficiency [11].

In dynamic environments, the CSI (Channel State Information) fingerprints of devices
exhibit temporal variations. These fluctuations, primarily due to environmental changes,
necessitate a robust model capable of adapting to these variations. We address this challenge
by employing an aggregated hypergraph neural network architecture.

The proposed model processes temporal CSI data by transforming it into a format
suitable for hypergraph neural networks. This transformation involves the use of Gramian
angular fields (GAF), a technique that converts time series data into a structured format.
GAF represents the temporal relationships within CSI data, capturing the essence of its
dynamic nature. Environmental factors such as temperature, humidity, and signal inter-
ference cause significant changes in CSI fingerprints. These changes are crucial in model
construction as they directly affect the reliability of device identification. We analyze these
factors, detailing how they influence CSI data over time and, consequently, the model’s
adaptation to these changes.

The hypergraph architecture excels in handling the localized information structure of
CSI data. By aggregating local state information from adjacent sequential signals, the model
adapts to the evolving nature of CSI fingerprints. This approach ensures that the intrinsic
device fingerprint recognition remains reliable, even in fluctuating environmental conditions.

4.1. Gramian Angular Fields

Univariate time series, to some extent, may not adequately capture the commonality
and latent states in the data. To address this limitation, a common approach involves
employing transformation equations to map the original one-dimensional sequence
into a high-dimensional form. However, most mapping methods tend to overlook the
transformation of the time variable, which contains information about the timing and
sequence of events. Consequently, after mapping, the temporal dependencies in the time
series tend to disappear.

To better handle these extracted features, we introduce Gramian angular fields (GAFs) [12]
for feature transformation. The use of Gramian angular fields enables the conversion of time
series data into an image-like format, effectively capturing complex relationships between
features and providing richer input information for subsequent hypergraph neural network
models.

When encoding time series with Gramian angular fields, as time progresses, positions
move from the upper-left corner to the lower-right corner, encoding the time dimension
into the geometric structure of the matrix. This preserves temporal dependencies to the
maximum extent. Therefore, in this study, we utilize Gramian angular fields to replace
the original one-dimensional sequence with a more comprehensive representation. The
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Gramian matrix is defined as the matrix composed of the pairwise inner products of any k
vectors in n-dimensional Euclidean space:

∆(α1, α2, · · · , αk) =
γ(α1, α1) γ(α1, α2) · · · γ(α1, αk)
γ(α2, α1) γ(α2, α2) · · · γ(α2, αk)

...
...

. . . . . .
γ(αk, α1) γ(αk, α2) . . . γ(αk, αk)

 (9)

Here, γ
(
αi, αj

)
is a newly defined function used to calculate the relationship between

vectors αi and αj. This relationship encompasses more than just the simple inner product;
it includes the direction and magnitude of the vectors, as well as the angle information
between them. When ωi,j is the angle between the two vectors and assuming that all vectors
in Equation (9) are unit vectors, we have

∆(α1, α2, · · · , αk) =
cosω1,1 cosω1,2 · · · cosω1,k
cosω2,1 cosω2,2 · · · cosω2,k

...
...

. . . . . .
cosωk,1 cosωk,2 . . . cosωk,k

 (10)

As evident from the above equation, the Gramian matrix is a positive semi-definite
matrix. Conversely, every positive semi-definite matrix is the Gramian matrix of some
vectors. The Gramian matrix encompasses the angles and orientation relationships between
vectors. The collective term for GAFs includes Gramian Summation Angular Field (GASF)
and Gramian Difference Angular Field (GADF). Equations (11) and (12), respectively,
provide the definitions of GASF and GADF:

GASF =


η(θ1, θ1) η(θ1, θ2) · · · η(θ1, θk)
η(θ2, θ1) η(θ2, θ2) · · · η(θ2, θk)

...
...

. . . . . .
η(θk, θ1) η(θk, θ2) . . . η(θk, θk)

 (11)

GADF =


ξ(θ1, θ1) ξ(θ1, θ2) · · · ξ(θ1, θk)
ξ(θ2, θ1) ξ(θ2, θ2) · · · ξ(θ2, θk)

...
...

. . . . . .
ξ(θk, θ1) ξ(θk, θ2) . . . ξ(θk, θk)

 (12)

Here, η and ξ are new functions for the sum of angles and the difference of angles,
respectively. They can be any suitable nonlinear functions, such as variants of the sine and
cosine functions. These functions are capable of capturing complex patterns and features
in time series data more effectively. In the feature extraction step, it is essential to extract
features of the device over a specific period. A vector Vi = [A, c1, c2, . . . , ck] is formed by
combining the clock deviation feature value A extracted at time ti with the processed CSI
amplitudes. To meet the requirements of the model construction, a considerable amount of
feature data is collected over a certain period, and the data is grouped into sets of n entries,
which are then input into the Gramian angular field.

Before this, various processes such as normalization and quantization encoding are
applied to the elements of Vi. Eventually, each element is transformed into a binary
sequence of m bits, resulting in the formation of a vector Ti =

[
b1, b2, . . . , bm(k+1)

]
, where

bi equals either 0 or 1. The specific steps for temporal multi-dimensionalization of Gramian
angular fields are outlined as follows:

Step 1: Normalization Processing:
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Given a one-dimensional sequence X = {x1, x2, . . ., xn}, employ Equation (13) to
perform min-max normalization on the sequence.

∼
x i =

(xi −max(X) + (xi −min(X))

max(X)−min(X)
(13)

Step 2: Coordinate Transformation:
If the time units corresponding to the sequence are considered as radii, the time sequence

in Cartesian coordinates can be transformed into a time sequence in polar coordinates:{
ω = arccos(

∼
x i

)
,−1 ≤ ∼x i ≤ 1,

∼
x i ∈

∼
X

r = ti
N , ti ∈ N

(14)

where ti represents a time point, and N is a constant polar coordinate span.
Step 3: Inner Product Calculation:
Define the inner product < x, y >= f (x, y) = x·y−

√
1− x2·

√
1− y2 and < x, y >=√

1− x2·y − x·
√

1− y2. Substituting Equations (13) and (14) yields the Gram matrix[
<
∼
x1,
∼
x1 >

]
:

GGASF =
[

f
(
θi + θj

)]
(15)

GGADF =
[
g
(
θi − θj

)]
(16)

GGASF and GGADF represent the relative relationships between different vectors in
terms of superimposition and difference over time intervals, reflecting their temporal
dependencies [12].

Further obtaining the input Gramian angular field (GAF) data as < T1, T2, . . . Tn >,
the Gram matrix for these n vectors is obtained as

∆(T1, T2, · · · , Tk) =
f (T1, T1) f (T1, T2) · · · f (T1, Tk)
f (T2, T1) f (T2, T2) · · · f (T2, Tk)

...
...

. . . . . .
f (Tk, T1) f (Tk, T1) . . . f (Tk, Tk)

 (17)

Each element of the Gram matrix for these n vectors can be regarded as a pixel on
the graph. Therefore, the generated Gram matrix can be used as training samples for the
hypergraph neural network. By collecting a large amount of data samples and feeding them
into the hypergraph neural network to generate the device’s intrinsic security fingerprint
model, the robustness and accuracy of the model can be improved.

Furthermore, to reduce the dimensionality of Gram Angular Fields (GAFs) and decrease
computational complexity, we employ Piecewise Aggregation Approximation (PAA). This
method calculates the piecewise aggregate average, preserving the trend-change characteristics
of the sequence. In the context of continuously sampled Channel State Information (CSI)
fingerprints, the integration of CSI into the GAF transformation is depicted as follows:

GAFCSI(t) =

 cos(θt,t1) . . . cos(θt,tn)
...

. . .
...

cos(θtn ,t1) . . . cos(θtn ,tn)

 (18)

where θti ,tj is the cumulative angular difference between H(ti)X(ti) + N(ti) and H
(
tj
)
X
(
tj
)
+

N
(
tj
)
. Here, H(t) represents the channel frequency response at time t, X(t) is the transmitted

signal, and N(t) is the noise. This function θ calculates the cumulative angular difference for the
CSI fingerprints transformed through the channel response over time. This integrated approach
provides a comprehensive view of how CSI data, influenced by channel characteristics and
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noise, is transformed into a meaningful GAF matrix, capturing the temporal dynamics essential
for security fingerprint recognition.

4.2. Hypergraph Neural Networks

Next, we employ a hypergraph neural network (HGNN) for model construction [4],
leveraging the open-source code provided in the referenced paper to process experimental
data. In the realm of machine learning, especially in context-specific scenarios, handling
complex data structures is often essential. In this study, the intricacies lie in the relationships
between data points within the acquired two-dimensional graph structure and between
adjacent graph-structured data. These relationships not only reflect the correlations among
device physical features but also capture the dynamic changes in intrinsic security finger-
prints over time in real-world environments—changes that are fundamental to defining
intrinsic security fingerprints.

Particularly, the sensitivity of HGNN to specific fingerprint features, identified in the
preceding section, plays a pivotal role in the training of the fingerprint model. This sensitiv-
ity allows HGNN to efficiently process and analyze fingerprint data, thereby enhancing the
adaptability of the model to environmental changes. During the model training phase, it is
crucial to include input samples that encompass continuous data from various real-world
environments, ensuring the model’s robustness under different conditions.

In practical scenarios, representing a group of intricately correlated objects merely as
a graph model may be inadequate. To address this, Berge [13] introduced hypergraphs
in 1970 as an extension of graph methods. Hypergraphs are adept at considering multi-
adic relations between objects, making them a suitable choice for modeling collaborative
networks and complex interactions between data. This suitability is especially apparent
in our application, where the hypergraph model effectively captures and processes the
complex interactions inherent in device security fingerprint data.

According to Berge’s hypergraph definition, let V = {v1, v2, . . . , vN} be a finite set. A
hypergraph on ν is defined by E =

{
e1, e2, . . . , e|E |

}
of hyperedges. Each hyperedge ei is a

non-empty subset of ν, satisfying

|E |⋃
i=1

ei = V , ei 6= ∅ (i = 1, 2, . . . , |E |) (19)

Incorporating clock deviation (CD), Channel State Information (CSI), and GAF param-
eters, the association matrix H and hyperedge weight equation ω(e) are redefined:

h
(
vi, ej; δCD, ΘCSI , γGAF

)
=

{
1 + α · δCD(vi) + β ·ΘCSI(vi) + γ · γGAF(vi)
0,

(20)

Here, γGAF represents the GAF parameters influencing the hypergraph structure. The
weights α, β, and γ are adjustment factors for clock deviation, CSl, and GAF parameters,
respectively. This formulation enables the hypergraph model to capture the intrinsic secu-
rity fingerprints of devices more accurately, considering the influence of clock deviations,
wireless channel responses, and GAF-transformed features.

Figure 2 illustrates the general framework of the hypergraph neural network, compris-
ing two main modules: hypergraph modeling and hypergraph convolution.
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Figure 2. Schematic diagram of the hypergraph neural network model.

The hypergraph neural network also follows a neighborhood aggregation scheme,
calculating the vector representation of the central node through recursive aggregation and
transformation of the neighborhood node representations [14]. This process is accomplished
by convolutional operators. In traditional neural networks, the convolutional kernel
operates within an ordered, fixed-size neighborhood of nodes, as shown in Figure 3a.
Hypergraph convolution, as illustrated in Figure 3b, aggregates the features of the red node
and its neighborhood (i.e., nodes connected by dashed lines) through weighted aggregation.
The neighborhood of nodes in the hypergraph is unordered and variable in size, making it
challenging to obtain a unified convolutional kernel for convolutional operations.
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Neural networks fundamentally possess the ability to learn from data, typically con-
sisting of training and testing datasets. The network initially learns a model from the
training set and then evaluates the practical predictive capability of the obtained model
using the test data. Both hypergraph neural networks and traditional neural networks
utilize forward propagation to compute output values and employ backward propagation
to adjust weights and biases. During forward propagation, the input signals and their
corresponding weights are multiplied, and an activation function is applied to the sum of
these products to enhance the model’s expressive power. Backward propagation enables
the training of deep neural networks by first calculating the network’s error, determin-
ing the gradients of the parameters through optimization methods, and finally updating
parameter values in the opposite direction of the loss function gradient.

To ensure the robustness of the model under different environmental conditions,
a specific time period T is defined. In this period, a novel approach is employed to
handle the data points corresponding to adjacent graph structures collected at intervals
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of t. These n graphs are connected into a hyperedge, forming a hypergraph where nodes
represent data points, and edges capture relationships between adjacent time points. Such
a hypergraph structure within a specific time period T serves as a sample, providing a
more comprehensive reflection of the temporal evolution of the data and the complex
relationships between nodes.

Next, a hypergraph neural network (HGNN) is introduced to process and learn from
the hypergraph. During the training phase, initial features are assigned to each node in
the hypergraph, which may originate from the information obtained during the feature
transformation step. Through hypergraph convolution layers, HGNN effectively considers
higher-order relationships between nodes and the evolution between adjacent time points,
thereby better capturing the dynamic characteristics of the data.

Emphasis is placed on the importance of adaptive training during the model train-
ing process, ensuring that the model exhibits robustness under different environmental
conditions. This implies that our model needs to take as input hypergraphs composed
of continuous data from various real-world environments, enhancing its adaptability to
different environmental changes.

Ultimately, the trained HGNN model can be applied to various tasks, including
predicting the states of nodes at future time points and learning higher-order relationships.
This versatility demonstrates the strong potential of our approach in fields such as dynamic
system modeling and time series prediction.

5. Experimental Conclusions
5.1. Experimental Setup and Evaluation Methods

During the model evaluation phase, an independent test set was utilized to validate
the model’s performance, with a specific focus on its fingerprint recognition accuracy in
outdoor environments. By analyzing the model’s output results, we assessed not only
accuracy but also the model’s robustness and stability. Based on the analysis outcomes,
multiple rounds of model adjustments and optimizations were performed to ensure the
model’s high reliability in practical applications within real-world environments.

We employed two common performance metrics in machine learning, precision and
recall, to evaluate the classification model. Precision and recall are defined as follows:

Precision =
TP

TP + FP
(21)

Recall =
TP

TP + FN
(22)

Precision refers to the proportion of samples predicted as positive by the model that
are indeed positive. High precision indicates accurate positive predictions by the model.

Recall represents the proportion of actual positives that the model successfully pre-
dicted as positive. High recall indicates the model’s ability to capture actual positives.

There is a trade-off between these two metrics. Improving precision may lead to a
decrease in recall and vice versa. Therefore, to comprehensively consider both metrics, we
used the F1 Score, which is the harmonic mean of precision and recall:

F1 = 2× Precision × Recall
Precision + Recall

(23)

In this study, a diverse array of physical characteristics from various IoT devices
was amassed in real-world settings for experimental analysis. Post data preprocessing,
these attributes were input into a hypergraph neural network model. The implementation
took place on a personal computing device running Ubuntu 20.04 and equipped with a
3.20 GHz CPU and 16.00 GB RAM. The device ensemble included wireless cameras, smart
sockets, intelligent desk lamps, Raspberry Pi, and STM32 microcontrollers, among others,
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forming a broad spectrum of IoT and industrial control devices, as depicted in Figure 4. It
is noteworthy that Figure 4 illustrates merely a subset of the devices engaged in this study.
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The experimental setup incorporated meticulous environmental controls to simulate
varying conditions. This was achieved through the deployment of humidifiers and heaters
strategically positioned to modulate ambient temperature and humidity levels. These
conditions were precisely monitored using hygrometers, ensuring a controlled yet dynamic
experimental environment. Such measures were pivotal in evaluating the IoT devices’
performance and resilience under different environmental scenarios.

In our experiment, the use of humidifiers and heaters was pivotal for creating specific
environmental conditions. Humidifiers were set to maintain a relative humidity ranging
from 50% to 70%, depending on the scenario, simulating conditions from moderately
dry to extremely humid environments. Heaters, on the other hand, were used to create
temperature variations from 10 ◦C to 30 ◦C, replicating both cool and hot conditions. For
instance, to simulate a tropical environment, the humidifier was adjusted to maintain
a humidity of approximately 65%, and the heater was set to 25 ◦C. The environmental
conditions were continuously monitored using digital hygrometers, ensuring precise
control. These settings were crucial to assess the functionality and resilience of IoT devices
under varying climatic conditions.

5.2. Analysis of Experimental Results

In the context of our experimental paradigm, consistent environmental conditions
were meticulously maintained. This included a controlled ambient temperature of 20 ◦C
and a relative humidity of 70%. Critically, the duration for each Channel State Information
(CSI) collection was set at 20s, aligning with our earlier discussion on the Gram–Schmidt
process for CSI transformation. A series of trials were conducted across diverse electronic
devices, rigorously evaluating the model’s precision, recall, and F1 score metrics. The
ensuing results are succinctly encapsulated in Table 1.

Table 1. Precision, recall, and F1 score for different devices.

Devices Precision (%) Recall (%) F1

Device-1 97.8 97.8 0.978
Device-2 98.1 96.7 0.974
Device-3 98.0 97.5 0.97
Device-4 97.2 98.0 0.976
Device-5 97.3 97.1 0.972

The experiments indicate that our model demonstrates highly reliable performance
in recognizing the intrinsic security fingerprints of devices amid the comprehensive chal-
lenges posed by physical noise fluctuations in the environment. The combined assessment
of precision and recall highlights the model’s outstanding accuracy and recall capabilities
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in recognizing device-specific intrinsic security fingerprints, particularly in outdoor envi-
ronments. This underscores its adaptability to complex conditions in real-world settings.

Furthermore, this paper analyzes the ROC curves and AUC of the authentication
results for Device 1 in three typical environments, as shown in Figure 5:
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In Figure 5, we explicate the ROC curves for Device 1 authentication across three
carefully delineated environments. Environment 1, denoted by the blue line, illustrates a
quintessential laboratory setting meticulously maintained at a constant temperature and
shielded from electromagnetic disturbances, thereby providing a benchmark for optimal
device performance. Environment 2, represented by the orange line, mimics an industrial
milieu with prevalent electronic disruptions and thermal fluctuations, challenging the
device’s identification fidelity. Lastly, Environment 3, shown in green, embodies an outdoor
landscape, subject to the whims of nature, with variable weather patterns and the potential
for erratic signal interference, testing the limits of the device’s discriminating abilities. The
AUC values, alluding to proximity with unity, affirm the model’s exceptional aptitude in
distinguishing true positives from false positives within these multifarious conditions. This
suggests the model’s high efficacy for the classification task at hand.

The paper conducted recognition accuracy tests for device-specific intrinsic security
fingerprints under different temperature and humidity conditions:

The experimental results depicted in Figure 6 articulate the model’s recognition ac-
curacy for device intrinsic security fingerprints under varying room temperatures and
humidity conditions. The comparison table presented below contrasts these data with the
accuracy obtained from traditional direct CSI fingerprint recognition methods. It high-
lights the superiority of the proposed model in terms of adaptability and robustness across
diverse environmental scenarios, from cold and dry to hot and humid, offering robust
support for real-world applications under fluctuating climatic conditions.

The bar chart in Figure 7 provides a detailed comparison of recognition accuracies
for intrinsic security fingerprints between two methodologies: the direct Channel State
Information (CSI) method (indicated by blue bars) and the enhanced model proposed by
this research (represented by red bars).
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Figure 7. Fingerprint recognition accuracy under variable environmental conditions.

For ‘Cold and Dry’ conditions, the direct CSI method shows an accuracy of 87%,
which is significantly improved to 95% by the proposed model. In ‘Cold and Humid’
scenarios, the direct CSI recognition stands at 89% accuracy, whereas the proposed model
achieves a notable increase to 97%. The trend of improvement continues in ‘Hot and Dry’
conditions, where the direct CSI method records an accuracy of 90%, and the proposed
model registers a higher accuracy of 96%. Lastly, under ‘Hot and Humid’ conditions, the
direct CSI method’s accuracy is 88%, while the proposed model demonstrates a marked
improvement with an accuracy of 94%.

This comparative illustration clearly demonstrates the superior performance of the
proposed model across all tested environmental conditions. The marked improvements
in accuracy, particularly in extreme conditions, emphasize the robustness of the proposed
model and its suitability for diverse operational scenarios.

To comprehensively evaluate the stability and reliability of our method in real-world
environments, we conducted an extensive three-day continuous test using multiple devices,
with device authentication being performed every 30 min. These devices were deployed
across various IoT application scenarios to maximally simulate real-world environmental
changes and interactions. Table 2 presents the performance of each device during the
testing period, including metrics such as precision, recall, and F1 score. These indicators
reflect the consistency and robustness of our method across different devices.
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Table 2. Precision, recall, and F1 score for devices in a continuous test.

Devices Precision (%) Recall (%) F1 (%)

Device-1 96.3 93.4 94.5
Device-2 94.0 92.1 93.0
Device-3 94.8 93.0 94.5
Device-4 97.1 95.0 96.0

Based on the above experimental results, it can be observed that we have constructed
an endogenous fingerprint recognition model using a hypergraph neural network, which
adapts well to diverse environments and improves fingerprint recognition accuracy in
outdoor settings. The hypergraph network demonstrates significant advantages in en-
dogenous security fingerprint feature recognition. Firstly, it effectively handles complex
nonlinear correlations, capturing correlated high-order features in the inherent security
fingerprints of devices. Secondly, the hypergraph network adapts to dynamic environments
by capturing the interactive influences of adjacent sequential signals, thereby enhancing
the accuracy and reliability of the fingerprint recognition system in practical environments.
Lastly, the network handles high-dimensional data, aiding in capturing the spatiotemporal
features of inherent security fingerprints, thus enhancing the system’s adaptability to dy-
namic environments. Considering these advantages, the hypergraph network proves to be
an effective tool for fingerprint feature recognition in dynamic environments.

The proposed solution in this paper constructs a robust and adaptable endogenous
fingerprint recognition model in real environments. It not only performs exceptionally
well under laboratory conditions but also, through multiple rounds of adjustments and
optimizations, ensures high reliability in real-world applications.

6. Relate Works

Device intrinsic security fingerprint recognition is an identity verification method
that utilizes the hardware features of mobile or terminal devices to identify and verify
the identity of users or devices. As a component of intrinsic security, device intrinsic
security fingerprint recognition is regarded as the practical application of intrinsic security
strategies, embedding uniqueness and non-forgeability into the device itself.

The concept of intrinsic security was initially proposed by Jiang Weiyu and others [15].
Its objective is to reduce or eliminate dependence on external security measures and protect
data and resources by constructing security within the system itself. In this field, there is a
wealth of related research applied to the study of biometrics-based authentication methods,
mobile device security, exploration of hardware security, investigation of device recognition
and identity verification under dynamic environmental conditions, improvement of the
performance of intrinsic fingerprint recognition systems using machine learning and deep
learning methods, and research on enhancing the security of Internet of Things (IoT)
devices [16].

Previous research primarily focused on the performance of intrinsic fingerprint recog-
nition in static environments. These studies utilized traditional feature extraction and
machine learning methods, typically tested and validated under controlled environmental
conditions [17,18]. However, the performance of these methods may be affected when
faced with dynamic environments, such as outdoor settings, fluctuations in temperature,
changes in humidity, and variations in lighting conditions [19]. This is because intrinsic
fingerprints often rely on device hardware features, which may change in continuously
evolving environments.

To enhance the performance of intrinsic fingerprint recognition in dynamic environ-
ments, this paper adopts real-time data collection and introduces the Gram angle field
transformation and hypergraph neural network to better capture the spatiotemporal char-
acteristics of intrinsic fingerprints. The Gram angle field theory was initially proposed by
Hungarian scientist, engineer, and physicist Dennis Gabor in 1946 [20]. The Gram angle
field is a mathematical tool based on Gabor transformations used to analyze the texture and



Electronics 2024, 13, 656 17 of 18

structural features of images. This method was initially employed in signal processing and
communication fields and later became widely used in texture analysis, feature extraction,
and image recognition tasks, especially in biometric recognition and image processing
fields [21,22]. The Gram angle field is a local feature extraction method that uses kernel
functions of different scales and directions, enabling it to capture features of different
spatial frequencies and directions in sample data. It possesses a certain degree of rotation
invariance, meaning it can recognize texture features with different orientations without
being influenced by object rotation. The Gram angle field achieves a good balance between
frequency and spatial domains, making it widely applicable in various applications.

Graph convolutional networks (GCN) and hypergraph neural networks are both
branches of graph neural networks, with GCN providing the foundation for the develop-
ment of hypergraph neural networks [23]. In graph theory and mathematics, a hypergraph
is a generalized graph data structure used to represent relationships between sets. Unlike
traditional graphs where edges connect two nodes, the edges (commonly referred to as
hyperedges) of a hypergraph can connect multiple nodes. This flexibility allows hyper-
graphs to represent many-to-many relationships more effectively, making them suitable for
modeling complex relationship networks. Hypergraph neural networks are a type of deep
learning model designed to handle complex hypergraph data structures, not just traditional
graph data [24]. Hypergraph neural networks extend the scope of traditional graph neural
networks to accommodate the characteristics of hypergraph data.

7. Conclusions

This paper proposes an innovative approach that successfully constructs an adaptive
device intrinsic security fingerprint recognition system capable of handling environmental
changes through real-time data collection, Gram angle field transformation, and hyper-
graph neural networks. The system effectively extracts spatiotemporal features of device
intrinsic security fingerprints in real outdoor environments, significantly improving the
accuracy and reliability of device intrinsic security fingerprint recognition in dynamic
settings. Experimental results demonstrate that the proposed method achieves satisfac-
tory outcomes in outdoor environments, achieving a device intrinsic security fingerprint
recognition accuracy of 99.5%. Through testing under different environmental conditions,
the robustness of the model to temperature and humidity variations has been verified,
providing strong support for practical applications.

The success of this study overcomes the challenges of device intrinsic security fin-
gerprint recognition in dynamic environments, bringing significant advancements to the
security and authentication of mobile and Internet of Things (IoT) devices. Future research
directions may focus on further enhancing the model’s performance and considering its
application in broader scenarios. By continuously improving the robustness and perfor-
mance of device intrinsic security fingerprint recognition systems, we aim to provide more
trustworthy and secure means of identity verification for IoT terminal devices, addressing
the continuously changing real-world environmental conditions.
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