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Abstract: Patient decontamination is the act of removing or neutralising hazardous substances from
an affected individual. To ensure adequate emergency preparedness, regulations require hospitals
to train personnel in decontamination procedures regularly. To supplement in-person training, a
virtual reality (VR) system is being developed for the training of hospital staff members in the mass
decontamination of hazardous and toxic materials (HAZMAT) and/or radioactively contaminated
casualties. As a demonstration of the concept, a primary VR prototype is designed to help users
familiarize themselves with a chemical scanner tool, intended for examining victims for residual
chemical hazards. This initial prototype showcases the benefits of using VR to create training
simulations, complementing existing decontamination training methods in a secure and cost-effective
manner. The proposed approach features a modularized user-centric design, a novel scanning
simulation, and a high-realism virtual environment and workflow to enhance training effectiveness.
A pilot user study and assessment suggest that new users were able to achieve a significant level of
competency with VR, compared to users who underwent traditional training.

Keywords: virtual reality; decontamination; training

1. Introduction

Potentially toxic chemicals are commonly used for industrial purposes, and there
might be a danger of unexpected human exposure to such hazardous materials. De-
contamination involves removing or neutralizing hazardous substances from chemically
(HAZMAT) or radioactively contaminated casualties [1]. Providing medical care for indi-
viduals who have been contaminated is highly complex and difficult. Most hospitals and
emergency departments were found to be inadequately prepared for such situations [2].
Therefore, various local agencies and governments have implemented regulations requiring
the training and preparation of hospital personnel to respond to such incidents. This is in
addition to training for emergency preparedness, such as for the COVID-19 pandemic and
other critical large-scale emergencies.

In Singapore, mass decontamination training is essential for medical, nursing, admin-
istrative, and ancillary hospital staff. They are required by regulation to undergo training
when they join the organization, and every two years thereafter to ensure maintenance of
their competency [3]. The Tan Tock Seng Hospital has an open decontamination facility
(ODF) as the hospital’s primary decontamination site. The physical on-site training involves
disrobing and scrubbing casualties, distributing supplies, scanning for remaining chemicals,
and guiding patients to the right locations. However, the current training approach requires
lengthy lectures and live training sessions over two to three days, posing challenges due to
limited staff availability and increased planning time. Group lectures also make it difficult
for trainers to identify individual mistakes. Additionally, when the ODF is not used for
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decontamination, the hospital utilizes it to accommodate patients, posing challenges in
conducting live training (Figure 1).

Figure 1. Due to space constraints, patients need to be moved to accommodate the training session,
and this open area is divided using curtains.

Virtual reality (VR) has already demonstrated benefits in the training of medical per-
sonnel, allowing training and practice to be conducted in a safe and cost-effective manner.
Additionally, cognitive skills related to remembering and understanding spatial and visual
information, and psychomotor skills related to head-movement, such as visual scanning
or observational skills, serve to benefit from such VR training [4]. This paper presents
the preliminary development of a VR system for supplementing current decontamination
training. As shown in Figure 2, this preliminary development focuses on allowing users to
practice using a scanning device that would be used to scan casualties for leftover chemical
hazards, learning how to prioritize casualties, and sending the casualties following the
workflow.The primary contribution of the paper is to showcase that VR can be helpful in
providing a safe and more cost-effective solution to complement decontamination training
and identify individual mistakes easily. It encompasses the following features (note that
the novelty mainly lies in the modularized design and the simulation of scanning, virtual
environment, and workflow):

• A modularized user-centric design. The system includes a learning module and an
assessment module. The learning module also has four tutorial levels to facilitate
users based on their competencies. The assessment module has various automatic
mistake tracking capabilities. Think-aloud evaluations and software refinement were
conducted iteratively to enhance the user experience.

• A novel scanning simulation and a high-fidelity virtual environment and workflow.
The system models the scanning procedure while providing image results for easy
assessment. The system simulates both the environment and the workflow with high
levels of realism.

• A pilot study was conducted to evaluate the usefulness of the proposed approach.
The findings indicate that new users attained a substantial level of proficiency in VR
training, compared to those who received conventional training. However, VR cannot
and does not need to be a substitute for traditional training.
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Figure 2. Scanning a casualty for leftover chemical hazards in the proposed VR system. The right
bottom image depicts the real training scenario.

2. Related Work
2.1. Virtual Reality for Medical Training

Many applications of VR have been used in a healthcare context to enhance staff
training and improve performance in various medical procedures [5]. These training
programs typically focus on specific roles, such as simulations for nurses practicing urinary
catheterization [6], ambulance bus training for equipment familiarization [7], and a trauma
simulator for medical students to train them to make diagnoses and decisions based on
equipment measurements [8]. In general, VR training has received positive feedback,
and the increased immersion increases the learning effectiveness of the users [9]. Many
new techniques have been proposed to facilitate VR training, such as a nanogenerator
that operates on a continuous direct current, utilizing the unidirectional transportation of
charges and employing dual-intersection triboelectric mechanisms, which was proposed
in [10], with smell and taste added for VR training [11].

The effectiveness of VR is demonstrated when teaching simple decision-based medical
procedures, but these may not provide in-depth analysis on the ability of VR to replace real-
life training procedures entirely [12]. Therefore, instead of seeking to replace traditional
training, using VR to complement or supplement existing in-person training might be
more suitable.

In addition to VR simulations, serious games offer another training approach that
does not require VR equipment. Serious games are interactive computer applications that
challenge users to learn real-world skills, knowledge, and attitudes [13,14]. For instance,
a serious game was developed to teach blood transfusion practices to nursing students,
based on actual course materials [15]. While serious games lack the fully immersive
experience of VR, research suggests that any level of increased immersion enhances learning
effectiveness [12].

2.2. Virtual Reality for Decontamination Training

There is a limited amount of work on the use of VR in decontamination training, specifi-
cally for chemical emergencies. The existing works primarily address the use of VR in triage
training for mass casualty events [16]. The review study in [5] also highlighted the preva-
lence of papers related to triage training. Some related work exists on VR simulations for
fire emergency responses [17], and for training civil servants in triaging and investigating
chemical, biological, radioactive, nuclear, or explosive (CBRNE) emergencies [18,19]. VR
possesses the remarkable capability to aid in the training for decontamination procedures.



Electronics 2024, 13, 465 4 of 16

This immersive experience not only facilitates a deeper understanding of the necessary
steps and precautions in decontamination but also allows for the safe practice of these
procedures without the risks associated with real-life exposure to contaminants [20–23].

A project explored the use of VR to train student nurses in performing irrigation
procedures independently [24]. Other related examples outside the healthcare sector
include a VR application designed to train military personnel in cordoning off areas
affected by CBRNE threats [25], and a VR training program developed for industrial
workers that involved responding to chemical incidents and controlling leaks, with only
a small section dedicated to decontaminating equipment and staff [26]. None of these
address the decontamination procedures for chemical hazards, specifically targeting the
training of staff to scan casualties. Given the limited prior work available on the topic of
scanning CBRNE casualties, this study aims to contribute novel research by developing a
VR application for training in this specific area.

3. Virtual Reality Implementation for Chemical Hazard Decontamination Training
3.1. Overview

The proposed system aims to supplement current decontamination training. The focus
is on chemical hazard decontamination training, where the trainees will learn the steps and
precautions to scan casualties for leftover chemical hazards with a scanner at the chemical
scan station, before sending them to the recirculation area to wait for another round of
showers or to the radiation scan station (RSM) for a final scan. In the future, it will be
extended to include more training sections, such as radioactive decontamination.

The real-life decontamination training was participated in and studied. The physicians
overseeing the process and the head nurses responsible for its execution were also consulted.
Based on these, the VR chemical hazard decontamination training was designed to include
learning and accessing (two modules) the essential components: chemical scanner usage,
prioritization, and sending casualties to different facilities, as shown in Figure 3.

Figure 3. The workflow of the proposed VR-based chemical hazard decontamination training.

The VR-based learning module replaces the conventional face-to-face lecture training
with VR hands-on training for the essential decontamination steps. The VR-based assess-
ment module assesses the users’ knowledge and learning outcomes. These modules will be
introduced in the following subsections.

The modularized user-centric design and novel scanning simulation, as well as the
highly realistic virtual environment and workflow, are the main contributions. With regard
to the theory of VR, interaction-wise, the modularized user-centric design and the provision
of visual feedback, such as the scanning trajectory, as shown in Figure 4, improve user
interaction. The highly realistic virtual environment provides an immersive user experience.
These VR features are utilized to facilitate training. The modular design and the workflow
simulation are introduced step by step.
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Figure 4. Using the scanner to scan casualties. The green trajectory shows the user’s progress, while
the red trajectory offers guidance to the user.

These VR modules are implemented in Unity with the Meta Quest 2 head-mounted
display (HMD). The 3D assets and environment are modelled to match the real-world
decontamination training equipment and the facilities of the hospital, using software like
Blender. Graphics techniques like culling and anti-aliasing are employed to improve the
visual quality. The interaction and navigation are based on OpenXR. Billboards and text
are also added in the VR to provide guidance and information for the users. An iter-
ative development methodology was employed to consistently enhance and refine the
visual quality.

Please refer to the Supplementary Materials for a demo.

3.2. User Experience Enhancement

Based on observations and think-aloud evaluations conducted during the initial imple-
mentation, the system was refined iteratively to enhance the user experience. Thirteen staff
of varying technical abilities and professions participated in three think-aloud evaluation
sessions (with six, two, and five participants, respectively) over 2 weeks. After each session,
changes were made to further test the new iterations of the program. The participants
were staff members from the hospital innovation center who had participated in training
recently, including project managers, UX designers, software engineers, and a community
executive, as well as emergency department nurses who did not have extensive technical
backgrounds. Questions such as “What is the issue you are facing right now?”, “Are you
aware of what the objective is now?”, and “What is your thought process right now?”
were asked during the sessions. Most of the users shared that VR would increase their
interest in learning. However, the think-aloud evaluation sessions demonstrated that the
instructions were not very clear, and that the information/steps were a bit complex in
the initial implementation. After three iterations of evaluation and refinement, the user
experience was improved in the following ways.

The text follows the centre of the user’s view, making it harder to miss. If the text
does not fit in the user’s view, arrows are shown in the centre of the view to point the user
to where they should look. The camera is adjusted accordingly to provide a better view,
e.g., when performing the scanning, and the description of the loading screens that the
handheld scanner shows are also moved closer to the screen. Controls are also highlighted
in the users’ virtual hands, so that they can easily look down to know what to press.

The users begin with the simplest level, progressing methodically through the training
to master the entire process at a comfortable speed. For example, the exact comprehensive
areas are shown to the users in the later levels, but when necessary, the simplified version
is shown to them instead, allowing them to focus only on the current learning, e.g., how
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to move, and allowing them to not have to think about where to go or getting distracted.
Unimportant steps are streamlined or simplified, allowing users to focus on the important
steps; e.g., the assembly of the handheld scanner was kept simple, removing the need for
the twisting motion to simulate how caps are unscrewed. The removal action was modelled
as a simple grab-to-detach action, which users had more success performing. The modular
design enables this adaptable approach.

3.3. Virtual Reality-Based Learning Module

The proposed VR-based chemical hazard decontamination learning module was
divided into four tutorial levels, namely a VR basics training level (Level 1), and three
decontamination training levels (Levels 2–4), as shown in Table 1. Grouping key knowledge
into levels allows users to revisit a particular level when necessary, instead of relearning the
entire training course.

Table 1. The VR learning module with four tutorial levels.

Level Name Scope

1 VR basics
Users learn how to grab objects, how to move around using
teleportation, and how objects are moved around in the
environment

2 Scanner setup Users learn how to assemble the scanner and turn it on

3 Scanning and sending
Users learn how to properly scan a casualty, where the casualty
should be brought to post-scan, and what to do if they detect
chemicals on a casualty

4 Prioritisation Users learn how casualties should be prioritised if there are
multiple casualties waiting

The chemical scanner scanning process is introduced gradually to avoid overwhelming
a completely new user. Starting with the simplest aspects, users familiarise themselves
with VR (Level 1), then the scanner device, and then learn how it should be prepared for
the scanning of casualties (Level 2).

3.3.1. Virtual Reality Basics (Level 1)

The success of VR training can greatly depend on how accustomed the user is to VR
technology. As the majority of users may not have experienced VR, they first learn how to
grab objects, how to teleport in order to move around the environment, and how to move
objects around. When the user has just started, the basic environment for learning VR
controls is simplified to a simple box with little props, to reduce distractions. The VR
controls tutorial was made to be stand-alone so that users can focus on learning a single
topic at once.

The description of the areas is introduced later when learning the later procedures for
the different stations. For example, users learn of the radiation scanning station when they
are learning about where to send clean casualties after scanning.

3.3.2. Scanner Setup (Level 2)

Users are able to learn to manipulate the chemical scanner device to prepare it for scan-
ning by switching the caps and holding down the power button. Besides the conventional
VR development of the 3D asset and scenario, the key features are as follows:

• The replacement of the caps is done through a snap-on and snap-off interaction. This
is done by holding the protective inlet cap, which detaches the cap from the scanner
body, then proceeding to attach both the monitoring cap and the probe by bringing
them close to the top of the scanner. This twisting motion simulation to remove caps is
simplified compared to the exact real-life twisting motion, as it is not easy to perform
exact twisting using VR controllers. This aligns with the design goal, which is to help
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users to understand the steps to assemble the scanner device and not necessarily how
to screw using a controller. Assembling the scanner can only be done in one way and
the already finished parts cannot be reverted (e.g., the removed cap cannot be put on).
This emphasizes how the proper procedure should be done.

• Turning on the scanner is done by hovering the hand over the right button for 3 s
to simulate holding down the button. Because it can be confusing and distracting
to map the scanner button onto one of the buttons on the controller, the more direct
interaction approach was chosen, having users directly point and hover.

• The start-up screens of the scanner are replicated as closely to the real-life screens as
possible to provide a glimpse of how the real device would turn on.

3.3.3. Scanning and Sending (Level 3)

At this level, the trainees learn how to scan casualties using the scanner device, as
shown in Figure 4. A high-fidelity VR environment was created to provide trainees with
immersive and authentic experiences (Figure 5). The trainees get the opportunity to
familiarize themselves with the actual environment, which is helpful for them when they
navigate through the VR environment.

The destination that casualties have to be sent to is reliant on the scanning results
(the destination is the RSM or the shower). Grouping scanning and sending into the
same tutorial level helps the user to learn how the processes are related. Furthermore,
the casualties may undergo multiple rounds of showering due to their severe contamination
status; thus, a scenario of two casualties with different contamination statuses was also
added. This level has the following features:

• For simulating the scanning of casualties, some guidelines from the existing training
were referred to. The guidelines state that the nozzle of the scanner has to be pointed
towards the casualty and the scan pattern should be similar to Figure 6. The scanner
nozzle also has to be held close to the casualty for the device to detect contaminants
properly, but without touching the casualty. This is simulated by having an area
extending out from the nozzle that detects if a user has met the conditions needed
for scanning.

• The trainees are required to scan the casualties following the pattern as shown in
Figure 6; they also need to turn the casualties to scan their backs, by grabbing the sides
of the casualty, which are clearly shown, and pulling up. This process is simplified as
the casualty model rotates on a fixed axis.

• Another important feature is allowing users to move the casualty trolleys. By grabbing
the handlebars next to the head or feet, users are able to practice moving the casualties
to one of the end destinations after scanning. Casualties have to be brought to their
respective destinations. The VR trolley implementation tries to follow the hand
movement and can rotate on the spot, replicating real-life trolleys. The Unity cylinders
and hinge joints are utilized to simulate wheels and allow the trolley to roll. Due to
the limited playing area, users need to teleport around the environment while holding
onto the trolleys.

• Tagging casualties with the red slap bands is also implemented, which should be done
if the scanner device detects the presence of chemicals. Users need to pick and label
accordingly and recognise the casualty that has to shower again by the red bands.

3.3.4. Prioritisation (Level 4)

The casualty waiting queue dynamically changes, with each casualty having a priority
level indicated on their treatment card; the priority order from high to low is P1 with a
red band, P1, P2 with a red band, and P2, which is determined by the doctor and scanning
result. The trainees need to compare the casualties by checking the treatment card and
observing whether they have a red band to determine the priority, as shown in Figure 7.
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(a) (b)

Figure 5. The comparison of the real (a) and VR (b) environments.

Figure 6. Scanning procedure illustration.

Figure 7. Actual treatment card (left). Trainees need to check the treatment card and observe the red
tag to determine the casualty’s priority.
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3.4. Virtual Reality-Based Assessment Module

After the learning module, the trainees are requested to participate in a VR-based
assessment module. The workflow is similar to the learning module, as shown in Figure 8.
The assessment is based on the real-life training. For scanning, the scanner–casualty
position and the image result are checked, and for prioritization and proper workflow,
the correctness of the step and destination are examined. The actions that the user takes
for each casualty are tracked and shown after the assessment step is complete. In detail,
the list of actions are shown in the results, as can be seen in Algorithm 1.

Algorithm 1: Assessment procedure.

Scanner setup (hurdle);
while Waiting queue is not empty do

Select casualty of the highest priority (hurdle);
if Complete scanning on both sides then

Record and access the user scan path;
Record the time to scan either side;
if Casualties with chemicals detected tagged with a red slap band then

Record correct
else

Record incorrect
end
if Casualty was brought to the correct end destination (Radiation Scan Station or
Recirculation area) then

Record correct
else

Record incorrect
end

end
end

Figure 8. The workflow of the proposed VR-based chemical hazard decontamination assessment.
The pink boxes indicate the main assessment parts.
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The scanner setup and prioritisation are hurdles that the trainee is guided through if
they encounter problems.

During the scanning, the scanning path is recorded as the user scans the casualty, and
it is saved as an image file, as shown in Figure 9. The system assesses if the head is scanned
first by the user before completing the limbs in any order. The trainer views the image file
to assess whether the users roughly followed the required pattern.

The time taken to scan each side is also measured, to ensure users meet the minimum
and maximum required scanning times. The timer starts when the head is detected by the
scanner device and ends when all 4 limbs have been scanned. Compared to real training, it
simplifies and improves the assessment process, reducing both the tedious effort and the
potential for errors.

Likewise, the prioritization and proper workflow are evaluated automatically, and the
results of this assessment are displayed, as illustrated in Figure 10.

Figure 9. Image result of the VR scanning path assessment for a trainee.

Figure 10. Image result of the in-VR assessment for a trainee.

4. Pilot Study and Discussion

A pilot study of 26 participants with two groups of nurses was conducted, to evaluate
the proposed VR system. The two groups have different prior experiences. The first group
of 13 nurses had previously undergone in-person decontamination training. The second
group of 13 nurses were nurses who had just joined the hospital and had not participated in
any prior training. Other factors, such as prior exposure to VR (note that VR basics training
is provided) and learning preferences, were random variables.
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These two groups of nurses both underwent VR training with learning and in-software
assessment (for self-assessment), as well as a training paper-based knowledge assessment
(please refer to Appendix A). This pilot study focused on quantitative measurement, as
the qualitative measures were conducted in the three think-aloud evaluation sessions,
and comments and feedback from those sessions were collected to iteratively refine the
implementation to enhance the user experiences. Data regarding time were collected
using a timer, while results from the paper-based knowledge assessment were collected
immediately following the training. These data were then recorded and analyzed using
Microsoft Excel spreadsheet software. The primary statistical methods employed included
measures of central tendency and percentage difference.

The mean training time was 43.85 min. The post-VR knowledge assessment results
were collected as the main result for evaluating the knowledge gained by participants after
using the system. In this assessment, questions about the scanner, startup sequence, scan
pattern, scanning time, guidelines, destinations, and prioritisation were asked. The average
score of the first group was 12.69/19, with a standard deviation of 2.87, and the second
group had an average score of 10/19, with a standard deviation of 2.58.

Because the nurses in the first group were very experienced and had completed the
actual in-person training before, they performed well in the test. However, the new nurses
in the second group were able to achieve 78.79% of the first group’s score with a 23.73%
percentage difference, even though they had not done real training before. This suggests
that VR-based training can be used to complement real training.

As shown in Figure 11 and Table 2, another notable observation is that VR training
generally resulted in a better performance on practical questions than theoretical ones. The
theoretical and practical questions were designed based on real training and in consultation
with medical experts. The new nurses in the second group were able to achieve 88.30%
of the first group’s score, with a 12.43% percentage difference for the practical questions.
However, these percentages dropped to 66.20% and 40.67%, respectively, for the theoretical
questions. This suggests that, due to its hands-on nature, VR is more effective for training
that involves procedural and hands-on activities. It provides an engaging, almost-real place
for learners to try and improve their skills in a safer way, making it easier for them to learn
and remember practical skills.

Figure 11. Post-VR knowledge assessment scores.

Limitation: This study indicates that the primary limitation of current VR systems is
their inability to completely replicate real-world training, which is a central challenge in
this field. This work represents a step towards this ultimate goal. The virtual environment
and workflow were developed with a high degree of realism; however, they have yet to
attain full photorealism. Improving the realism of the virtual environment and making
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interactions more intuitive could significantly enhance the effectiveness of VR training.
Moreover, the pilot study aimed to validate the concept and features a relatively limited
number of participants. Future efforts will focus on enhancing these aspects, by upgrading
the VR system and carrying out an extensive user study.

At present, this study is centered on the immediate results of training outcomes, as the
VR training is to supplement the real training. Another future work would explore the
long-term retention of the skills and knowledge acquired.

Table 2. Comparing average practical and theoretical question scores for the first and second groups:
the maximum score for each test is 19 (a score of 10 for theoretical and 9 for practical questions), and
there are 13 participants in each group.

Type First Group Average Score Second Group Average Score Percentage Difference

Theory 5.46 3.62 40.67%
Practical 7.23 6.38 12.43%

All 12.69 10.00 23.73%

Generalization: This study focuses on a specific hospital and chemical scanning
procedure. However, considering the similarity in equipment and procedures across
various hospitals and scanners, the modularized design and scanning simulation can still
be implemented in different facilities. Additionally, the modularized design may facilitate
its adaptation and application in diverse settings.

Implementing VR training, particularly in resource-constrained environments, presents
challenges. While VR training does necessitate an initial investment in resources like VR
hardware and development, this cost is comparatively lower than that of extensive hospital
facilities and medical experts. Furthermore, VR training offers a safer alternative. The mod-
ularized design can also facilitate easier development and maintenance, making it a more
viable option even in settings with limited resources.

Furthermore, enhancing the diversity within the participant pool would aid in more
effectively assessing the generalization of the proposed approach.

Ethical and safety considerations: Ethical and safety considerations in VR training
are paramount, due to the immersive nature of VR technology. In this research, with
regard to ethics, it was ensured that the content was appropriate and respectful of diverse
backgrounds, and data protection measures have been implemented, including passwords
and anonymization. From a safety perspective, the physical risks included potential motion
sickness, eyestrain, and spatial disorientation; to alleviate these, clear guidelines and breaks
during training were provided.

5. Conclusions and Future Work

This paper presents a proof-of-concept VR decontamination training system. Users are
allowed to practice using a chemical scanner device to scan casualties for leftover chemical
hazards. This study showcases how VR can enhance decontamination training simula-
tions, offering a safe and economical alternative to traditional decontamination training
approaches. A pilot study and evaluation indicate that new users gained considerable
proficiency in using VR, showing that the proposed VR system is practically useful in
complementing traditional training.

In the future, the complete decontamination training process will be simulated and
implemented within the VR environment. A comprehensive user study will be conducted
to evaluate the VR training system. Additionally, there is potential for integrating machine
learning methods into the VR system, enabling more intelligent and authentic training and
assessment methods, while enhancing the overall user experience. One possible approach
involves utilizing deep learning-powered computer vision methodologies to analyze and
assess the scanning result image’s content (Figure 9). Other possible features could be the
inclusion of more gamification elements to improve the learning retention of the trainees.
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Appendix A. Sample Post-Training Quiz
The quiz will take about 6 minutes. The total scores are 19. The score will only be used for the research 

study and will in no way affect your work. 

1) Given the names of the chemical scanner parts, match the names to the parts pointed out in the 

diagram below. 

i. Field Monitoring Cap 

ii. Air Inlet Cap 

iii. Probe 

 

 

 

 

2) Please refer to the diagram below. Circle the corresponding letter of the button used to turn on the 

scanner (A, B or C). 

 

3) How long does the button from Question 2 have to be held down to turn on the scanner?  

Answer: _________ seconds 

4) What is the correct order of steps for the Chemical Scanner startup sequence? Answer: __________ 

i. Press and hold button to turn on the scanner 

ii. Change the caps 

iii. Attach probe 

iv. Wait for loading screens to end 

A. (i), (ii), (iii), (iv) 

B. (ii), (i), (iii), (iv) 

C. (ii), (iii), (i), (iv) 

D. (i), (iv), (ii), (iii) 

5) The right above is a diagram of a casualty. A part of the scan pattern has already been provided, 

showing how a chemical scanner should be used to scan a casualty. Draw more arrows on both the 

front and back of the casualty diagram below to complete the scan pattern.  

 

6) During scanning, what is the minimum and maximum time you should take to scan one side of a 

casualty? 

Answers: 

a) Minimum: __________minutes __________seconds 

b) Maximum: __________minutes __________seconds 

https://www.mdpi.com/article/10.3390/electronics13020465/s1
https://www.mdpi.com/article/10.3390/electronics13020465/s1
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7) Which of the following are important to take note of while scanning a casualty with the chemical 

scanner? Answer: ______________ 

i. Touch the casualty with the scanner 

ii. Aim scanner probe towards the casualty 

iii. Follow the general scan pattern to maximise coverage 

iv. Finish scanning the current casualty even if a higher priority one finishes re-robing and is now 

waiting 

A. All of the above. 

B. (i), (ii) and (iii) 

C. (ii), (iii) and (iv) 

D. (iii) 

8) The following image is the split path at the end of the Chemical Scan Area in the trolley lane. 

Casualties are brought to either the left or right areas depending on whether chemicals were 

detected during scanning. Which of the following are the correct names for the locations to the left 

and right? Answer: ______________ 

 

A. Left: Recirculation Lane,  Right: Radiation Scan Station 

B. Left: Radiation Scan Station,  Right: Re-robing Station 

C. Left: Radiation Scan Station,  Right: Recirculation Station 

D. Left: Recirculation Lane,  Right: Re-robing Station 

9) In the scenarios in Questions 9a) and b), a casualty had just been scanned. Where should the 

casualty be brought to in the image below based on the reaction of the scanner?  

 

 

a) The scanner started to beep with a flashing red light. Where should the casualty be brought 

to? Circle the right answer.                                            Answer: (Left / Right) 

b) There was no response from the scanner. Where should the casualty be brought to? Circle 

the right answer.                                                      Answer: (Left / Right) 

c) For which casualty (a or b) would a red slap band need to be placed? 

Answer: __________ 

10) The image below shows an item that can be found on a casualty. What is the name of the item? 

 

 

 

 

 

 

 

 

 

 

 

 

 

11) Below is a list of casualties with different priority statuses in the trolley lane. Please order the 

casualties according to the priority from highest to lowest. (A higher priority means the casualty 

should be scanned first) 

i. P2 

ii. P1 

iii. P2 with red slap band 

iv. P1 with red slap band 

a) The scanner started to beep with a flashing red light. Where should the casualty be brought 

to? Circle the right answer.                                            Answer: (Left / Right) 

b) There was no response from the scanner. Where should the casualty be brought to? Circle 

the right answer.                                                      Answer: (Left / Right) 

c) For which casualty (a or b) would a red slap band need to be placed? 

Answer: __________ 

10) The image below shows an item that can be found on a casualty. What is the name of the item? 

 

 

 

 

 

 

 

 

 

 

 

 

 

11) Below is a list of casualties with different priority statuses in the trolley lane. Please order the 

casualties according to the priority from highest to lowest. (A higher priority means the casualty 

should be scanned first) 

i. P2 

ii. P1 

iii. P2 with red slap band 

iv. P1 with red slap band 
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a) The scanner started to beep with a flashing red light. Where should the casualty be brought 

to? Circle the right answer.                                            Answer: (Left / Right) 

b) There was no response from the scanner. Where should the casualty be brought to? Circle 

the right answer.                                                      Answer: (Left / Right) 

c) For which casualty (a or b) would a red slap band need to be placed? 

Answer: __________ 

10) The image below shows an item that can be found on a casualty. What is the name of the item? 

 

 

 

 

 

 

 

 

 

 

 

 

 

11) Below is a list of casualties with different priority statuses in the trolley lane. Please order the 

casualties according to the priority from highest to lowest. (A higher priority means the casualty 

should be scanned first) 

i. P2 

ii. P1 

iii. P2 with red slap band 

iv. P1 with red slap band 
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