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Abstract: Compared with traditional anomaly analysis, intelligent connected vehicle (ICV) data
validity analysis is faced with a variety of data anomalies, including sensor anomalies, driving
behavior anomalies, malicious tampering, and so on, which eventually leads to anomalies in the
data. How to integrate the vehicle moving characteristics, driving style, and traffic flow conditions
to provide an effective data detection method has become a new problem in the field of intelligent
networked vehicles. Based on ICV data, a particle swarm optimization data validity detection algo-
rithm (TE-PSO-SVM) was proposed by combining driving style and traffic flow theory to realize the
effective detection of driving data. In addition, aiming at the problem of mixed types of anomalies in
complex scenes, a model pool is constructed, and a model selection algorithm based on reinforcement
learning (RLBMS) is proposed. Experiments on the real data set HighD show that RLBMS has a better
detection effect in complex scenes of mixed types of anomalies.

Keywords: intelligent connected vehicle; data validity analysis; traffic flow theory; driving style;
particle swarm optimization algorithm; reinforcement learning

1. Introduction

Intelligent connected vehicle (ICV) refers to the organic combination of the Internet
of vehicles and intelligent vehicles. ICV is equipped with advanced onboard sensors,
controllers, actuators, and other equipment. It integrates modern communication and
network technology to realize the exchange and sharing of intelligent information between
vehicles and people, other vehicles, roads, backstage, etc., with safety, comfort, energy-
saving abilities, high efficiency, and other characteristics [1]. As ICV technology continues
to advance, more and more vehicles will be on the road, generating huge amounts of
data. The data are expected to be used to improve traffic safety, optimize road transport,
and improve urban planning. However, the validity analysis of ICV data is challenged
by various data anomalies, including sensor anomalies, driving behavior changes, and
potentially malicious tampering, resulting in anomalies in the data. Therefore, it is urgent
to test the validity of ICV data. Intelligent connected vehicle (ICV) has the following
three characteristics: an open wireless transmission medium; high-speed mobility of
vehicle nodes; and a susceptibility to environmental influence and man-made information
interference [2,3]. It is these three characteristics that make it possible for sensors or
transmission lines to fail, causing the data to be tampered with, distorted, or lost. If the
data are mixed with other false and messy data in the transmission process, it may cause
traffic jams and even threaten the life of the driver. Ensuring the validity of ICV driving
data is the key to enhancing vehicle safety, and how to ensure the validity of the data has
become an extremely challenging task.
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In recent years, vehicle security incidents caused by vehicle vulnerabilities have
occurred many times. The increased connectivity and complexity of ICVs create a broader
attack surface for security threats. Some examples of these attack surfaces include vehicle-to-
everything (V2X) communication, telematics services, Bluetooth connectivity, and onboard
diagnostics (OBD) ports [4]. Security researchers at one company say they have hacked
Tesla’s keyless system to open a car door in less than 10 s, successfully testing it on both the
Model 3 and the Model Y [5]. In 2022, a 19-year-old hacker publicly said on the Internet
that he had successfully found a vulnerability in the third-party software of a brand of new
energy vehicles, and, through the vulnerability, he remotely invaded more than 25 vehicles
of the brand in 13 countries. After the intrusion, it can remotely open and close doors,
sound horns, control windows, and even achieve keyless driving [6]. These vehicle safety
cases highlight the potential for outsiders to tamper with vehicle data, posing a serious
threat to the data security and reliability of ICVs.

With the rapid development of autonomous driving and sensor technology (including
radar, 3D LiDAR, etc.), a large amount of urban traffic data has been collected through fixed
sensors or vehicle sensors (mobile) to monitor the basic state and the dynamic state of the
traffic network [7]. However, since the spatial range of fixed sensors is limited, and mobile
vehicle sensors may face instability during data collection, the data collection process is
often accompanied by problems such as sensor failure or transmission distortion, affecting
the effective communication between vehicles. According to the Texas Transportation
Research report, the anomaly and loss of traffic data usually range from 16% to 93% [8].
At the 17th World Conference on Intelligent Transportation Systems, Chinese researchers
pointed out in their report that abnormal and lost traffic data often occur in Beijing [9].
Therefore, low-quality problems such as missing data and abnormal data have been a
serious obstacle to the development and application of ICV.

The research content of this paper is mainly applied to the field of assisted driving and
automatic driving in order to solve the problem of traffic congestion and traffic accidents
caused by vehicle data quality, so as to ensure that intelligent connected vehicles achieve
the goal of safe, comfortable, energy-saving, and efficient driving. According to the above
objectives, this paper proposes the following two methods: This paper combines driving
style with traffic flow theory and designs a data validity checking algorithm based on
particle swarm optimization. In real-world environments, data anomalies may appear
in many forms. To solve this problem, this paper proposes an anomaly detection model
based on reinforcement learning, which can flexibly adapt to different forms of anomalies,
thereby improving the robustness and adaptability of data validity detection. The main
contributions of this study are as follows:

(1) Combined with the acceleration and traffic flow theory, the driving style recognition
coefficient is defined, and the driving style quantitative model is designed to realize
the quantification of the driver’s driving style. The traffic flow model is established,
and the vehicle state data are fused with the driving style and traffic flow theory to
predict the vehicle speed through the LSTM network.

(2) Based on the driving style, traffic flow theory, and vehicle driving state information,
a data validity detection algorithm (TE-PSO-SVM) is designed by using a particle
swarm optimization support vector machine model.

(3) Due to the diversity of ICV data, the detection accuracy of a single model is still limited
in the scenario of the mixed coexistence of multiple types of anomalies. Therefore,
by combining the vehicle data, traffic flow model, and driving style, different basic
models are used to construct a model pool for the diversity of anomalies. According
to the characteristics of the different algorithms in the model pool, the concepts of
distance threshold confidence (D_T_C) and predictive consensus confidence (P_C_C)
are introduced, and then reinforcement learning is used for model selection. A model
selection algorithm based on reinforcement learning (RLBMS) is designed to further
improve the accuracy of data validity detection.



Electronics 2024, 13, 444 3 of 21

The rest of this paper is organized as follows: In Section 2, many similar works are
presented. Section 3 introduces the method used for quantifying driving style and the
method of speed prediction based on traffic flow theory. In Section 4, a data validity
detection algorithm (TE-PSO-SVM) is proposed based on driving style, traffic flow theory,
and vehicle driving state information. In Section 5, a model selection algorithm based on
reinforcement learning (RLBMS) is proposed and introduced by taking advantage of differ-
ent basic models. In Section 6, the quantification process of driving style is presented, the
speed prediction based on traffic flow theory is tested, the data validity algorithm proposed
in the first two sections is tested, and the conclusion is drawn. Section 7 summarizes this
paper and proposes future work.

2. Related Work

In order to solve the above problems, various scholars have applied different methods
and conducted a lot of experiments. Y. Wang et al. developed a novel and comprehensive
framework that combines an Adaptive Extended Kalman Filter (AEKF) with a car-following
motion model and uses a data-driven fault detector for data analysis [10]. N. Ding et al. pro-
posed an anomaly detection algorithm based on drivers’ emotions (EAD). For collaborative
ICV, a method based on the driver’s emotional state has been used to realize the real-time
detection of safe-driving-related data through the GMM model [11]. Youcef et al. proposed
a k-nearest neighbors (k-NN) anomaly detection algorithm that takes into account both the
spatial and temporal information data of the traffic flow [12]. Peng et al. proposed a new
method for intrusion detection (AMAEID) using an attention mechanism and an automatic
encoder. The attention mechanism and autoencoder for intrusion detection (AMAEID)
model utilizes a multi-layer denoising autoencoder model and a dropout network layer
to encode and decode message data, obtaining a deeper representation of the potential
features behind the message data. Finally, the above hidden feature representation is used
to infer whether the data are an abnormal message [13]. Sharma et al. used the concept
of ensemble learning to establish an ensemble detection model by integrating classifiers
such as k-nearest neighbor, decision tree, AdaBoost, and random forest to perform anomaly
detection on Internet of Vehicle (IoV) data [14]. Malith Ranaweera et al. integrated the
traffic flow phenomena into abnormal data detection techniques to improve the assessment
of vehicular network threats. This method determines whether the data are abnormal (i.e.,
speed and spatial spacing) by analyzing microscopic parameters derived from traffic flow
theory [15]. Khodayari et al. combined neural networks to build a car-following model.
On the basis of the existing car-following model, the reaction time was added in order
to determine whether the data were abnormal through the neural network car-following
model, and the effectiveness of the model was verified through real traffic data [16]. Tianjia
He et al. detected anomalous sensor measurements by exploiting the inherent redundancy
among heterogeneous sensors, which is the simultaneous response of multiple sensors to
the same physical phenomenon in a correlated manner. For example, pressing on the accel-
erator increases the engine RPM and vehicle speed. An anomaly detector was proposed by
embedding redundancy into a deep autoencoder [17]. Traditional data validity analysis
methods generally focus on the data of a single vehicle or part of the vehicle and need to
further consider the driver’s status and traffic flow status. How to combine the vehicle’s
own data characteristics, driving style, and traffic flow characteristics to provide effective
data detection methods has become a new problem in intelligent connected vehicles.

Driving style and traffic flow data have become crucial due to the uniqueness of
driverless cars. In this context, Milardo et al. conducted data collection on multiple vehicle
collision events. Through an in-depth analysis of a large amount of collision data, they
concluded that there is an inseparable correlation between drivers’ driving style and vehicle
data [18]. This correlation not only highlights the impact of driving behavior on vehicle
performance, but also provides useful insights for a deeper understanding of intelligent
connected vehicle systems. Therefore, the driver’s style can be quantified by the model
to better judge the validity of the data in ICV. Traffic flow theory provides a theoretical
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basis for data validity detection through the study of traffic flow, density, speed, and other
indicators [19], which helps researchers to have a more comprehensive understanding of
road traffic conditions and make a more scientific assessment of data validity detection.

3. Driving Style and Traffic Flow Theory

In order to reduce the number of accidents and, thus, improve road safety, Nesrine
Kadri et al. designed a new recurrent neural network structure based on stacked long
short-term memory (LSTM) for classifying driving behaviors. By applying the Dempster–
Shafer (DS) belief function theory, the uncertainty of data was successfully overcome, thus,
significantly improving the accurate classification results of driving states [20]. Amina
Turki et al. proposed a hybrid real-time system based on the eye-closing ratio and mouth-
opening ratio, which has two processes: offline and online. The offline process uses a
pre-trained convolutional neural network (CNN) to perform a classification module to
detect the driver’s drowsiness. The online procedure uses Chebyshev distance to calculate
the percentage of the driver’s online eye-closing and yawning frequency from live video.
With the help of pre-training CNN based on the ensemble learning paradigm, the driver’s
sleepiness state can be accurately evaluated [21]. Driving behavior affects a driver’s speed
on the road. Drivers in highly nervous or excited situations may present abnormal driving
behavior, resulting in abnormal data. Therefore, quantifying the driving style can help us
to judge the validity of the data.

Based on urban traffic flow theory, Lin, X. et al. combined the ARIMA model and the
Garch model to obtain corresponding fluctuation characteristics and proposed a short-term
high-speed traffic flow prediction method based on the ARMI-GARCH-M model to realize
the prediction of traffic flow data [22]. Yacong Gao et al. developed an LSTM short-term
traffic prediction model that can more fully capture recent spatio-temporal features and,
thus, proposed a short-term traffic speed prediction method based on multi-temporal traffic
flow states before and after. This method can accurately reflect the running state of the
road in real time [23]. Traffic flow theory provides a theoretical basis for data anomaly
detection through the study of traffic mobility, density, speed, and other indicators, which
can help researchers to understand the traffic flow on the road and to make a more accurate
judgment on data validity detection.

In summary, there is an important relationship between driving style and vehicle data,
and traffic flow theory provides a theoretical basis to help researchers to more scientifically
detect and evaluate data quality on the road. This helps to improve road traffic efficiency
and safety and is of great significance for traffic management and safety research.

3.1. Driving Style

When quantifying a driver’s driving style, it is more accurate to consider multiple
factors, such as vehicle speed, acceleration, and traffic density, which is helpful to better
understand and describe the complexity of the driving behavior.

According to the driver’s driving behavior scale and the driver’s driving safety
scale [24], the driver’s driving style is divided into the following three types: cautious
type, normal type, and radical type. Some researchers only consider the vehicle’s data to
quantify the driver’s driving style [25,26]. For example, Murphey et al. [26] proposed a
very classic driver style recognition coefficient algorithm, Rdriver, through vehicle speed
or acceleration. Few scholars have considered the impact of traffic density on driver style,
therefore, there is a certain deviation from the actual situation, which eventually leads to
inaccurate quantitative results. (1) When the traffic density is small, the vehicle belongs
to free driving, and the frequent change of acceleration is normal. However, when only
considering the acceleration to judge the driving style, the driver’s style is likely to be
judged as radical. (2) Under the same traffic density, whether the acceleration is stable or
with frequent changes, the driver’s driving style must be different. Only considering the
density cannot distinguish the driving style.
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Based on the driver style recognition coefficient, Rdriver, proposed by Murphey et al., [27],
a new driving style recognition coefficient, E, is proposed by combining traffic density and
acceleration. Firstly, the density ratio (D) is defined by the density around the vehicle, and
then the driver’s style recognition coefficient, Rdriver, is calculated by the speed. Finally, the
driving style recognition coefficient, E, is expressed as Equations (1)–(3), as follows:

J =
d2v(t)

d2t
(1)

Rdriver =
WJ

J
(2)

E = D ∗ Rdriver =
k

km
∗

WJ

J
(3)

where k is the density around the target vehicle and km is the density corresponding to the
maximum traffic flow of the road section, which is obtained according to the Greenshield
traffic flow model [28], as shown in Figure 1; J is the degree of vehicle impact, where the
physical meaning is the rate of change of acceleration; J is the average impact degree ob-
tained by normal drivers in the same traffic environment; and WJ is the standard deviation
of the impact in the calculated window when the time window is withinω. Through a large
number of experiments and studies, Murphey et al. proved that, when the time windowω

is set to 3~9 s, it has a higher recognition of the driver’s style.
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Finally, the following two different thresholds are set: Norm-threshold and Agg-
threshold. The calculated driving style recognition coefficient is compared with the two
thresholds in Table 1 to get the final driving style category.

Table 1. Driving style classification table.

Driving Style Driving Style Division Driving Style Parameters

Cautious type E < Norm-threshold 1

Normal type Norm-threshold < E <
Agg-threshold 2

Radical type E > Agg-threshold 3

3.2. Speed Prediction Based on Traffic Flow Theory

The Greenshield model is one of the basic models used to describe traffic flow behavior,
which was proposed by Canadian traffic engineer Bruce D. Greenshields [28]. The model
provides insight into the dynamic characteristics of traffic flow by studying the relationship
between vehicle density, speed, and flow [29]. kj is the jam density, km is the optimal
density, vf is the free-flow speed, vm is the optimal speed, and qm is the maximum traffic
flow. The density–speed–flow relationship diagram is shown in Figure 1.
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Through the traffic flow model, the relationship between speed and density can be
obtained, but it is a macroscopic traffic flow model and cannot accurately predict the vehicle
speed. Therefore, this paper combines the vehicle state data with the traffic flow model and
driving style and predicts the vehicle speed through the long short-term memory (LSTM)
network to further improve the prediction of the vehicle speed data [30].

Long short-term memory (LSTM) is a variant of recurrent neural networks that are
used to handle the modeling and forecasting of sequential data and time series data. Its
memory unit consists of a state vector and three gating vectors, namely the input gate,
the forget gate, and the output gate. These gating vectors control the flow and retention
of information through a sigmoid function. LSTM is designed such that it can effectively
handle long-term dependencies and has a strong ability for modeling and predicting
sequence data. The driving style and traffic flow data capture the driver’s state and
the surrounding environmental factors more fully, which is beneficial for improving the
accuracy of speed prediction. In this experiment, n-dimensional data x, such as traffic flow
prediction speed, driving style, and car-following distance, are selected, and then X = [x1,
x2, . . ., xt] is used as the input of LSTM to obtain the speed prediction value at time t + 1.
The experiments show that, when t = 8, the predicted results are better.

Firstly, the number of surrounding vehicles is obtained by ICV, and the traffic density
is calculated. Secondly, the speed–density relationship diagram is used to predict the speed
and obtain the macroscopic speed of the vehicle. Then, the preliminary predicted vehicle
speed, vehicle status, and driving style data are input into the LSTM network as features.
The final predicted vehicle speed (fin_v) is obtained as the basis for subsequent ICV data
validity detection. The specific prediction process is shown in Figure 2.
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4. Data Validity Detection Algorithm Based on Driving Style and Traffic Flow Theory
4.1. Support Vector Machine

A support vector machine (SVM) is a machine learning algorithm that is widely used
in supervised learning, mainly for classification and regression tasks [31]. The basic idea is
to find a hyperplane that separates the different classes of data and maximizes the distance
from the nearest data point to the hyperplane. The commonly used kernel functions include
linear kernel function, polynomial kernel function, and radial basis function (RBF) kernel
function. In the SVM classification model with RBF as the kernel function, the penalty
factor (C) and the kernel function coefficient (σ) are important parameters that affect the
classification accuracy. In order to improve the accuracy of anomaly detection, the values
of C and σ must be optimized, and the particle swarm optimization algorithm is used to
optimize the parameters.

4.2. Particle Swarm Optimization

Particle swarm optimization (PSO) is a swarm intelligence algorithm inspired by
the foraging behavior of birds [32]. PSO simulates cooperation and information sharing
among individuals in the bird flock to find the optimal solution to the problem. This
method can adaptively control the evolution of individuals according to the change of
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population state and balance the global and local search capabilities. In PSO, the solution
space is represented as the positions of a swarm of particles, where each particle represents
a solution. The particle searches in the solution space and adjusts its moving direction
and speed on its own historical experience and information exchange with its neighboring
particles. Through continuous iterative updates, the particle swarm gradually converges to
the optimal solution. The PSO algorithm is simple, easy to implement, and has good global
search ability. After finding the global and local optimal values for the i particle of the t + 1
generation, the update rules of its velocity and position are shown by Equations (4) and (5),
as follows:

vi(t + 1) = ρvi(t) + λ1 · R1 · [pbesti − xi(t)] + λ2 · R2 · [gbest− xi(t)] (4)

xi(t+1) = xi(t) + vi(t+1) (5)

where vi(t + 1) is the velocity of the ith particle of the t + 1 generation; ρ is the inertia
weight, which is used to control the influence degree of particle historical velocity in the
update; vi(t) is the velocity of the i particle of the t generation; λ1 and λ2 are the learning
factors, which represent the influence degree of particle individual experience and group
experience in updating respectively; R1 and R2 are random numbers, which are used to
introduce randomness and increase the diversity of the search; Pbesti is the individual
optimal solution of ith particle, that is, the best position that the particle has experienced;
xi(t) is the position of the i particle of the t generation; gbest is the group optimal solution,
that is, the best position among all particles. The specific structure of the PSO-optimized
SVM algorithm is shown in Algorithm 1.

Algorithm 1 PSO-SVM algorithm.

Input: S, Search space; T, Maximum iterations; F, Features in the dataset.
Output: Optimal penalty factor (C) and kernel function coefficients(σ).
(1) Initialize parameters Number of particles N, inertia weight ρ, Learning factor λ1 and λ2.
Random numbers R1 and R2.
(2) The initial position and velocity of N particles are randomly generated.
(3) j = 1.
While (j < T)

For each particle i, the velocity and position information are calculated according to
Equations (4) and (5).

Its fitness value is calculated for each particle, and pbesti and gbest are updated.
End

4.3. TE-PSO-SVM Algorithm

By combining driving style with traffic flow theory, we can obtain the vehicle status,
driver style, and road information more comprehensively and provide a more accurate
data validity detection scheme. Algorithm 2 gives the overall description of the TE-PSO-
SVM algorithm.

Algorithm 2 TE-PSO-SVM algorithm.

Input: Vehicle location and speed information.
Output: Data detection result.
(1) Obtain vehicle location information and calculate the density around the target vehicle.
(2) The driving style is determined by Equation (3) and the driving style quantization table.
(3) The vehicle speed was predicted by the model in Figure 2.
(4) Combined with driving style and traffic flow data, the detection results were output by the
PSO-SVM model.
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5. Model Selection Algorithm Based on Reinforcement Learning

Due to the complexity of real-world data, a single model may not be sufficient to fully
capture the data characteristics, resulting in insufficient data accuracy [33]. In order to
make use of the advantages of different basic models and solve the problem of insuffi-
cient detection accuracy of a single model in the scene where multiple types of abnormal
mixtures coexist, the following four different structural algorithm models are selected as
the basic algorithms in the model pool: (1) Logistic Regression [34]: It is a linear model
for classification tasks where the output layer uses a logistic function to map the input to
a probability value between 0 and 1; (2) Multilayer Perceptron (MLP) [35]: It is a model
based on the neural network; (3) Decision Tree [36]: It is an algorithm model based on a
tree structure, layer by layer reasoning to achieve the final classification; (4) PSO-SVM [37]:
It is a sample model that divides different categories by the optimal hyperplane. Finally,
a model selection algorithm based on reinforcement learning is proposed in combination
with the Advantage Actor–Critic algorithm.

Advantage Actor–Critic (A2C) is a reinforcement learning algorithm that combines
the policy gradient (Actor) and value function approach (Critic). It aims to improve the
performance of a reinforcement learning agent in an environment by simultaneously opti-
mizing a policy and a value function [38]. A2C interacts with the environment at each step
and uses the experience of these interactions to update the policy and the value function.
Reinforcement learning is different from other types of machine learning methods. The
training data mainly comes from various interactions with the environment. Its advantage
lies in its reward and punishment mechanism, which can respond quickly to environmental
information [39]. The value network scores st and st + 1 via Equations (6) and (7), respec-
tively. TD target and TD error are shown in Equations (8) and (9). The value network and
policy network updates are shown in Equations (10) and (11), as follows:

v̂t = v(st; w) (6)

v̂t+1 = v(st+1; w) (7)

ŷt = rt + γ · v̂t+1 (8)

δt = v̂t − ŷt (9)

wnew ← wnow − α · δt · ∇wv(st; wnow) (10)

θnew ← θnow − β · δt · ∇θ ln π(at | s t; θnow) (11)

where, v̂t and v̂t+1 are the value network score values, w is the value network parameter
used to evaluate the quality of the state, θ is the policy network parameter used to control
the selected action, rt is the reward value, st and st+1 are the state, and α and β are the
value loss coefficient and policy loss coefficient, respectively.

5.1. Overall Workflow

Firstly, each candidate anomaly detector is pre-trained on the training set. Secondly,
all of the detectors are run on the test data, and each detector calculates a series of abnormal
scores for each test instance. According to the prediction scores and thresholds, all basic
detectors can generate a set of prediction labels for the test data. Then, using the prediction
score, threshold, and prediction label obtained in the previous step, two additional confi-
dence scores are defined. Finally, these two confidence scores are integrated into the state
variables of the reinforcement learning model along with the prediction scores, thresholds,
and prediction labels. The specific structure is shown in Figure 3.
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In this experiment, the following two scores are proposed to be added to the state
variables of the reinforcement learning model to improve the accuracy and robustness of
the model selection algorithm based on reinforcement learning:

D_T_C =
|pro−Threshold|

Pro_max− Pro_min
(12)

Distance threshold confidence (D_T_C): The higher the prediction probability is, the
higher the confidence of the corresponding instance in the current model prediction. The
probability and threshold detected by the model are used to describe the rationality of the
model prediction. Here, pro indicates the prediction probability, Threshold indicates the
threshold, and Pro_max and Pro_min indicate the maximum and minimum of the prediction
probability, respectively.

P_C_C =
m
M

(13)

Predictive consensus confidence (P_C_C): This is a metric that is inferred by the
majority voting idea in ensemble learning. The higher the confidence level, the more
consistent the prediction results of multiple models, and the more credible the prediction
ability of the model. Here, m is the number of the same votes cast in the model and M is
the total number of models in the model pool.

5.2. Introduction of Model Selection Algorithm Environment Based on Reinforcement Learning

Actor: The task of the actor is to learn a policy, that is, how to select actions from
the state space. Policies can be deterministic (output an action directly) or probabilistic
(output a probability distribution over actions). Critic: The task of the critic is to learn a
value function that is used to estimate the long-term value of the state. The value function
represents the expected reward that can be obtained after executing the current policy
in a given state. The actor and the critic collaborate with each other. The actor uses
the information of the value function provided by the critic to improve their policy, and
the critic in turn updates the value function by interacting with the actor’s policy. This
collaborative learning makes the algorithm more stable and efficient. According to the
research content of this paper, the selection process of the detector is shown in Figure 4.

States: State refers to the information observed in the environment that is used to
describe the current situation. In this paper, each state is regarded as a state variable
obtained from the prediction results of the selected anomaly detector, where the state
variables include an anomaly score, anomaly threshold, prediction label, distance threshold
confidence, and prediction consensus confidence.
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Action: Action space refers to the set of actions that can be selected in each state. The
size of the action space in this paper is the number of algorithms in the model pool, and the
index of the candidate detector is selected from the model pool as an action.

Reward: The reward function defines the reward signal obtained in each state tran-
sition. The reward function in this paper is determined by the real label value and the
predicted label value, as shown in Equation (14).

Reward =


Y1, True Positive(TP)
Y2, True Negative (TN)
Y3, False Positive (FP)
Y4, False Negative(FN)

(14)

5.3. Model Selection Algorithm Based on Reinforcement Learning

In order to take advantage of the advantages of different models, based on the PSO-
SVM model, three other algorithms with different structures are added to the model pool
to capture data features. According to the state information in the reinforcement learning
algorithm, the corresponding action is obtained, and the algorithm that is suitable for
the current state is selected from the model pool. For example, if the calculated distance
threshold confidence and prediction consensus confidence are very low, it shows that
the algorithm is not sensitive to such anomalies, resulting in inaccurate judgment results.
It is necessary to switch other algorithms from the model pool to improve the accuracy
of anomaly detection. Algorithm 3 gives the overall description of the model selection
algorithm based on reinforcement learning.

Algorithm 3 Model selection algorithm based on reinforcement learning.

Input: Vehicle location and speed information.
Output: Data detection result.
(1) Obtain vehicle location information and calculate the density around the target vehicle.
(2) The driving style is determined by Equation (3) and the driving style quantization table;
predict vehicle speed through the model in Figure 2.
(3) Train the model in the model pool, and obtain prediction scores, thresholds, and prediction
labels for each algorithm in the model pool.
(4) Calculate D_ T_ C and P_ C_ C from the prediction score, threshold, and prediction label using
Equations (12) and (13).
(5) Select appropriate base models from the model pool using the A2C algorithm based on
state information.
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6. Experiments and Results Analysis
6.1. Data Set and Environment Description

(1) Selected datasets.

Based on driving style and traffic flow theory, this paper uses the HighD data set to
detect the validity of the ICV data. It is part of the highway scene in the LevelX data set
of the University of Aachen, Germany. A total of six locations are sampled, all of which
are on the highway near Aachen. Collected by drones, each section is sampled by about
110,000 vehicles, is 410 m long and 16.5 h long, and has a sampling frequency of 25 Hz. The
positioning error is usually less than 10 cm [40]. Five vehicles in the HighD dataset were
randomly selected as the data set, and the data set was divided into training and testing
sets in a 7:3 ratio.

According to The Automatic Driving White Paper [41], the vehicle speed is the data of
vehicle decision making and control, and its importance is high. Therefore, the speed is
changed in the experiment to simulate the abnormal data. To simulate the error caused
by data acquisition, road bumps, etc., Gaussian Noise is added to the speed and distance
of the vehicle. According to the actual situation investigation, as shown in Figure 5, the
following four kinds of abnormal data are defined [12,42]:
1© When the car-following distance is small, the speed is too large;
2© When the car-following distance is small, the acceleration is too large;
3© Speed mutation;
4© The speed appears as a constant value.
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(2) Environment Description.

The experimental system is Windows 11; the CPU is the 13th generation Intel (R) Core
(TM) i9-13900HX 2.20 GHz; the memory is 16 GB; Our experiment was conducted using
Python 3.9 in PyCharm IDE version 2023.3.3.

(3) Table 2 shows the description of the relevant parameters.
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Table 2. Explanation of relevant experimental parameters.

Parameter Numerical Value Description

Norm-threshold 0.4 Normal type threshold
Agg-threshold 1.1 Aggressive threshold

km 0.08 Optimal density
ω 30 Time window
ρ 0.8 Inertia weight

λ1, λ2 0.5, 0.5 Learning factor
T 10 Number of iterations

Gaussian Noise (0, 0.3), (0, 0.4) (mean, variance)
(Y1, Y2, Y3, Y4) (1.5, 0.5, −0.5, −1) Reward value

α 0.5 Value Loss Coefficient
β 0.1 Policy Loss Coefficient
lr 7 × 10−4 Learning rate
γ 0.9 Discount factor

6.2. Evaluating Indicator

When evaluating the experimental results, this paper selects Precision (P), Recall (R),
and F1-Score (F1), which are commonly used in the field of data anomaly detection as eval-
uation criteria. Precision is the proportion of all of the samples judged by the model to be
positive categories that are actually positive categories. Recall is the proportion of samples
that are actually positive that are correctly classified as positive by the model. The F1-Score
is the harmonic mean of Precision and Recall, which can be used to measure the balanced
performance of the model on normal samples and abnormal samples. The calculation
methods of Precision (P), Recall (R), and F1-Score (F1) are shown in Equations (15)–(17).

Precision =
TP

TP + FP
(15)

Recall =
TP

TP + FN
(16)

F1− Score =
2× P× R

P + R
(17)

The anomaly is regarded as ‘positive,’ and the normal data point is ‘negative.’ Accord-
ing to the definition, True Positive (TP) is the anomaly correctly predicted, True Negative
(TN) is the normal data correctly predicted, False Positive (FP) is the normal data point
wrongly predicted as abnormal, and False Negative (FN) is the abnormal data point
wrongly predicted as normal.

6.3. Driving Style Quantification

In order to clearly show the steps needed to quantify the driving style, this paper
presents the specific process diagram of the driving style quantification of car ID = 974
through the driving style quantification method proposed in Section 3.

The traffic density while the vehicle is driving, the standard deviation of the impact
degree within the window, and the final quantization table of the driver style are shown in
Figures 6–8, respectively.

Traffic density refers to the number of vehicles passing on a unit road section. A higher
traffic density means more vehicles on the road, which makes the traffic environment
more complex.

The standard deviation of impact within the window is a statistic of the change
rate of the acceleration derivative over a period of time. This indicator can reflect the
driver’s acceleration and deceleration behavior. The standard deviation of the larger
impact indicates that the driver is more inclined to accelerate and decelerate frequently and
perform aggressive driving behavior.
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If the standard deviation of the impact degree in the window of a driver is large in an
environment with high traffic density, it indicates that their driving style is more aggressive
and there may be safety risks. Under different traffic characteristics, not only will vehicle
sensors convey different data characteristics, but drivers will also show different driving
styles. By quantifying the driving style, researchers can better understand the driving
preferences and behaviors of drivers, which is helpful for data validity detection.



Electronics 2024, 13, 444 14 of 21

6.4. Speed Prediction Based on Traffic Flow Theory

To further investigate the relationship between traffic density, speed, and flow, the
HighD data set of the highway scene of Aachen University in Germany is used to calculate
the traffic density, speed, and flow of the data set, and the least square method [43] is used
to obtain the relationship between density and speed in the data set, as shown in Figure 9.
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Since the above model is a macroscopic traffic flow model, it cannot accurately predict
the vehicle speed. Therefore, the method of vehicle state data combined with driver style
and traffic flow theory in Section 3 is used to predict the vehicle speed.

In this paper, the root mean square error (RMSE) and mean absolute error (MAE) are
used to calculate and measure the performance of the prediction model, as follows:

RMSE =

√(
1
n
∗ Σ(vi − v̂i)

2
)

(18)

MAE =
1
n
∗ Σ|vi − v̂i| (19)

where n is the number of samples, vi is the actual observation value, v̂i is the predicted
value, and Σ is the sum of all samples. In general, the smaller the root mean square error
and the mean absolute error, the higher the accuracy of the model.

Five vehicles were randomly selected in this experiment to validate the proposed
method. The predicted speed of the vehicle is calculated and the RMSE and MAE are used
as the evaluation standard criteria. From the conclusions drawn in Tables 3 and 4, it can
be concluded that the predicted speed derived from the vehicle state data combined with
considering the driver style and traffic flow theory has a higher accuracy compared to the
data derived from the traffic flow theory only.

Table 3. Comparison table for MAE speed prediction.

Vehicle ID
RMSE Traffic Flow Theory LSTM Speed Prediction Based on Driving

Style and Traffic Flow

1111 4.06 0.57
869 3.34 0.60
392 5.16 0.52
224 3.21 0.55
131 1.56 0.38

AVG 3.37 0.52
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Table 4. Comparison table for RMSE speed prediction.

Vehicle ID
MAE Traffic Flow Theory LSTM Speed Prediction Based on Driving

Style and Traffic Flow

1111 3.61 0.45
859 3.10 0.51
392 4.87 0.36
224 2.77 0.40
131 1.38 0.35

AVG 3.15 0.41

The experimental results show that considering the factors that affect the vehicle
speed in the prediction of vehicle speed can effectively improve the accuracy of vehicle
speed prediction and provide more reliable information for driving decision making and
data analysis.

6.5. Anomaly Detection Results and Discussion
6.5.1. Data Validity Detection Experiment Based on Driving Style and Traffic Flow Theory

This experiment combines the support vector machine model optimized by particle
swarm optimization and compares the three-dimensional intelligent connected vehicle data (v,
a, d) with the six-dimensional intelligent connected vehicle data (v, a, d, e, k, fin_v) combined
with driving style and traffic flow theory. In order to verify the performance of the algorithm
in different environments, Gaussian Noise with a mean of 0 and a variance of 0.3 and Gaussian
Noise with a mean of 0 and a variance of 0.4 is added to the detection data in Figures 10 and 11,
respectively. The final detection results are shown in Figures 10 and 11.
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Through the analysis of the experimental results in Figures 10 and 11, it can be seen that
the data detection algorithm combining driver style and traffic flow theory has different
degrees of improvement in the evaluation indicators such as Precision, Recall, and F1,
compared with the traditional algorithm, which proves that the algorithm adding driver
style and traffic flow theory has better performance in different external environments.
At the same time, these experimental results also actually verify that there is a close
relationship between vehicle state data, driving style, and traffic flow characteristics.
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In addition, whether in the detection of three-dimensional data or six-dimensional
ICV data, the SVM algorithm optimized by the PSO algorithm shows high performance
in different environments. In summary, through these experimental results, this paper
concludes that the data validity algorithm combining driver style and traffic flow theory
has more advantages than traditional algorithms and verifies the significant effect of the
PSO algorithm in optimizing the SVM algorithm.

6.5.2. Model Selection Data Validity Detection Experiment Based on Reinforcement Learning

In this experiment, the effectiveness of six-dimensional ICV data (v, a, d, e, k, fin_v)
was verified under different Gaussian Noises. According to the parameters in Table 2,
the reward function of the model selection algorithm based on reinforcement learning
(RLBMS) was set, and the four algorithms in the model pool were compared with RLBMS.
The experimental results are shown in Figures 12 and 13.
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In order to more fully capture the characteristics of the data and take advantage of
different model structures, this experiment constructs a model pool and adds four models
(LogisticRegression, DecisionTree, PSO-SVM, and MPL algorithm) to the anomaly detection
model pool of reinforcement learning as the basic model. Through the verification of the
algorithm, the results of Figures 12 and 13 are obtained. From these two figures, it can be
concluded that, under different environmental conditions, the Precision, Recall, and F1 of
the proposed algorithm model are further improved compared with the basic model in the
model pool.

These findings demonstrate the superiority of reinforcement-learning-based model
selection algorithms in improving anomaly detection performance. The proposed algorithm
can more intelligently select the best model that adapts to the current environment and task,
thus further enhancing the accuracy of anomaly detection. By comprehensively utilizing
different basic models, this method effectively exerts their respective advantages and makes
it possible to obtain superior detection results in different environments.

In addition, in order to further explore the influence of distance threshold confidence
(D_T_C) and predictive consensus confidence (P_C_C) on the classification performance
of RLBMS algorithm, this paper also conducts relevant experiments and evaluates their
contributions to the accuracy and robustness of anomaly detection. In this paper, the
following experiments are carried out under different Gaussian Noise levels (0.3 and
0.4): the effect of adding two confidence levels (D_T_C, P_C_C) and not adding two
confidence levels on the performance of the algorithm. The experimental results are shown
in Figures 14 and 15.

Through the analysis of the results of Figures 14 and 15, the following conclusions can
be drawn: the distance threshold confidence and the prediction consensus confidence have
a positive impact on the accuracy and robustness of the algorithm and can improve the
performance of the algorithm. When using these two confidence scores at the same time,
the algorithm shows better performance under different noise levels.

Therefore, the comprehensive consideration of distance threshold confidence and
prediction consensus confidence can significantly improve the performance of the algorithm,
make it more suitable for different noise environment data, and achieve better detection
results. These results are of great significance for further optimizing the RLBMS algorithm
and improving its practical application value.
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Figure 14. Under Gaussian Noise (0, 0.3), the influence of two confidence degrees on the algorithm.
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7. Conclusions

In order to improve the accuracy of the validity detection of ICV data, this paper
defines the driving style recognition coefficient and designs the quantitative model of
driving style, a traffic flow model is established to predict the vehicle speed, and a data
validity checking algorithm based on particle swarm optimization is proposed. Through
the data validity test experiment based on driving style and traffic flow theory, it can be
concluded that many factors should be considered when evaluating the validity of ICV
data, such as the influence of the driver’s state and the traffic flow theory. Incorporating
these key factors into data analysis methods can help to improve the accuracy and reliability
of data analysis.

Due to the diversity of ICV data, the detection accuracy of a single model is still
limited in scenarios where multiple types of anomalies coexist. Therefore, this paper uses
multiple algorithm models with different structures to construct a model pool to capture
data features. According to the characteristics of different algorithms in the model pool,
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the distance threshold confidence and the prediction consensus confidence are introduced
to improve the performance of the algorithm. Finally, according to the above methods, a
model selection algorithm based on reinforcement learning is proposed, which can flexibly
adapt to different forms of anomalies. Through the effectiveness experiment of model
selection data based on reinforcement learning, this paper concludes that the model pool
can more fully capture the data characteristics, facilitate the classifier to understand and
analyze the data, and dynamically select the classifier, so as to make a more accurate
judgment. In addition, it has also been proven that the D_T_C and the P_C_C have a
positive impact on the accuracy and robustness of the algorithm, which can improve the
performance of the algorithm.

In the current research, driving style and traffic flow characteristics have been com-
bined for data analysis, but ICV systems also contain a large amount of data, such as voice
data, road data, and driver image data. How to further combine multivariate data for
analysis, solve the traffic congestion and traffic accidents caused by data anomalies, and
ensure the effectiveness of ICV data is still a big challenge. In view of the diversity of
anomalies, this study proposes a model pool to better capture data characteristics and
improve the effectiveness of data analysis. In future work, we will increase the parameters
of the state variables in the reinforcement learning algorithm and improve the algorithms
in the model pool.
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