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Abstract: Electric power operation is necessary for the development of power grid companies, where
the safety monitoring of electric power operation is difficult. Irregular deformable objects commonly
used in electrical construction, such as safety belts and seines, have a dynamic geometric appearance
which leads to the poor performance of traditional detection methods. This paper proposes an end-to-
end instance segmentation method using the multi-instance relation weighting module for irregular
deformable objects. To solve the problem of introducing redundant background information when
using the horizontal rectangular box detector, the Mask Scoring R-CNN is used to perform pixel-
level instance segmentation so that the bounding box can accurately surround the irregular objects.
Considering that deformable objects in power operation workplaces often appear with construction
personnel and the objects have an apparent correlation, a multi-instance relation weighting module
is proposed to fuse the appearance features and geometric features of objects so that the relation
features between objects are learned end-to-end to improve the segmentation effect of irregular objects.
The segmentation mAP on the self-built dataset of irregular deformable objects for electric power
operation workplaces reached up to 44.8%. With the same 100,000 training rounds, the bounding
box mAP and segmentation mAP improved by 1.2% and 0.2%, respectively, compared with the MS
R-CNN. Finally, in order to further verify the generalization performance and practicability of the
proposed method, an intelligent monitoring system for the power operation scenes is designed to
realize the actual deployment and application of the proposed method. Various tests show that the
proposed method can segment irregular deformable objects well.

Keywords: deep learning; instance segmentation; deformable object; electric power operation;
security monitoring

1. Introduction

As society continues to develop, the electric power industry is making constant
progress. Electric power operation has become an essential path for the development
of power grid companies [1]. However, accidents frequently occur in electric power
industry operations, resulting in casualties and economic losses. Therefore, ensuring the
personal safety of construction personnel has become a key focus of research for power grid
companies. According to the Power Safety Work Regulations [2] and the practical needs of
electric power production [3], construction personnel are required to wear safety helmets at
construction, maintenance, installation and aerial workplaces. In addition, when working
at a height of more than 2 m from the ground, construction personnel must use safety
belts [4]. In the electric construction workplace, the activities of construction personnel
are difficult to control. In order to ensure the safety of personnel, safety seines are set up
to restrict access to certain areas. However, some construction personnel violate the rules
by crossing the safety seines to take shortcuts which can easily lead them into electrical
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hazard areas [5]. Furthermore, due to factors, such as hot weather and equipment, that
cause inconvenience, construction personnel may not wear safety equipment properly,
such as removing their safety helmets or not using safety belts. Therefore, in the safety
management of electric construction workplace workers, it is particularly important to
monitor the wearing of safety helmets and safety belts as well as regulate the violation of
crossing safety seines.

The traditional monitoring method is to inspect the construction workplace regularly
by safety management personnel. However, this method is time consuming and requires
more human resources to meet the monitoring demands of the rapidly growing power
grid. With the widespread use of video surveillance systems, power operation work-
places mainly use the combination of perambulation inspection and video supervision to
monitor workplace conditions [6]. Supervisory personnel observe whether workers wear
safety equipment in real-time images transmitted back by cameras in power operation
environments. However, as the monitoring scenes expand and cameras are deployed in
large quantities, the workload increases geometrically [7]. It is unrealistic to require the
monitoring personnel to monitor a large number of monitoring videos in real time, and the
background personnel need to be on duty for a long time to coordinate the monitoring and
tracking work. When an emergency occurs, due to the difficulty of personnel scheduling,
lack of energy and other reasons, even if the monitoring personnel doing real-time mon-
itoring may not be able to find a violation. Manual monitoring methods have problems
with low supervisory efficiency, poor timeliness and insufficient skills. Therefore, a system
that can automatically identify violations in the video will greatly improve the efficiency of
safety inspections and supervision.

As time progresses, traditional video surveillance systems are gradually moving
towards intelligence [8]. Intelligent video analysis technology uses the methods of object
detection and instance segmentation to extract, detect and recognize features in the collected
images, thereby completing the detection of the objects in the image. Video intelligent
analysis technology replaces the role of the human eye, allowing computers to judge
whether workers are wearing standard equipment based on the collected images, thereby
significantly reducing the workload of workers, improving work efficiency and increasing
the safety of power operation workplaces.

In safety monitoring for electric power operations, targets can be categorized based
on their appearance as either rigid or deformable. The safety helmet worn by workers
falls under the category of rigid objects and existing object detection methods have already
achieved high detection accuracy for rigid objects. However, irregular deformable objects,
such as safety belts and seines have irregular and variable geometric appearances [9].
How to accurately detect them in video surveillance is an important task. Existing object
detection methods still have problems with irregular deformable objects. The main reasons
for the difficulty in detecting irregular deformable objects are as follows:

(1) The physical properties of deformable objects give rise to their unique characteris-
tics. Unlike rigid objects, irregular deformable objects are prone to bending or folding and
are easily tangled. A safety belt, for example, is a simple shape but can present an infinite
number of geometric shapes. Due to the uncertainty in their appearance and edge features,
it brings great difficulty to the location of object detection and instance segmentation.

(2) The object detection algorithm using the horizontal rectangle as the detector has
inherent flaws when detecting deformable objects. Current mainstream object detection
methods, such as the YOLO series [10–13] and R-CNN series [14–16], use horizontal
rectangles as detectors to describe the location information of objects. These detectors
cannot fully fit the shape of deformable objects, resulting in a large proportion of invalid
information belonging to the background within the bounding box. In Figure 1a, the
seine is the object to be detected. When detected using a horizontal rectangle, the seine
area only accounts for one-third of the horizontal rectangle, and the horizontal rectangle
also includes workers unrelated to the seine. The geometric features of rigid objects are
invariant, so this does not affect their detection. However, deformable objects are prone to
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deformable, and the horizontal rectangle is not the best choice for obtaining deformable
object features. As shown in Figure 1b, using the polygonal bounding box to detect
deformable objects eliminates the interference pixels of the background, allowing for the
acquisition of precise appearance information for the targets. The polygonal bounding box
can effectively separate the seine and workers.
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(3) Currently, there is a lack of publicly available datasets for detecting irregular
deformable objects in various electric power operation scenes.

Due to the complexity of deformable objects, there is little research on deformable
object detection. Improving the detection effect of irregular deformable objects is the focus
of this study. In addition, as the actual monitoring scenes of electric power operation are
usually complex and changeable, the security monitoring of electric power operation will
also face the following challenges:

(1) Safety belts are frequently used for high-altitude operations, but the weather and
lighting conditions at the workplace are highly changeable, making it difficult to extend
visual solutions for specific scenes to high-altitude workplaces.

(2) The safety belts and seines are relatively small when the high-altitude worker is
far from the camera. Small object detection is one of the difficult problems in computer
vision [17].

(3) Most existing deep learning detection solutions are not end-to-end and may accu-
mulate errors, leading to poor detection performance [18].

Therefore, to apply detection algorithms to electricity safety monitoring, it is necessary
to comprehensively apply theoretical methods from fields, such as image processing,
computer vision and artificial intelligence [19], which presents significant challenges and
research value.

Instance segmentation refers to the separation of the foreground and background of the
object to be detected by using polygonal boxes, achieving pixel-level object separation [20].
Instance segmentation not only classifies each pixel but also classifies different individuals
of the same object. For irregular deformable objects, the polygonal box detector based
on the instance segmentation can frame the deformable objects as large as possible and
segment the object and background along the object contour to remove background noise
so as to detect the objects more accurately. Therefore, for detecting irregular deformable
objects in the electric power operation field, an instance segmentation method based on the
multi-instance relation weighting module is proposed in this paper. During the training
phase, the model learns the mutual relation features between objects end-to-end. During
the testing phase, the model can accurately segment and classify different types of irregular
deformable objects. The main contributions of this paper are as follows:
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• To solve the problem of introducing redundant background information when using
the horizontal rectangular box detector, we perform instance segmentation in the
electric power operation for irregular deformable objects. Using instance segmentation
can not only locate and classify each object in the image but also achieve pixel-level
segmentation of the object, achieving more precise detection.

• Adding a multi-instance relation weighting module to the instance segmentation
network. First, the appearance and geometric features of objects are extracted through
deep convolutional neural networks. Then, the features of the mutual relation among
all the objects are learned through the multi-instance relationship weighting module in
an end-to-end approach, improving the segmentation accuracy of deformable objects.

• Due to the lack of a detection dataset for various irregular deformable objects in power
operation scenes, we built a dataset of irregular deformable objects for the electric
power operation scenes, including three types of annotations: safety belts, safety seines
and construction personnel. We performed data augmentation on the dataset and
used it to train and test the method proposed in this paper. The experimental results
show that the proposed method can achieve a high detection accuracy, effectively
improving the safety monitoring efficiency for construction personnel.

• In order to further verify the generalization performance and practicability of the
proposed instance segmentation method, we design an intelligent monitoring system
for the electric power operation based on the proposed method to detect the protec-
tive equipment, avoid safety accidents and achieve the practical deployment of the
algorithm.

2. Related Work
2.1. Instance Segmentation

Instance segmentation classifies and locates different objects in the image through
the pixel-level instance masks. Instance segmentation includes single-stage methods and
two-stage methods.

Single-stage instance segmentation requires simultaneous localization, classification
and segmentation of objects. YOLACT [21] predicted a set of prototype masks and mask
coefficients for each instance and combined them by matrix multiplication. PolarMask [22]
used instance center point classification and dense distance regression to model instance
masks based on the polar coordinate system. The segmentation speed of a single-stage
method is fast, but the segmentation accuracy is limited [23].

The two-stage instance segmentation methods first generate Regions of Interest using
the detector and then perform instance segmentation on these regions to generate pixel-
level masks for each instance. Mask R-CNN [24] extended the Faster R-CNN [16] by adding
a mask prediction branch to perform instance segmentation on the detected regions. It
significantly improved segmentation accuracy by efficiently utilizing both the detection
and segmentation stages. BMask R-CNN [25] further enhanced mask feature boundary
awareness by using an additional branch to directly estimate boundaries. DCT-Mask [26]
employed discrete cosine transform to encode high-resolution binary masks into compact
vectors which improved instance segmentation performance. Although two-stage instance
segmentation methods have been significantly improved, they still suffer from poor real-
time performance and generalization performance [27].

2.2. Irregular Deformable Object Detection

The detection of irregular deformable objects is always a difficulty in computer vision
research. The present research mainly solves the problem from three aspects: improve-
ment of the bounding box detector, feature expression and training loss function [28–33].
Zhou et al. [34] introduced a four-pole and center-point detector to replace traditional
horizontal bounding box detectors, thereby resolving the bounding box representation
issue for deformable objects. Wang et al. [35] proposed a detector for the text of arbitrary
shape that utilizes a text Region Proposal Network to predict text proposal boxes, but its



Electronics 2023, 12, 2126 5 of 31

applicability to arbitrary-shaped non-text objects may be limited. Yang et al. [36] presented
a modified single-stage detection network to achieve superior rotated bounding box de-
tection by strengthening multi-angle feature representation and registering object features.
Qian et al. [37] tackled the difficulty of deformable object detection by designing an effi-
cient loss function to fit the real box through counterclockwise rotation of the predicted
box when encountering boundary problems, but such methods are plagued by boundary
discontinuity issues.

Since general convolutional neural networks cannot effectively learn and adapt to
deformable objects [38], the effect of the existing irregular deformable object detection
methods needs to be improved and the research of deformable object detection methods is
still faced with great challenges.

2.3. Object Relation

At present, the detection of irregular deformable objects, such as safety belts, should be
divided into multiple detection stages [39] in security monitoring. The first step is to detect
the construction worker followed by the detection of the safety belt. By using the coordinate
information of the two, the spatial relation between the safety belt and the construction
worker can be determined. Finally, the threshold for the spatial relation is manually set to
determine whether the workers properly fasten the seat belts. The object relation of this
detection method is calculated as a post-processing step, and the threshold value of the
correlation relation is manually designed. As a result, the neural network cannot perform
end-to-end feature learning of the relation between objects, making it difficult to achieve
high accuracy and real-time performance.

In specific scenes, there is often a certain relationship between objects in the image [40].
When a certain type of object appears, there will always be related objects. Drawing on the
application of the attention mechanism, the weight of the relationship between objects is
calculated by using the feature information of different objects, and the modeling of the
relationship between objects can be helpful for object detection and instance segmentation
when the features of objects are not obvious [41].

DeepID-Net [42] classified the entire image to obtain the classification score of the
scene where the image is located. Then, the classification score was used to connect specific
objects related to the scene, improving the accuracy of object recognition in this scene.
Non-Local neural networks [43] captured long-distance relationships by calculating the
relationships between each position pixel and all other position pixels thus improving the
performance of image segmentation. DANet [44] combined the spatial attention mechanism
and channel attention mechanism to capture spatial positional relationships and explore
channel importance. Inspired by graph neural networks, He et al. [45] proposed a multi-
object relation inference detection algorithm, RGC, to dynamically construct a relationship
graph between objects and encode the geometric and visual relationships between objects.
Chen et al. [46] designed a graph-based relation-aware network, Relation R-CNN, where
the spatial relationship network used the RGC method to capture local relationships,
and the semantic relationship network combined the OD-GCN method to obtain global
co-occurrence relationship information from labels.

2.4. Electric Power Field Monitoring System

The current state of intelligent monitoring in power operations relies on a combination
of humans and machines to achieve object detection within the scene. The traditional object
detection method for safety equipment worn by workers in power operation scenes is
based on a combination of feature selection and classifiers [47,48]. However, due to the
intricate and complex environment of the power industry, the traditional manual feature
extraction method for object detection is very poor. When facing situations such as changes
in weather, lighting, and complex environmental backgrounds, traditional methods often
struggle to meet the diverse features of the target.
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In recent years, the development and application of deep learning have made object
detection and instance segmentation in power operation workplaces become a reality.
Chen et al. [5] used the improved YOLOv5 to detect the behaviors of not wearing safety
helmets and smoking in the industry. The improved YOLOv5 adopted the weighted feature
pyramid network module to replace PANet so as to alleviate the loss of feature information
caused by excessive network layers. However, the weighted feature pyramid network
module assumes that the distribution and shape of the detected scene targets have certain
regularity which may perform poorly in some atypical scenes. Ku et al. [49] designed
ISR-YOLOv4 based on the image super-resolution module to enhance photo resolution and
solve the problem of detecting small safety helmets in construction workplaces. However,
the complexity of the ISR-YOLOV4 has increased compared to YOLOV4, which makes it
slightly difficult to deploy the algorithm for real-time inference. Arabi et al. [50] deployed
existing deep learning-based security monitoring methods on two embedded devices,
demonstrating the practicality of deep learning-based object detection solutions in con-
struction workplace security monitoring. However, the deployed algorithm is a relatively
basic and simple object detection algorithm.

In summary, most of the algorithms currently applied in the intelligent monitoring
system for power operation are object detection algorithms. The object detection algorithms
in some research have poor detection performance in irregular deformable objects, making
them difficult to be applied in intelligent monitoring. The algorithms in the other part of the
research usually require complex network structures and module designs to improve detec-
tion accuracy which increases computational complexity. These algorithms require higher
performance from deployment devices that have larger computing resources and storage
space, otherwise, there would be a phenomenon of insufficient detection performance or
slow detection speed. Therefore, these algorithms are difficult to deploy in practice and
perform real-time detection. Moreover, research on the application of instance segmenta-
tion to deformable object detection in intelligent monitoring for power operation is still
scarce. Therefore, this paper designs an intelligent monitoring system for electric power
construction based on the proposed instance segmentation method. The effectiveness of
the proposed algorithm is verified in the system, and the actual deployment is completed.

3. Methods

The use of irregular deformable objects is frequent in power operation workplaces,
such as safety belts worn by construction personnel and safety seines set up at construction
workplaces. These objects are crucial detection targets for security monitoring. The accurate
and rapid detection of protective equipment in power operation is of great importance to
intelligent power operation monitoring. However, the performance of current detection
algorithms applied directly to detecting irregular deformable objects is generally unsatis-
factory. Therefore, it is necessary to improve the existing instance segmentation algorithm
framework based on the physical characteristics and environmental factors of irregular
deformable objects.

The deformable object segmentation method proposed in this paper based on the
multi-instance relation weighting module is shown in Figure 2. This method introduces
relation features between objects which are used to solve the detection problem of irregular
deformable objects in power operation. Specifically, a multi-instance relation weighting
module is added in Mask Scoring R-CNN [51] to model the appearance feature fA and
geometric feature fG of objects so as to learn the mutual relation features among the objects
in an end-to-end approach, enhancing the segmentation accuracy of deformable objects.
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First, the input image is processed by the backbone feature extraction network to
obtain the feature map. The Region Proposal Network (RPN) scans each position on the
feature map by means of a sliding window to obtain independent Regions of Interest (RoIs).
The RoI Align layer zooms the RoIs of different sizes into a unified size. The proposed
multi-instance relation weighting module is added after the RoI Align layer, allowing
each RoI to contain relation features between objects. Finally, the results output by the
multi-instance relation weighting module are sent to the RCNN head, Mask head and
MaskIoU head to get the accurate classification and segmentation results.

3.1. Mask Scoring-RCNN

Mask Scoring-RCNN (MS R-CNN) is a complex extension of Mask-RCNN which
combines the advantages of object detection and semantic segmentation. Using polygonal
boxes as detectors in Mask R-CNN allows for the segmentation of irregularly shaped objects
in the image. It is a top-down instance segmentation method that uses Faster R-CNN’s
approach to find the class and bounding box of each instance and then performs semantic
segmentation on the objects inside the bounding box to obtain the segmentation results for
each instance.

During the training of the instance segmentation model, convolutional neural network
parameters are used for image recognition and segmentation. The predicted segmentation
results are repeatedly compared with the manually labeled results (ground truth) to score
different mask segmentation results. Network parameters are constantly optimized to
improve the score until the model that can accurately segment the target is finally trained.
Therefore, accurate scoring of mask segmentation results is crucial for obtaining a high-
accuracy instance segmentation model.

In Mask R-CNN, the object bounding box is considered to have some correlation
with the mask and uses the classification confidence of the bounding box as the score for
evaluating the mask segmentation results. However, the correlation between the mask and
the classification confidence is weak. Moreover, due to the problem of target clustering
and overlap, situations may arise where the classification confidence is high, but the mask
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segmentation result is poor. Therefore, there are flaws in the scoring mechanism of Mask
R-CNN for mask segmentation results.

To improve upon Mask R-CNN, MS R-CNN calculates the Intersection over Union
(IoU) between the predicted segmentation mask and the ground truth to obtain MaskIoU.
MaskIoU and classification confidence are integrated to evaluate the mask segmentation
results so as to improve the accuracy of image segmentation compared with Mask R-CNN.
The corresponding approach in the network structure is to add the MaskIoU head. The
structure diagram of MS R-CNN is shown in Figure 3.
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The MS R-CNN model is composed of three main components. The first component
is the backbone feature extraction network. The backbone network is composed of the
ResNet50/101 deep residual convolutional neural network and the Feature Pyramid Net-
work (FPN). FPN fuses multi-scale features, allowing the output feature to provide rich
semantic information and powerful spatial information, effectively extracting features for
small objects in electric power operation.

The second component comprised the RPN and the RoI Align layer. The RPN performs
convolutional operations on the feature map to obtain region proposals (also known as
RoIs) and performs an initial correction on the region proposals. Local feature maps are
then obtained by extracting feature maps from the region proposals. However, due to the
varying sizes of the local feature maps, it is challenging for the model to learn. Therefore,
the RoI Align layer is utilized to normalize the local feature maps to a consistent size.

The third component consists of the RCNN head, Mask head and MaskIoU head
which classify detected objects, correct the bounding boxes and generate masks for the
detected objects. After obtaining uniform-sized feature maps through RoI Align, these
feature maps are input into the RCNN head and Mask head. The RCNN head needs to
complete two tasks: implement the Softmax function to classify the bounding boxes and
use the L1 or L2 loss function to perform bounding box regression and obtain the accurate
position of the target.

The Mask head is used to implement semantic segmentation tasks and obtain instance
binary masks for each category. The Mask head is a seven-layer convolutional neural
network that inputs positive samples selected by the RoI classifier and generates their
masks. The resolution of the generated masks is 28 × 28 pixels, and the mask generation
process is shown in Figure 4.
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MaskIoU head is a branch added to Mask R-CNN aimed at obtaining a score for
the predicted mask. The ideal score for the predicted mask, denoted by Smask, should be
the IoU between the predicted mask and the corresponding ground truth mask for its
classification, namely MaskIoU. Since each mask belongs to only one category, the ideal
mask score should be positive only for the corresponding category and 0 for all other
categories. To determine whether the predicted mask is optimal, it is necessary to evaluate
both whether the mask corresponds to the correct object classification and whether it
matches the target mask. Therefore, obtaining the Smask involves two steps: classifying the
mask and regressing the MaskIoU. The Smask can be expressed as follows:

Smask = Scls × Smask_iou (1)

where Scls represents the classification score or classification confidence, focused on clas-
sifying the input RoI feature and Smask_iou represents the predicted MaskIoU focused on
regressing the MaskIoU. The predicted MaskIoU is multiplied by the classification score to
obtain the predicted mask score.

In the MaskIoU head, MS R-CNN combines the features from the RoI Align layer with
the predicted mask as the input to the MaskIoU Head. When combining these features, a
max pooling layer with kernel size two and stride two is used to ensure that the predicted
mask has the same spatial dimensions as the RoIs. When regressing the MaskIoU, only
the MaskIoU of the correct category is considered, and not for all categories. As shown in
Figure 3, the MaskIoU Head consists of multiple convolutional and fully connected layers.
The convolutional layers are set to have the kernel size and filter number of 3 and 256,
respectively, similar to the Mask Head. The MaskIoU Head includes three fully connected
layers, with the output of the first two being 1024 and the output of the last being the
number of categories. MS R-CNN also considers the loss value of the MaskIoU head as a
loss term and uses the L2 loss function for MaskIoU regression. Using Smask as the mask
score can effectively combine the semantic category and mask quality, providing more
accurate masks for instance segmentation and better object boundary localization.

3.2. Multi-Instance Relation Weighting Module

The feature of the inter-object correlation relation is a highly significant attribute. In
our everyday existence, the human eye typically employs the inter-object correlation to
describe the objects present in the given scene. For example, the pen is placed on top of the
book, and the book is resting on the desk. We transfer this relationship description to power
intelligent monitoring. In the electric power operation workplace, when the construction
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personnel are detected, there is a high probability of safety belts and safety seines in the
vicinity of the construction personnel.

The current deep learning models face significant challenges in describing inter-object
correlations, as the objects present in images can vary in terms of category, size and location,
and their numbers may differ across different images. Current object detection methods
employed in electric power operation safety monitoring typically require staged processing
to detect the relation between the construction personnel and safety belts. The correlation
calculation among objects is post-processed and the deep convolutional neural network
cannot detect the safety belt end-to-end. Therefore, to tackle the aforementioned problem,
this paper proposes the multi-instance relation weighting module as shown in Figure 5.
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The design of the multi-instance relation weighting module is based on the self-
attention mechanism [52]. The self-attention mechanism enables the consideration of
information from the entire sequence and establishes a dependency model for each element
in the sequence, without the need to consider the distance between the elements. The input
to the attention module includes queries and keys with a dimension of dk as well as values
with a dimension of dv. Queries represent the query vector, keys represent the vector of
relevance between the queried information and other information and values represent
the vector of the queried information. To calculate the correlation coefficient α between the
query and all the keys, a dot product operation is performed between the query and all the
keys. The Softmax function is used to obtain the weights of the values. The queries can be
represented as q, while all the keys are packed into matrix K and all the values are packed
into matrix V. The self-attention mechanism can be represented as follows:

vout = Softmax
(

qKT
√

dk

)
V (2)

where the output value is the weighted average of the input values, that is, vout contains
the relation information between q and K.

We consider all the objects with geometric features fG and appearance features fA [53].
fG is a 4D bounding box that contains information about the object’s coordinates (x, y, w, h).
Meanwhile, the appearance features fA correspond to the region feature of RoI. The dimen-
sion of fA is determined by the learning task, such as a 1024-dimensional feature output
from a fully connected layer. Specifically, f n

A represents the appearance feature of the nth
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object, and f n
G represents the geometric feature of the nth object. As a result, an input set

containing N objects can be represented as {( f n
A, f n

G)}
N
n=1. The formula for calculating the

relation feature fR of the entire set of objects is as follows:

fR =

 fR(1)
...

fR(n)

 =

ω11 . . . ω1N

...
...

ωN1 . . . ωNN

WV

 f 1
A
...

f n
A

 (3)

The calculation formula for the relation feature fR(n) of the entire object set with
respect to the nth object is as follows:

fR(n) = ∑
m

ωmn · (WV · f m
A ) (4)

where WV is the transformation matrix used for linear transformation of f m
A equivalent to

V in Equation (2). As for the relation weight ωmn which represents the influence of the m-th
object on the nth object and reflects the impact from other objects, its calculation formula is
as follows:

ωmn =
ωmn

G · exp(ωmn
A
)

∑k ωkn
G · exp(ωkn

A
) (5)

The denominator is to normalize the numerator. The relation weight ωmn is determined
jointly by appearance and geometry, that is, the appearance weight and geometry weight
together form the ωmn. The calculation formula for the appearance weight ωmn

A is as follows:

ωmn
A =

dot
(
WK f m

A , WQ f n
A
)

√
dk

(6)

where WK and WQ are matrices similar to K and q in Equation (2), projecting the original
appearance features f m

A and f n
A into a low-dimensional subspace, measuring the similarity

between the appearance features of the two objects through vector dot products and the
projected feature dimension is dk.

The calculation formula of geometric weight ωmn
G is as follows:

ωmn
G = max{0, WG, εG( f m

G , f n
G)} (7)

f m
G = (xm, ym, wm, hm) (8)

f n
G = (xn, yn, wn, hn) (9)

The calculation of ωmn
G can be divided into two steps. Firstly, the εG is used to map

the geometric features between the m-th and nth objects to a high-dimensional space. A
four-dimensional relative geometric feature is used to ensure invariance to translation and
scaling transformations as shown in the following formula:

( f m
G , f n

G)
T =

(
log
(
|xm − xn|

wm

)
, log

(
|ym − yn|

hm

))
, log

(
wn

wm

)
, log

(
hn

hm

))T
(10)

The four-dimensional feature is embedded into the high-dimensional representation
by computing cosine and sine functions of different wavelengths. The embedded feature
dimension is dg. Secondly, the matrix WG is used to transform the εG into a scalar. The εG
is then clipped at 0 and passed through the ReLU activation function to obtain geometric
weights. The zero fine-tuning operation is only limited to the relation between certain
geometric objects.

While fR(n) is simply the relation feature of the entire object set with respect to the
nth object, the multi-instance relation weighting module consists of Nr relation feature
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modules. The Nr relation features are concatenated together, and then added to the original
appearance features of the nth object to obtain the enhanced feature:

f n
A = f n

A + Concat[ f 1
R(n), . . . , f Nr

R (n)],∀n (11)

where Concat(·) is the concatenate operation used to aggregate multiple relation features.
To match the channel dimension, each output channel of Wr

V is set to 1
Nr

of the dimension
of the input feature f m

A .
In the multi-instance relation weighting module, the four matrices WK, WQ, WG and

WV are the weights to be learned. The number of relation features Nr, the dimension dk
of key, and the dimension dg of geometric feature embedding are configurable hyperpa-
rameters. Multiple experiments have shown that increasing parameters Nr, dk, and dg can
improve the segmentation accuracy of the algorithm. However, as the values of these three
parameters increase, the number of network parameters and computational complexity
also increase. After setting Nr, dk, and dg to 16, 64, and 64 respectively, larger parameter
values no longer improve the segmentation accuracy. Therefore, Nr will be set to 16, dk and
dg will be set to 64 in subsequent experiments.

After the relationship modeling between objects, we added the multi-instance relation
weighting module to MS RCNN. Existing object detection methods scan the feature map
with the RPN and obtain a sparse set of region proposals, and then classify and regress the
bounding boxes of each region proposal independently without considering the spatial
positional relations between different region proposals. In order to learn the relations
between objects, we added the multi-instance relation weighting module after RPN. After
RPN and before the multi-instance relation weighting module, there is also a fully connected
layer with a dimension of 1024. The region proposals predicted by the RPN network are
treated as a whole and sent into the module rather than as individual entities.

Initially, RPN scans each position on the feature map utilizing a sliding window and
extracts the appearance features and geometric features of each object, obtaining the RoIs
that may contain objects in the image. At this point, the relations between the objects are
still independent. Then, the RoI Align layer zooms the RoIs of different sizes into a unified
size. Subsequently, the normalized RoIs are inputted into the fully connected layer which
has a dimension of 1024. The input dimension of the multi-instance relation weighting
module is 1024 and so is the output dimension. Therefore, we added the module after the
fully connected layer. Finally, the results outputted by the multi-instance relation weighting
module are sent into two fully connected layers, completing the tasks of object classification
and bounding-box regression.

Similar to the self-attention mechanism, the multi-instance relation weighting module
has the function of modeling the object relations between region proposals, enabling
the output region proposals of the module to contain the relational information of each
object. The main difference between the proposed module and the current attention
mechanism in the CV domain is that the geometric weights of objects are introduced into
the attention mechanism in our proposed module. The multi-instance relation weighting
module extends the attention mechanism into two parts: appearance weight and geometric
weight. The module obtains the geometric weight and appearance weight by inputting
the geometric features and appearance features of the object. Geometric weight and
appearance weight are combined to obtain the object relation feature. Then, the model
is completed by superimposing multiple object relation features. Geometric weight is
responsible for modeling the spatial relationship between objects, taking into account
the relative geometric relationship between objects. In addition, the geometric weight
gives the module the desirable property of being translation invariant. The proposed
relational module has the same input and output dimensions and can be easily applied to
the basic building blocks in any network structure. This module is differentiable and can be
optimized by backpropagation. The proposed module models the interaction between the
appearance and geometry of objects to achieve joint reasoning and learning of all objects
and significantly improves object recognition accuracy.
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3.3. Model Loss Function

The loss function is employed to evaluate the dissimilarity between the ground truths
and the predicted outputs in the training phase. The smaller the loss function value is, the
better the model fitting effect and prediction performance are and the predicted outputs
of the model are closer to the truth. The total loss of the proposed method consists of the
RPN loss, and the four loss terms generated by the three functional branches. The total loss
function is as follows:

L = LRPN + Lcls + Lreg + Lmask + Lmaskiou (12)

The role of RPN is to extract region proposals, so LRPN consists of the RPN classification
loss LRPN_cls and the RPN bounding-box regression loss LRPN_reg. The loss function of RPN
is as follows:

LRPN =
1

Nobj
∑ i LRPN_cls(pi, p∗i ) + λ

1
Nreg

∑ i p∗i LRPN_reg(ti, t∗i ) (13)

The RPN classification loss LRPN_cls is formulated using a binary cross-entropy loss.
The i represents the anchor index in the mini batch. The predicted probability of the target
is denoted as pi, while the ground-truth label of the target is represented as pi

∗. pi
∗ = 1 if

the object is present in the i-th anchor box, and pi
∗ = 0 otherwise. The class of each anchor

is either 1 or 0, because the RPN is only responsible for confirming the presence of the
object without classifying it. The predicted bounding box of the i-th anchor is represented
as ti, while the ground-truth box corresponding to the i-th anchor is represented as ti

∗. The
RPN classification loss and bounding-box regression loss are normalized by Nreg and Nobj.
Nreg is the number of anchors and is set to 2400. Nobj is the mini-batch size and is set to 256.
To balance the impact of the two loss functions, a hyperparameter λ with a value of 10 is
introduced due to the large difference in the number of Nreg and Nobj.

The four loss terms generated by the three functional branches include the classification
loss Lcls and the bounding-box regression loss Lreg generated by the RCNN head, the pixel
segmentation loss Lmask generated by the Mask head and the MaskIoU regression loss
Lmaskiou generated by the MaskIoU head.

The classification loss Lcls of MS R-CNN model adopts the cross-entropy loss function,
and the formula is as follows:

Lcls(pi, p∗i ) = − log[pi p∗i + (1− pi)(1− p∗i )]. (14)

The bounding-box regression loss Lreg adopts smooth L1 loss as follows:

Lreg(ti, t∗i ) = smoothL1(ti − t∗i ), (15)

smoothL1(x) =
{

0.5x2 if |x|< 1
|x|−0.5 otherwise

. (16)

Lmask is pixel segmentation loss which is calculated by binary cross entropy with logits
loss. The formula is as follows:

Lmask(mi, m∗i ) = −[m∗i log(mi) + (1−m∗i ) log(1−mi)] , (17)

where mi is the predicted mask obtained by the sigmoid function, and m∗i is the ground
truth mask obtained by the sigmoid function.

Lmaskiou is the regression loss of MaskIoU, and the L2 loss is applied to regression
MaskIoU. The formula is as follows:

Lmaskiou(si, s∗i ) = ∑i(s
∗
i − si)

2, (18)
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where si is the predicted mask score, and s∗i is the IoU score between the predicted mask
and the ground truth.

4. Experimental Results and Discussion
4.1. Dataset

The horizontal rectangular box is difficult to completely fit the shape and boundary of
the irregular deformable objects which reduces the feature quality of the training model
and leads to a high detection miss rate. The appearance and boundary information of
deformable objects can be marked more accurately using polygonal boxes. The background
and interference pixels can be eliminated to better train the model.

Due to the lack of a detection dataset for various irregular deformable objects in
intelligent monitoring of electric power operation, we built a dataset of irregular deformable
objects for the electric power operation scenes.

(1) Data Collection: The dataset of irregular deformable objects in the electric power
operation scenes mainly included safety belts, seines and construction personnel. This work
collected 6550 images from the power grid company. The pictures were mainly divided
into two categories. The first category consisted of 5250 high-resolution images captured by
field inspection personnel using the digital camera with a resolution of 5184 × 3888 pixels.
The shooting angles of the pictures were horizontal and upward. The second category
consisted of 1300 single-frame images captured from real-time monitoring videos of the
power grid with resolutions of 1280 × 720 pixels and 1920 × 1080 pixels.

(2) Data Cleaning: The collected images were classified and screened, with irrelevant
images removed and images containing irregular deformable objects retained, while further
screening out images with severe object occlusion or tiny object sizes. After data cleaning,
2368 images were obtained for use in this study.

(3) Image Labeling: The polygonal boxes were used to label the images in the dataset.
EISeg, an interactive segmentation automatic labeling software, was used for polygonal
box labeling. EISeg used region seed-based interactive segmentation technology [54] to
achieve semi-automated labeling, saving time and workforce.

(4) Dataset Partition: After image cleaning and labeling, there were 2368 images avail-
able for the three categories of deformable objects. The dataset was divided into training,
validation and testing sets, with the proportions being 80%, 19% and 1%, respectively. The
dataset partitioning and annotation counts for each category are shown in Table 1.

(5) Data Augmentation (DA): In order to expand the dataset and improve the general-
ization performance of the model, Mosaic data augmentation [55] was used to extend the
training set. The Mosaic data augmentation randomly reads four images from the training
set and performs flipping, size scaling, cropping and a series of color space transformation
operations. Then, the four images were arranged and combined in the order of upper
left, lower left, lower right and upper right. The annotation boxes that do not exceed
the area in each image were retained, while those that exceed the area were removed.
Eight kinds of random Mosaic data augmentation were applied to the original training
set, and the augmented training set had a total of 17,064 images. The result of Mosaic data
augmentation is shown in Figure 6.

(6) Cross-validation: To obtain more effective information from the limited self-built
dataset and avoid the effects of chance factors leading to differential experimental results,
we implemented five-fold cross-validation in our self-built dataset experiments. The
previously separated training and validation sets are merged and again partitioned into
five subsets. Each time, one subset was chosen as the validation set and the remaining
four subsets were used as the training set. This process was repeated five times, with each
subset serving as the validation set once. The average evaluation of the five training results
was taken as the final evaluation metrics.
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Table 1. The self-built dataset partitioning and number of annotations for each category.

Dataset Training
Set

Training Set
(DA)

Validation
Set Testing Set Sum Sum

(DA)

Number of images 1896 17,064 449 23 2368 17,536
Number of annotations for “Human” 1636 14,982 378 18 2032 15,378

Number of annotations for “Safety belt” 557 5102 144 6 707 5252
Number of annotations for “Seine” 1005 8975 233 14 1252 9222
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4.2. Training Details

The device utilized in the experiment was as follows: the CPU model was Intel Xeon
Silver 4110 with 16 GB memory, and the GPU model was GeForce RTX 2080Ti with 11 G
memory. Ubuntu 18 was used as the operating system and Python 3.6 was used as the
programming language. The deep learning framework was Pytorch 1.0 with CUDA version
10.0 and CuDNN version 7.6.5.

The number of training rounds was set to 100,000 and 720,000 with a batch size of two,
a learning rate of 0.0002, a momentum of 0.9 and a weight decay of 0.0001. The optimization
algorithm adopted was SGD.

4.3. Evaluation Metrics

In computer vision, IoU is usually used to measure the positioning accuracy of the
predicted box obtained by the model. In object detection, the YOLO algorithms use Box
IoU to calculate the overlap between the ground-truth rectangular box and the predicted
rectangular box. In instance segmentation, the evaluation object is no longer a rectangular
box but a polygon mask, so the MaskIoU is used to calculate the overlap between the
ground-truth mask (GM) and the predicted mask (PM). As shown in Figure 7, the red
polygon box is the GM, and the blue polygon box is the PM obtained by the model. The
MaskIoU is calculated as follows:

MaskIoU =
GM∩ PM
GM∪ PM

(19)

We determined whether an object has been correctly detected by setting an IoU
threshold α for MaskIoU and setting a confidence threshold T for the confidence score. The
values of T and α are both between 0 and 1. The confidence score indicates the probability
that the bounding box contains the target, so T is set to filter out duplicate bounding
boxes. By changing the value of T from 0 to 1, the precision-recall curve can be obtained
for subsequent evaluation metrics calculation. The IoU threshold α is set to determine if
the PM is correct. Generally, α is set to 0.5, 0.75, etc. The higher the IoU threshold, the
higher the overlap degree between the PM and GM is required. Table 2 lists the criteria for
determining True Positive (TP), False Positive (FP) and False Negative (FN).
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AP = ∑  n−1
i=1 (ri+1 − ri)p

interp
(ri+1)  (22) 
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Figure 7. The illustration of the MaskIOU calculation. The red polygon box is the ground-truth
mask, and the blue polygon box is the predicted mask. The dark red regions are selected to calculate
MaskIoU.

Table 2. The criteria for determining sample categories.

Confidence Score MaskIoU Practical Implications Sample Categories

Confidence Score ≥ T MaskIoU > α The object exists and is detected TP
Confidence Score ≥ T MaskIoU ≤ α The object does not exist but is detected FP
Confidence Score < T / The object exists but is not detected FN

After obtaining the numbers of TP, FP and FN, the precision, recall and mean average
precision (mAP) can be calculated. The precision is the proportion of Z positive samples
predicted correctly among all N positive samples predicted by the model. The calculation
formula is as follows:

precision =
Z
N

=
TP

TP + FP
(20)

The Recall is the proportion of Z positive samples predicted correctly among all M
positive samples under actual conditions. The calculation formula is as follows:

recall =
Z
M

=
TP

TP + FN
(21)

The AP is the average precision for a single class. It is obtained by computing the area
under the interpolated precision-recall curve:

AP = ∑n−1
i=1 (ri+1 − ri)pinterp(ri+1) (22)

ri represents the recall from the first interpolation of the precision interpolation seg-
ment in ascending order.

The AP50 and AP75 indicate the AP at IoU thresholds of 0.5 and 0.75, respectively. APS,
APM and APL represent the AP for object bounding boxes with small sizes (pixel areas less
than 322), medium sizes (pixel areas between 322 and 962) and large sizes (pixel areas larger
than 962), respectively.

The mAP calculates the average of the AP for all classes. It combines the precision and
recall of the detection results. Therefore, we used mAP as the key performance indicator,
and its formula is as follows:

mAP =
∑S

i=1 APi

K
(23)

where S is the class number of objects.

4.4. Experimental Results and Analysis
4.4.1. Experiments on the Self-Built Dataset for Irregular Deformable Objects

In order to solve the problem of difficult detection of deformable objects in power
operation, this paper is in cooperation with the grid corporation to achieve accurate and
real-time intelligent power safety monitoring. To test the proposed deformable object
segmentation method based on the multi-instance relation weighting module and MS
R-CNN, 449 deformable object images were randomly selected from the self-built dataset as
the validation set with three types of objects, including “Safety belt”, “Seine” and “Human”.
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Some visualization results of instance segmentation are presented in Figure 8. Figure 8
shows a comparison of the segmentation results between the proposed method and the
unaltered MS R-CNN. As shown in Figure 8b,d, the unaltered MS R-CNN failed to detect
the safety belt worn by the construction personnel working at high altitudes on the electric
pole in the lower left corner of the image, demonstrating the difficulty of segmentation
caused by the irregular deformable objects. In contrast, the proposed method can detect the
safety belt well as shown in Figure 8a,c. Furthermore, both of these methods can segment
construction personnel, but the proposed method is more accurate in edge segmentation
of construction personnel, while the unaltered MS R-CNN cannot segment the limbs
of the workers, making it incomplete. Overall, the proposed method can well segment
deformable objects in different complex scenes and improve the segmentation accuracy of
commonplace objects.
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Figure 8. The visualization results of instance segmentation for deformable objects in electric power
operation workplaces. (a,c) are the segmentation results obtained by the proposed method; (b,d) are
the segmentation results obtained by MS R-CNN.

The segmentation accuracy and the detection accuracy of the bounding box on the
self-built irregular deformable object dataset for power operation scenes are shown in
Tables 3 and 4. All models used ResNet50-FPN as the backbone network with 100,000 train-
ing rounds. To verify the effectiveness of data augmentation, we set up an additional set of
experiments to train the proposed method with the training set without data augmentation
(1896 images) denoted as “WDA”. The training set used in the rest of the experiments was
17,064 images after data augmentation. The experimental results show that the detection
performance obtained by training the model using a data-augmented training set is su-
perior in all aspects to that obtained by training using a non-augmented training set. It
indicates that data augmentation can improve the generalization ability of the model for
small sample datasets, thereby enhancing instance segmentation performance.
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Table 3. The detection performance of the bounding box on the self-built dataset. “MiRWM” denotes
the multi-instance relation weighting module. “WDA” denotes adopting the training set without
data augmentation.

Methods mAP (%) AP50(%) AP75 (%) APS (%) APM (%) APL (%)

Mask R-CNN 35.3 67.5 35.1 1.7 26.5 35.8
MS R-CNN 37.0 67.6 37.2 2.2 27.3 37.3

MS R-CNN + MiRWM (WDA) 33.9 65.7 33.5 1.3 25.0 33.5
MS R-CNN + MiRWM 38.2 68.1 40.6 2.8 28.3 37.0

Table 4. The segmentation performance on the self-built dataset.

Methods mAP (%) AP50 (%) AP75 (%) APS (%) APM (%) APL (%)

Mask R-CNN 35.9 59.9 40.9 0.2 15.8 38.6
MS R-CNN 37.3 60.4 43.4 0.2 16.9 40.7

MS R-CNN + MiRWM (WDA) 33.5 56.3 38.6 0.2 14.5 36.2
MS R-CNN + MiRWM 37.5 60.0 41.5 0.4 18.0 39.5

Then, we compare the performance of the three instance segmentation algorithms on
the self-built dataset. It can be seen that compared with the Mask R-CNN, the bounding
box mAP and segmentation mAP of the unaltered MS R-CNN improved by 1.7% and 1.4%,
respectively. After adding the multi-instance relation weighting module in the MS R-CNN,
the bounding box mAP and segmentation mAP improved by 1.2% and 0.2%, respectively,
compared with the unaltered MS R-CNN. In addition, in terms of the small object detection
accuracy, the bounding box APS of the proposed method improved by 3.4% compared with
the unaltered MS R-CNN, and the segmentation APS improved by 0.2%.

Because the MaskIoU head enables MS R-CNN to obtain a more reasonable mask
scoring mechanism than the Mask R-CNN, the detection accuracy and the segmentation
accuracy achieved by the MS R-CNN are higher than those of the Mask R-CNN. The
model based on the multi-instance relation weighting module has high accuracy because
this module includes the relation features in each object which is equivalent to adding
contextual relations between objects, thereby improving segmentation accuracy.

To further verify the effectiveness of our method and reduce the variability of experi-
mental results, we conducted experiments using five-fold cross-validation on our self-built
dataset. The obtained mAPs are shown in Tables 5 and 6. In the five-fold cross-validation
experiments, the average bounding box mAP and segmentation mAP of our proposed
method were 38.3% and 38.1%, respectively, both higher than those of Mask R-CNN and
unaltered MS R-CNN. Additionally, the standard deviations of our proposed method’s
mAPs in the five-fold cross-validation were within 1%, indicating a low overall degree of
overfitting and reliable credibility as well as a certain generalization ability to effectively
perform instance segmentation for irregular objects in the electric power operation scene.

Table 5. The mAP of the bounding box using 5-fold cross-validation on the self-built dataset.

Methods 1st Fold
(%)

2nd Fold
(%)

3rd Fold
(%) 4th Fold (%) 5th Fold (%) Average

mAP (%)
Standard
Deviation

Mask R-CNN 35.6 33.5 33.1 36.1 35.9 34.8 1.3
MS R-CNN 38.1 36.9 36.4 37.5 37.9 37.4 0.6

MS R-CNN + MiRWM 39.2 37.8 36.9 38.6 38.9 38.3 0.8

Table 6. The segmentation mAP using 5-fold cross-validation on the self-built dataset.

Methods 1st Fold
(%)

2nd Fold
(%)

3rd Fold
(%) 4th Fold (%) 5th Fold (%) Average

mAP (%)
Standard
Deviation

Mask R-CNN 36.3 34.5 34.1 35.9 36.1 35.4 0.9
MS R-CNN 38.5 36.4 37.9 38.1 37.5 37.7 0.7

MS R-CNN + MiRWM 38.9 37.8 38.0 38.5 37.4 38.1 0.5
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In addition, the segmentation accuracy and the bounding box detection accuracy
of the proposed method were obtained under different training rounds. The detection
results for 100,000 training rounds and 720,000 training rounds were compared as shown
in Tables 7 and 8. When the training rounds were 720,000, the segmentation mAP of the
model reached 44.8%, 7.6% higher than that when the training rounds were 100,000. There-
fore, the model did not converge when the training rounds were 100,000. The detection
accuracy can continue to improve by increasing the training rounds, indicating that there
is still significant room for improvement in the detection performance. The model has
generally converged after 720,000 rounds, but there is still room for a slight improvement.
Considering the cost of time, it is a reasonable choice to stop training at 720,000 rounds.

Table 7. Comparison of the bounding box detection performance on the self-built dataset with
different training rounds.

Methods Training Rounds mAP (%) AP50 (%) AP75 (%) APS (%) APM (%) APL (%)

MS R-CNN + MiRWM 100,000 38.2 68.1 40.6 2.8 28.3 37.0
MS R-CNN + MiRWM 720,000 44.3 70.9 36.6 4.4 36.5 40.4

Table 8. Comparison of the segmentation performance on the self-built dataset with different training
rounds.

Methods Training Rounds mAP (%) AP50 (%) AP75 (%) APS (%) APM (%) APL (%)

MS R-CNN + MiRWM 100,000 37.5 60.0 41.5 0.4 18.0 39.5
MS R-CNN + MiRWM 720,000 44.8 66.1 48.8 1.5 26.5 48.8

4.4.2. Experiments on the COCO Dataset

In order to better verify the generality and generalization of the proposed method,
we compared the proposed method with the unaltered MS R-CNN in the COCO public
dataset. ResNet-50 FPN and ResNet-101 FPN were used as the backbone network with
720,000 training rounds. The comparison experiment was divided into the training stage
and the test stage.

In the training phase, the comparison of the loss function curves between the proposed
method and the unaltered MS R-CNN is shown in Figure 9. The blue dashed line is the
unaltered MS R-CNN, and the red solid line is the proposed method. Figure 9a shows that
the total training loss of the proposed method is lower than that of MS R-CNN. As shown
in Figure 9b–g, other losses, such as bounding-box regression loss and classification loss,
of the proposed method also steadily decrease which proves that the model is gradually
converging to reach the best performance parameters.

The multi-instance relation weighting module added in the MS R-CNN combines the
relations between deformable objects for recognition and adds relative geometric features to
measure the relative position of deformable objects. The relative position relation between
objects helps the perception of deformable objects to be detected. The multi-instance
relation weighting module maps the relation between objects to multiple different spaces
for calculation rather than just one space so as to improve the diversity of features.

The experimental results using different backbone networks on the COCO dataset are
shown in Tables 9 and 10. When the backbone network was ResNet50-FPN, the bounding
box mAP of the proposed method was 30.6% which was 0.1% higher than that of the
unaltered MS R-CNN. The AP50 of the bounding box was increased by 0.4%. The APS of the
bounding box for small objects increased by 0.7%. The segmentation mAP was improved by
0.1% compared to the unaltered MS R-CNN, reaching 29.2%. The segmentation AP50 was
improved by 0.3%. When the backbone feature extraction network was ResNet-101-FPN,
the bounding box mAP and segmentation mAP of the proposed method were further
improved, reaching 40.1% and 37.5%, respectively. The detection accuracy of small objects
APS was also improved to 17.7%.
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Table 9. The detection performance of the bounding box in the COCO dataset. “MiRWM” denotes
the multi-instance relation weighting module.

Methods Backbone mAP (%) AP50 (%) AP75 (%) APS (%) APM (%) APL (%)

MS R-CNN ResNet50-FPN 30.5 52.9 31.6 16.6 33.5 39.5
MS R-CNN + MiRWM ResNet50-FPN 30.6 53.3 31.4 17.3 34.0 39.1

MS R-CNN ResNet101-FPN 40.1 61.8 43.9 23.4 43.4 52.5
MS R-CNN + MiRWM ResNet101-FPN 40.1 61.7 43.9 23.6 43.3 52.4

Table 10. The segmentation performance in the COCO dataset.

Methods Backbone mAP (%) AP50 (%) AP75 (%) APS (%) APM (%) APL (%)

MS R-CNN ResNet50-FPN 29.1 49.1 30.3 12.2 31.2 43.0
MS R-CNN + MiRWM ResNet50-FPN 29.2 49.4 30.3 12.3 31.7 42.5

CenterMask [56] Hourglass-104 34.5 56.1 36.3 16.3 37.4 48.4
MaskLab [57] ResNet101-FPN 35.4 57.4 37.4 16.9 38.3 49.2

YOLACT ResNet101-FPN 31.2 50.6 32.8 12.1 33.3 47.1
MEInst [58] ResNet101-FPN 33.9 56.2 35.4 19.8 36.1 42.3
PolarMask ResNet101-FPN 32.1 53.7 33.1 14.7 33.8 45.3

TensorMask [59] ResNet101-FPN 37.1 59.3 39.4 17.4 39.1 51.6
MS R-CNN ResNet101-FPN 37.4 58.2 40.4 17.4 40.1 54.3

MS R-CNN + MiRWM ResNet101-FPN 37.5 58.5 40.2 17.7 40.2 54.6

In Table 10, we added the segmentation performance of the current mainstream
instance segmentation algorithms to compare with the proposed method. It is obvious
from the table that the instance segmentation method proposed in this paper has a high
segmentation mAP. Meanwhile, the proposed method has higher APS compared with other
methods which indicates that the proposed method has obvious advantages for small object
segmentation.

After adding the proposed multi-instance relation weighting module, the detection and
segmentation accuracy of small objects has greatly improved, while the accuracy of large
objects has slightly decreased. We think that the added module models the relationship
between objects which helps to improve the detection and segmentation performance
of small objects but sacrifices a portion of the accuracy of large objects. The instance
segmentation algorithm proposed in this paper mainly targets irregular and deformable
objects in power operations which are usually narrow and elongated. Therefore, the
proposed algorithm performs well in detecting deformable objects. Since the proposed
method is designed for deformable objects, its performance on the COCO dataset may not
be impressive, but it is enough to demonstrate that the method has good generalization
performance.

5. Intelligent Monitoring System for Power Operation Scenes

In order to further verify the generalization performance and practicability of the
proposed instance segmentation method, an intelligent monitoring system for electric
power operation scenes is developed in this paper based on the proposed deformable object
segmentation method.

5.1. System Framework and Modular Design

By analyzing the intelligent monitoring requirements of substations [60] and the
electric power safety work regulations, the intelligent monitoring system is designed for
the electric power operation scenes as shown in Figure 10.



Electronics 2023, 12, 2126 22 of 31

Electronics 2023, 12, x FOR PEER REVIEW 23 of 33 
 

 

method is designed for deformable objects, its performance on the COCO dataset may not 

be impressive, but it is enough to demonstrate that the method has good generalization 

performance. 

5. Intelligent Monitoring System for Power Operation Scenes 

In order to further verify the generalization performance and practicability of the 

proposed instance segmentation method, an intelligent monitoring system for electric 

power operation scenes is developed in this paper based on the proposed deformable ob-

ject segmentation method.  

5.1. System Framework and Modular Design 

By analyzing the intelligent monitoring requirements of substations [60] and the elec-

tric power safety work regulations, the intelligent monitoring system is designed for the 

electric power operation scenes as shown in Figure 10. 

 

Figure 10. The architecture diagram of the intelligent monitoring system for power operation 

scenes. 

The system is deployed on a server equipped with GPU. The monitoring device 

transmits the collected electric power operation workplace video stream to the switch 

which decodes the video stream and transfers it to the server. Upon receiving the moni-

toring image, the server calls the proposed electric power operation protective equipment 

detection algorithm to recognize the images and returns the recognition results. When the 

system identifies workers not wearing safety helmets, not fastening safety belts during 

high-altitude operations or no protective seine set up at the electric power operation work-

place, the server will issue an alarm message and notify the inspection personnel through 

text messages and flash the indicator light on the monitor. 

The intelligent monitoring system is divided into three modules: the electric power 

operation protective equipment detection module, communication module and visualiza-

tion module. Firstly, the communication module receives the videos or images; secondly, 

based on the current scene and detection requirements, the electric power operation pro-

tective equipment detection module analyzes the transmitted images to obtain the detec-

tion results. Then, the detection results are transmitted to the monitoring center via the 

communication module. The monitoring center saves the detection results and makes cor-

responding warning operations according to the violation information. Finally, the visu-

alization module combines the image data and detection results to display the real-time 

Figure 10. The architecture diagram of the intelligent monitoring system for power operation scenes.

The system is deployed on a server equipped with GPU. The monitoring device trans-
mits the collected electric power operation workplace video stream to the switch which
decodes the video stream and transfers it to the server. Upon receiving the monitoring
image, the server calls the proposed electric power operation protective equipment de-
tection algorithm to recognize the images and returns the recognition results. When the
system identifies workers not wearing safety helmets, not fastening safety belts during
high-altitude operations or no protective seine set up at the electric power operation work-
place, the server will issue an alarm message and notify the inspection personnel through
text messages and flash the indicator light on the monitor.

The intelligent monitoring system is divided into three modules: the electric power op-
eration protective equipment detection module, communication module and visualization
module. Firstly, the communication module receives the videos or images; secondly, based
on the current scene and detection requirements, the electric power operation protective
equipment detection module analyzes the transmitted images to obtain the detection results.
Then, the detection results are transmitted to the monitoring center via the communication
module. The monitoring center saves the detection results and makes corresponding warn-
ing operations according to the violation information. Finally, the visualization module
combines the image data and detection results to display the real-time monitoring image
and detection results in a visual form. The calling process of each functional module of the
system is shown in Figure 11.

5.1.1. Electric Power Operation Protection Equipment Detection Module

The electric power operation protection equipment detection module uses the instance
segmentation method proposed in this paper to detect whether personnel are wearing
and placing protective equipment. The detection accuracy has a crucial impact on the
monitoring results of the system. The detection results include the device ID number of the
current surveillance camera, the segmentation mask coordinates [x1, y1, x2, y2, . . .] of the
violators and the violation type (not wearing a safety helmet, not fastening a safety belt,
not set up a safety seine, etc.). Screenshots of violations will be stored in a specified folder,
and the name of the screenshot is composed of the current date and the shooting time of
the camera, making it convenient for safety monitoring personnel to review it later.



Electronics 2023, 12, 2126 23 of 31

Electronics 2023, 12, x FOR PEER REVIEW 24 of 33 
 

 

monitoring image and detection results in a visual form. The calling process of each func-

tional module of the system is shown in Figure 11. 

 

Figure 11. The flow chart of system module usage. 

5.1.1. Electric Power Operation Protection Equipment Detection Module 

The electric power operation protection equipment detection module uses the in-

stance segmentation method proposed in this paper to detect whether personnel are wear-

ing and placing protective equipment. The detection accuracy has a crucial impact on the 

monitoring results of the system. The detection results include the device ID number of 

the current surveillance camera, the segmentation mask coordinates [x1, y1, x2, y2, ...] of 

the violators and the violation type (not wearing a safety helmet, not fastening a safety 

belt, not set up a safety seine, etc.). Screenshots of violations will be stored in a specified 

folder, and the name of the screenshot is composed of the current date and the shooting 

time of the camera, making it convenient for safety monitoring personnel to review it later. 

5.1.2. Communication Module 

The communication module is used to implement the transmission of images and 

video files as well as the detection results. The module adopts Flask as the backend system 

development framework. The trained instance segmentation model is deployed on the 

WEB end to realize intelligent monitoring, and the API interface is designed for the client 

to display. Any program that follows the HTTP protocol can be used as the client. By 

calling the server interface with the TCP/IP network architecture and the request entity 

attached with images or videos, the server returns the detection results in the form of 

JSON data type to the client after receiving and processing the request. 

As shown in Figure 12, the client sends a POST request and sends the images to the 

server through base64 encoding. The server interface passes the received images into the 

detection algorithm for analysis. If the detection results contain the violations, the detec-

tion information such as the coordinates of the violation target and the violation categories 

will be returned to the client as request parameters. The client can use the given target 

coordinates to segment the targets in the original images and obtain the segmentation 

results. In the process of video interface joint debugging, the client sends a POST request 

to the backend server in JSON format, including the URL address, file name, type and 

device ID of the video. The backend server downloads the video from the URL and passes 

the video to the analysis model for detection. After the detection is completed, the detec-

tion results are returned to the client in JSON format. 

Figure 11. The flow chart of system module usage.

5.1.2. Communication Module

The communication module is used to implement the transmission of images and
video files as well as the detection results. The module adopts Flask as the backend system
development framework. The trained instance segmentation model is deployed on the
WEB end to realize intelligent monitoring, and the API interface is designed for the client to
display. Any program that follows the HTTP protocol can be used as the client. By calling
the server interface with the TCP/IP network architecture and the request entity attached
with images or videos, the server returns the detection results in the form of JSON data
type to the client after receiving and processing the request.

As shown in Figure 12, the client sends a POST request and sends the images to the
server through base64 encoding. The server interface passes the received images into the
detection algorithm for analysis. If the detection results contain the violations, the detection
information such as the coordinates of the violation target and the violation categories
will be returned to the client as request parameters. The client can use the given target
coordinates to segment the targets in the original images and obtain the segmentation
results. In the process of video interface joint debugging, the client sends a POST request to
the backend server in JSON format, including the URL address, file name, type and device
ID of the video. The backend server downloads the video from the URL and passes the
video to the analysis model for detection. After the detection is completed, the detection
results are returned to the client in JSON format.

5.1.3. Visualization Module

The main function of the visualization module is to display real-time monitoring
screens and detection results by combining the image and video data and detection infor-
mation outputted by the communication module. The visualization interface is developed
and designed using the OpenCV and PyQt5 modules under Python, mainly including
the display of monitoring videos and images, detection results as well as violation alarm
records. The interface design of the visualization module is shown in Figure 13. Through
the system detection screen provided by this visualization module, the detection results of
violations can be presented more intuitively.
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5.2. System Function Realization and Test

The system uses the proposed instance segmentation method to detect whether per-
sonnel are wearing and placing protective equipment. Therefore, the detection accuracy
has a crucial impact on the monitoring results of the system, and it is necessary to test the
instance segmentation method from multiple aspects of this system.

5.2.1. Detection from Different Perspectives

Since the monitoring cameras are installed in different positions of the substations and
construction scenes, the possible location of construction personnel is random. Therefore,
the construction personnel will present different shapes in the monitoring video.

When the camera is installed at a height, the view angle is overlooking and the upper
body of the construction personnel occupies a larger area in the image. When the camera is
installed at a low place, the view angle is upward, and the lower body of the construction
personnel occupies a larger area. As shown in Figure 14, the intelligent monitoring system
can segment construction personnel and electric power operation protection equipment
well from different perspectives.
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5.2.2. Detection for Indoor and Outdoor Scenes

The intelligent monitoring system can not only be applied to indoor scenes but also
to outdoor scenes. The detection background of indoor scenes is relatively simple, but
personnel may overlap in limited space. The detection background of outdoor scenes
will be much more complex with a large number of other objects, such as power poles,
cables, and trees, which can easily cause problems, such as obstruction, misjudgment, and
missed detection of the objects, to be detected. In outdoor scenes, the objects to be detected
may be far away from the camera which brings difficulties in detecting small objects. As
shown in Figure 15, the system can segment personnel, helmets and seines in the complex
background.
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5.2.3. Detection for Different Working Height

To avoid falling accidents, construction personnel must wear safety belts when work-
ing at heights, so the detection of safety belts is very important. However, because the area
of the safety belt in the picture is small, the appearance of the safety belt is prone to change
and it is easy to mistake the wire and cable, which are also irregular deformable objects,
for the safety belt during detection. Therefore, the detection of safety belts is very difficult.
The detection result is shown in Figure 16. The system can segment safety belts well.

5.2.4. Detection for Different Light and Weather

In outdoor scenes, natural conditions will significantly affect the quality of monitoring
videos and pictures. For example, the light will become darker in the early morning or
evening, the picture will be blurred on foggy days and the camera will get wet on rainy
days. As shown in Figure 17, the system can detect construction personnel and protection
equipment under different lighting conditions and weather, indicating that the designed
system has strong adaptability under different natural conditions.
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5.2.5. The Real-Time Detection

The system designed in this paper can achieve real-time detection of protective equip-
ment. As shown in Figure 18, the input is a video sequence, and the system can detect
safety helmets and safety belts in the input video, realizing real-time perception of the
safety situation of power operation.
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5.2.6. System Problems and Solutions

The proposed irregular deformable object instance segmentation method is applicable
to multiple scenes and has strong anti-interference ability and robustness. The intelligent
monitoring system can be used to detect whether the construction personnel in the moni-
toring video wear and place the protective equipment correctly so as to ensure the safety
of the construction personnel. However, there are three issues in the practical application
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that make detection difficult: motion blur, target occlusion and network and transmission
instability affecting video quality.

When objects move too quickly in monitoring videos, motion blur often occurs which
affects the normal recognition and segmentation of the objects. As shown in Figure 19, the
fast movement of construction personnel can lead to blurred edges of the human body
contour, making it difficult to accurately measure the boundaries and size of the target.
Moreover, the detailed information of the target in the blurred image is also blurred, and
feature extractors often fail to extract this information correctly, resulting in reduced seg-
mentation accuracy. To address the motion blur problem, we used data augmentation to
simulate the blurring of monitoring videos by adding Gaussian noise, salt-and-pepper
noise, etc. This increases the diversity and robustness of images and enhances the algo-
rithm’s ability to detect edges in images by deforming and warping images to increase
data diversity.
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Figure 19. Detection for quickly moving personnel. The construction personnel in the blue box of
(a) and the red box of (b) are both in motion.

Moving occlusion often occurs in monitoring videos, blocking the target from being
detected. The detector cannot detect the target correctly which affects the performance
of the whole detection task. As shown in Figure 20, when a safety belt is occluded by a
helmet, the features of the occluded part of the safety belt cannot be extracted which results
in failure detection. Currently, we do not have an effective solution to this problem, and we
can only perform correct detection of the target after the occlusion object has moved away
from the video frame.
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In reality, network connectivity can occasionally experience fluctuations, delays and
other instabilities, and data centers may not be able to process large amounts of data in
a timely manner, resulting in unstable video transmissions, such as stuttering, distortion
and blurring, as shown in Figure 21. The system cannot obtain complete image data
which results in failed detection. To address the instability of network connectivity and
transmission, network optimization can be carried out, such as increasing bandwidth
and allocating more resources to improve network stability. Additionally, using more
efficient image compression and encoding technologies can reduce bandwidth usage and
packet loss during image transmission, thereby improving transmission stability. Real-time
monitoring of network status and transmission performance should also be carried out so
that appropriate measures can be taken immediately to address issues, such as transmission
distortion.
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6. Conclusions

In order to address the challenges of detecting irregular deformable objects in power
operation workplace safety monitoring, an end-to-end instance segmentation method using
the multi-instance relation weighting module for irregular deformable objects is proposed
in this paper. The Mask Scoring R-CNN is used for pixel-level instance segmentation so
that the bounding box can accurately surround the deformable objects without containing
redundant background information. The multi-instance relation weighting module is
designed for modeling the mutual relations between each object by fusing the appearance
features and the geometric features of the objects in the images. The proposed method
achieved a segmentation mAP of 44.8% on the self-built dataset of irregular deformable
objects for electric power operation workplaces. Compared to MS R-CNN, the bounding
box mAP and segmentation mAP increased by 1.2% and 0.2%, respectively, with the same
100,000 training rounds. The small object segmentation APS improved by 0.2% which
proved that the proposed method is also effective for small object detection in electric
power operation workplaces. The segmentation accuracy of the proposed method on the
COCO dataset was also improved which proved the generalization performance of the
method.

Finally, an intelligent monitoring system for electric power operation scenes is de-
signed for verifying the generalization performance and practicability of the instance
segmentation method by a variety of pictures and videos in different scenes and per-
spectives. The results showed that the system using the proposed instance segmentation
method can effectively separate the construction personnel and the electric power operation
protection equipment from different perspectives and different weather conditions.

This work promotes the progress of irregular deformable object detection and intel-
ligent monitoring for power operation scenes which has a good application prospect. In
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the future, we will further lightweight the algorithm to facilitate practical deployment and
application, and further study the improvement of real-time detection of the algorithm.
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