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Abstract: Due to the non-cooperative characteristics of space targets with complex motion, it is
difficult to obtain high-quality inverse synthetic aperture (ISAR) images using conventional imaging
approaches, posing a new challenge when designing novel approaches, especially under low-signal-
to-noise-ratio (SNR) conditions. To overcome the obstacle above, in this work, an efficient ISAR
imaging approach based on high-order synchrosqueezing transform and modified multi-scale retinex
(HSTMMSR) is proposed. First, the geometry and signal model of non-cooperative space targets
with complex motion are established. Second, the echoes in each range bin are modeled as multi-
component polynomial phase signals (MCPPSs) after correcting the translational migration and
migration through range cells (MTRCs). Additionally, the time–frequency analysis (TFA) method
based on HoSST is utilized to generate the time–frequency signal along with the azimuth dimension,
where the coarse ISAR image is obtained with the quality indicator, e.g., image entropy, followed
by the MMSR method to enhance the result. Both the simulated and measured data experiments
validate the effectiveness and robustness of the proposed method.

Keywords: inverse synthetic aperture radar (ISAR) imaging; HSTMMSR; non-cooperative
space targets

1. Introduction

Inverse synthetic aperture radar (ISAR) [1–5] is a microwave sensing technology.
Thanks to its advantages such as detecting targets from a distance, at any time of day and
in any weather, and so on, it is widely used in national defense and other fields. Through
ISAR technology, some information about targets, e.g., size and structure, can be accurately
obtained from its reflected echoes, followed by further classification and identification.

For cooperative space targets, their motion is moderate, and thus their attitude remains
stabilized during coherent accumulation time. As a result, high-quality ISAR images are
generated by using existing imaging methods, e.g., the Range Doppler (RD) algorithm [6,7],
thanks to the high signal-to-noise ratio (SNR) echoes with simple Doppler frequency. How-
ever, the movement posture of non-cooperative targets is often uncontrollable. Meanwhile,
their motion is always accompanied by time-varying characteristics, resulting in complex
Doppler frequencies, which make existing ISAR imaging methods more challenging to
employ. Furthermore, the resulting ISAR images are usually polluted by noise due to the
low SNRs.

To obtain high-quality ISAR images for non-cooperative targets, many methods have
recently been developed, and they can be broadly divided into two categories. The former
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is the parameter-estimation-based approach. The main principle of this approach is that
the echoes in the azimuth dimension are modeled as multi-component polynomial phase
signals (MCPPSs) after finishing the range migration correction. Further, the coefficients
of the signal are estimated with parameter-estimation-based approaches, such as the
high-order ambiguity function (HAF) [8], product high-order matched-phase transform
(PHMT) [9], generalized CPF (GCPF) [10], chirp rate–quadratic chirp rate distribution
(CRQCRD) [11], product GCPF (PGCPF) [12], integrated parametric cubic phase function
(IPCPF) [13], coherent integrated smoothed GCPF (CISGCPF) [14], etc. These methods can
obtain high-quality ISAR images for non-cooperative space targets under certain conditions.
However, the model mismatch problem of the Doppler signal is inevitable, resulting in
defocusing in the azimuth dimension. Meanwhile, the signal of all range bins should be
reconstructed, which is time-consuming.

The second method is the time–frequency analysis (TFA)-based imaging approach.
The classical methods, e.g., short-time Fourier transform (STFT) [15] and wavelet transform
(WT) [16], are applied to ISAR imaging. STFT-based and WT-based imaging approaches
are essentially types of linear transformation approaches with no cross-term interference.
However, the time–frequency resolution of those methods is low compared with that of the
nonlinear transformation methods. Naturally, a TFA based on nonlinear transformation
is utilized to image non-cooperative space targets. As a representative of the nonlinear
transformation method, the Wigner–Ville distribution (WVD) method [17,18] provides a
higher time–frequency resolution. Nevertheless, due to its nonlinear characteristics, the
cross-term interference is serious when processing multi-component mixed signals, which
deteriorates the ISAR images. To overcome the problem of cross-term interference, the
extended WVD approach, e.g., the smoothed pseudo WVD (SPWVD) method [19,20] and
the class L polynomial WVD transform (LPWVD) method [21], is introduced to imaging
for non-cooperative space targets. However, its performance when suppressing the cross-
term interference and the time-frequency resolution should have a trade-off in actuality.
In addition, the S-transform (ST) [22] and synchrosqueezing transform (SST)-based [23]
ISAR imaging approaches are proposed to suppress the cross-term interference. However,
human participation is involved in the process of ISAR imaging. In summary, extended
TFA-based methods should be designed for the ISAR imaging of non-cooperative space
targets with complex motion.

To generate high-quality ISAR images for non-cooperative space targets with com-
plex motion, this paper proposes an ISAR imaging approach combined high-order syn-
chrosqueezing transform with the modified multi-scale retinex method (HSTMMSR)
for non-cooperative space targets. First, to reasonably describe the mobility of a non-
cooperative space target, the imaging geometry and signal model for non-cooperative
space targets with complex motion are established. Second, the translational motion is
compensated using the standard method. Meanwhile, the echoes are modeled as MCPPSs
in each range bin. Third, using the HoSST method, the MCPPSs can be transformed into
the range–time–Doppler domain, where a coarse ISAR image is obtained with the qual-
ity indicator, e.g., image entropy, followed by the MMSR to enhance the result. Finally,
several numerical experiments using simulated data and measured data are conducted to
demonstrate the validity of the proposed approach.

The rest of this article is organized as follows. In Section 2, the ISAR imaging geometry
and signal model for non-cooperative space targets are presented to prepare for the subse-
quent algorithm development. The proposed method is developed in Section 3, including
the ISAR imaging principle of HSTMMSR, the procedure of the proposed algorithm, and
some additional considerations. Experimental results and analysis are provided in Section 4
to verify the effectiveness of the proposed method, and some conclusions are summarized
in Section 5.
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2. Imaging Geometry and Signal Model for Non-Cooperative Space Targets

In this subsection, the ISAR imaging geometry for non-cooperative space targets is
presented for the subsequent algorithm development. The standard ISAR imaging geome-
try model is depicted in Figure 1, where the Cartesian coordinate (X, Y, Z) is established in
the target body, the origin O is the rotating center of the targets, and the unit vector of the
radar line-of-sight (LOS) and the three-dimensional angular speed of targets are denoted

by the vectors
←
R and

←
Ω, respectively. According to the theorem of vector decomposition,

the vector
←
Ω can be divided into components that are parallel to and perpendicular to

←
R,

which, respectively, can be represented as
←
Ωe and

←
ΩR. In general, because

←
ΩR does not

contribute to the imaging, the effective rotating velocity can be denoted as
←
Ωe.
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Signal Model of Non-Cooperative Targets with Complex Motion

Suppose the space coordinate for the arbitrary scatterer P in the target body is(
xp, yp, zp

)
,
→
rp denotes the rotating radius of the scatterer P, and vr denotes the transla-

tional velocity of the target. Therefore, the Doppler frequency of the scatterer P is

fd =
2
λ

(
vr +

(
Ωe × rp

)
·R
)
, (1)

where × and ·, respectively, denote the outer and inner product, and λ denotes the wave-
length of the transmitted signal.

As described above, the translational vector vr and effective rotation vector
←
Ωe of the

non-cooperative space targets are time-varying during the coherence integration interval.
Without loss of generality, in this study, the translational vector vr and effective rotation
vector Ωe can be modeled as {

vr(tm) = v0 + a0tm + 1
2 r0t2

m
Ωe(tm) = α + βtm + 1

2 γt2
m

, (2)

where v0, a0, and r0 denote the radial velocity, acceleration, and acceleration rate, respec-
tively. α, β, and γ represent the coefficients of the constant, first, and second term of Ωe,
respectively, and tm denotes the slow time. By substituting (2) into (1), we obtain

fd(tm) =
2
λ

{[(
α× →rp

)
·R + v0

]
+
[(

β× →rp

)
·R + a0

]
tm

}
+
[(

γ× →rp

)
·R + r0

]
t2
m

(3)
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Based on the relationship between the Doppler frequency and the instantaneous slant
range, the instantaneous slant range Rp(tm) of the scatterer P can be expressed as

Rp(tm) = λ
2

∫ tm
t0

fddtm

= Rp(t0) +
[(

α× →rp

)
·R + v0

]
tm

+ 1
2

[(
β× →rp

)
·R + a0

]
t2
m

+ 1
6

[(
γ× →rp

)
·R + r0

]
t3
m

(4)

In this work, suppose that the radar transmits a linear frequency-modulated (LFM)
signal, given by

s(tr, tm) = rect
(

tr

Tp

)
· exp

{
j2π

(
fctr +

1
2

Krt2
r

)}
, (5)

where rect(x) =

{
1, |x| ≤ 1/2
0, |x| > 1/2

, tr, fc, Kr, and Tp denote the fast time, slow time, car-

rier frequency, frequency modulation rate, and pulse width, respectively; tm = tr +
m · Tp, (m = 0, 1, · · ·, M− 1) denotes the full time; and M represents the total number
of received pulses.

By transmitting the LFM signal, the echoes reflected from the scatterer P satisfy

s(tr, tm) = σp · rect
(

tr−2Rp(tm)/c
Tp

)
· rect

(
tm
Ta

)
× exp

{
j2π
(

fc
(
tr − 2Rp(tm)/c

)
+ 1

2 Kr
(
tr − 2Rp(tm)/c

)2
)} (6)

where σp, c, and Ta denote the reflection coefficient of the scatterer P, the speed of light,
and the coherent integration time, respectively.

After baseband demodulation and range compression, the received echoes can be
written as

s(tr, tm) = σpBrωa(tm)sinc
[

Br

(
tr −

2Rp(tm)
c

)]
×exp

[
−j 4π

λ Rp(tm)
] (7)

where Br denotes the bandwidth of the transmitted signal and ωa(tm) represents the
azimuth envelope.

It is worth noting that, from (7), the envelope term Rp(tm) in SINC [*] causes the range
migration, e.g., translational migration and migration, through range cells (MTRCs). It is
well-known that the translational motion term in (7) can be compensated for by utilizing
standard translational motion compensation algorithms, e.g., envelope correlation [24],
global range alignment [25], the image entropy-based method [26], the image contrast-
based method [27], and so on. Furthermore, the keystone transform (KT) technique [28] can
be adopted to compensate for the MTRCs term. In conclusion, the range migration term can
be easily corrected compared with the phase modulation term in (7). It is worth mentioning
that the phase modulation term is time-varying due to the time-varying characteristic of
non-cooperative targets. Meanwhile, the phase distribution of each scatterer is different
on the effect of different rotating centers for different scatterers, invaliding existing ISAR
imaging algorithms.

We assume the energies of all scatterers are concentrated into the right range bins after
conducting the range migration correction operation. Therefore, the signals in a range bin
can be modeled using multi-component quadratic frequency modulation (MCQFM), and
the analytical expression of the signal in the lth range cell can be expressed as

sl(tm) = ∑K
k=1 Ak

{
exp
[

j2π
(

bk,1tm + bk,2t2
m + bk,3t3

m

)]
+ n(tm)

}
, (8)



Electronics 2023, 12, 4527 5 of 21

where Ak, bk,1 = −2
(

α× →rp

)
·R/λ, bk,2 = −

(
β× →rp

)
·R/λ, and bk,3 = −

(
γ× →rp

)
·R/3λ

represent the amplitude, center frequency, chirp rate, and derivative of the chirp rate,
respectively. n(tm) denotes the additive complex white Gaussian noise with zero mean and
variance of 1. As a result, to produce well-focused ISAR images for non-cooperative targets,
the time-varying phase term and the additive complex white Gaussian noise in (8) caused
by non-cooperative motion need to be precisely compensated for.

3. Proposed Imaging Method

As described above, existing ISAR imaging methods based on TFA are invalid for
non-cooperative space targets. There are two possible reasons. The first is that the Doppler
frequency of the non-cooperative space targets cannot be described in a uniform way, and
the second is that the applicability of the TFA is limited. Therefore, due to the coupling
effect of these reasons, obtaining high-quality ISAR images for non-cooperative space
targets is challenging. In this section, by considering these issues, we primary focus on the
ISAR imaging approach for non-cooperative space targets based on HSTMMSR approaches,
which consist of two steps.

3.1. Coarse ISAR Imaging with High-Order Synchrosqueezing Transform

As a high-resolution time–frequency analysis method, HoSST [29,30] is a new exten-
sion of the synchrosqueezing transform (SST) method that can extract the instantaneous
time-varying frequency of a signal accurately.

Now, we address the signals in the lth range bin, the STFT of which can be expressed as

Vg
f (tm, η) =

∫
sl(tm)g∗(τ − tm) exp[−j2πη(τ − tm)], (9)

where g represents a window function and g∗ denotes the complex conjugate of g.
The general STFT-based SST can be defined as

Tg,γ
f (tm, η) =

1
g∗(0)

∫
{η,|Vg

f (tm ,η)|>γ}V
g
f (tm, η)δ

(
ω−ω f (tm, η)

)
dη, (10)

where γ denotes the pre-set threshold, δ(·) stands for the Dirac distribution, and ω f (tm, η)
denotes the instantaneous frequency estimated at time tm and frequency η, defined by

ω f (tm, η) = R

{
∂tV

g
f (tm, η)

j2πVg
f (tm, η)

}
(11)

where R{x} represents the real-value part of the complex number x and ∂tm denotes the
partial derivative of tm.

It is noteworthy that, from (9) to (11), the instantaneous frequency of the signal is
determined by a low-order term, which is effective to describe space targets with moderate
motion. However, for non-cooperative space targets with complex motion, the instanta-
neous Doppler frequency is intricate; thus, it cannot be accurately presented. Therefore,
to precisely extract the complex instantaneous Doppler frequency from the echoes of
non-cooperative space targets, the instantaneous Doppler frequency can be modeled as a
high-order term.

For high-order SST (HoSST), the instantaneous Doppler frequency is defined using
a high-order Taylor expansion for both the amplitude and phase, which means that the
Taylor expansion of the signal sl(tm) in (8) can be expressed as

sl(tm) = exp

{
N

∑
k=0

[log(A)](k)(tm) + j2πφ(k)(t)
k!

(τ − tm)
k

}
(12)
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where [Z](k)(tm) represents the kth derivative in terms of Z at time tm. Therefore, (10) can
be rewritten as

Vg
f (tm, η) =

∫
sl(τ + tm)g∗(τ) exp[−j2πηtm]dτ

=
∫

exp
{

N
∑

k=0

[log(A)](k)(tm) + j2πφ(k)(tm)
k! (t)k

}
× g∗(τ)exp(−j2πηtm)dτ

(13)

According to (13), the local instantaneous frequency ω f (tm, η) can be rewritten as

ω f (tm, η) =
[log(A)]′(tm)

j2π + φ′(tm)

+
N
∑

k=2

[log(A)](k)(tm) + j2πφ(k)(tm)
j2π(k−1)! ·

Vgk−1

f (tm ,η)

Vg
f (tm ,η)

(14)

The frequency modulation operator q[k,N]
η, f can be defined as

q[k,N]
η, f =

[log(A)](k)(tm) + j2πφ(k)(tm)

j2π(k− 1)!
(15)

In addition, the Nth-order local complex instantaneous frequency ω
[N]
η, f at time tm and

frequency η can be given by

ω
[N]
η, f (tm, η) =


ω f (tm, η) +

N
∑

k=2
q[k,N]

η, f (tm, η)(−xk,1(tm, η))

Vg
f (tm, η) 6= 0, xj.j−1(tm, η) 6= 0(j ≥ 2)
ω f (tm, η) otherwise

(16)

As a result, the ω f (tm, η) can be replaced by ω
[N]
η, f (tm, η) in (10), given by

Tg,γ
N, f (tm, ω) =

1
g∗(0)

∫
{η,|Vg

f (tm ,η)|>γ}V
g
f (tm, η)δ

(
ω−ω

[N]
η, f (tm, η)

)
dη (17)

Additionally, the signal with complex instantaneous frequency can be reconstructed,
given by

sl(tm) =
∫

{ω,|ω−ϕ(tm)|<d}

Tg,γ
N, f (tm, ω)dω (18)

Therefore, compared with the conventional STFT method, the instantaneous frequency
with HoSST is more appropriate for non-cooperative space targets because the local instan-
taneous frequency is modeled as a high-order polynomial, which is consistent with the
nature of highly complex motion. As a consequence, the high-resolution two-dimensional
time–frequency analysis result can be obtained. Inspired by the high-resolution time–
frequency characteristic of HoSST, in this work, a coarse ISAR image can be produced using
the HoSST-based time–frequency analysis method.

Using HoSST to process the signals in each range bin, the range–time–Doppler matrix
is obtained, where different frequencies correspond to different ISAR images. Therefore,
the entropy is adopted as an image quality indicator to extract the optimal ISAR images,
given by

I(x, y) = argmax
w f

{
I
(

tr, w f , tr

)}
(19)

where max
w f
{·} represents the maximum value in terms of the Doppler frequency w f , I(x, y)

denotes the optimal ISAR images, and (x, y) denotes the pixel coordinate.
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3.2. Fine ISAR Imaging with Modified Multi-Scale Retinex

It is well known that the electromagnetic scattering characteristic of targets determines
whether the ISAR images are accompanied by significant sparse features, resulting in large
scattering intensity differences and low visualization of weak component in the ISAR
images, which is not conductive for the interpretation of the images or for the analysis
of the morphological structure of the targets. Furthermore, due to the highly complex
motion characteristic of non-cooperative targets, the SNR of the echoes is low and the ISAR
images are polluted by noise. To overcome the obstacle above, in this study, the modified
multi-scale retinex (MMSR) method is adopted to conduct the enhancement operation for
the ISAR images of non-cooperative space targets.

Based on the retinex theory, the arbitrary pixel value I(x, y) of ISAR images can be
obtained using the following expression:

I(x, y) = L(x, y) ∗ R(x, y) (20)

where L(x, y) denotes the illuminated intensity component and R(x, y) represents the
reflected component.

In reality, the single-scale retinex (SSR) method is utilized to enhance the ISAR images.
However, trade-offs need to be made between detail enhancement and contrast enhance-
ment, among other factors, which increases the difficulty of the operations. Inspired by the
advantage of the multiple-scale parameter for SSR, the MMSR is utilized to complete the
above tasks, given by

IMMSR(x, y) = γRMMSR(x,y), (21)

where γ denotes the base of the logarithm, which is related to the log in (22) and RMMSR(x, y)
represents the enhancement factor of the ISAR images, given by

RMMSR(x, y) = ∑N
n=1 ωn{log[I(x, y)]− log[I(x, y)⊕ Gn(x, y)]}, (22)

where ωn and Gn, respectively, denote the weighting coefficient of the n-th scale parameter
and the Gaussian distribution function, given by

Gn(x, y) = Kn·exp

(
−
(
x2 + y2)
2σ2

n

)
, (23)

where σ2
n denotes the scale parameter, N denotes the number of the scale parameter, and

Kn denotes the normalization factor, given by
x

Gn(x, y)dxdy = 1 (24)

3.3. ISAR Imaging of the Proposed Method

Based on the excellent time–frequency analysis performance, a novelty ISAR imaging
approach that combines HOSST with MMSR is proposed for non-cooperative space targets
with complex motion. The detailed implementation process is summarized below.

Conduct range compression operation for raw echoes;

1. Perform range migration compensation with existing methods to concentrate the
energies into the same range cells;

Initialize iteration i as 1 and complete the time–frequency analysis operation using the
HOSST approach along the azimuth dimension;

Let i = i + 1 and repeat the complete time–frequency analysis based on HOSST until
i = N, where N denotes the number of range cells;

Rearrange the time series and extract the coarse ISAR image based on the image
indicator, e.g., image entropy or image contrast;

Enhance the coarse ISAR images by using the MMSR;
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2. Output the fine ISAR images of non-cooperative space targets.

To summarize, the flowchart of the entire ISAR imaging approach is presented in
Figure 2.
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3.4. Some Considerations for the Application
3.4.1. Numerical Analysis and Performance Comparison

To further illustrate the effectiveness of the proposed method, MCS including chirp
frequency modulation, polynomial phase frequency modulation, and sinusoidal frequency
modulation was processed using WVD, STFT, SST, and HoSST.

The time–frequency analysis results using simulated data with 1024 samples are
presented in Figure 3; the time-domain characteristic of the MCS is shown in Figure 3a. It
can be seen that the MCS is chaotic. It is clear from Figure 3b that the MCS is composed
of three signals with different frequencies. The time–frequency result of WVD for MCS
is shown in Figure 3c. It is noteworthy that the clustering characteristic is poor, which
seriously affects the ISAR imaging performance for non-cooperative space targets. It is
worth noting that, as seen in Figure 3d, the time–frequency result of STFT has no cross-term
interference. Nevertheless, the time–frequency resolution is low. The time–frequency result
of SST is presented in Figure 3e. It should be noted that its time–frequency resolution
is higher than those of WVD and STFT. Meanwhile, cross-terms interference is absent.
However, the time–frequency resolution of the sinusoidal frequency modulation signal
is limited. In contrast, the high-quality time–frequency signal is reconstructed using
the HoSST, as shown in Figure 3f. In addition, thanks to the robustness and focusing
performance, the signals reconstructed from Figure 3a are consistent with the instantaneous
frequency distribution of Figure 3b. As a result, compared with WVD, STFT, and SST,
the HoSST has an outstanding time–frequency focusing characteristic, providing a novel
method for the design of ISAR imaging algorithms.
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Figure 3. Time–frequency diagram of mixed signals. (a) Time domain characteristics of mixed signals.
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(e) SST method. (f) HoSST method.

3.4.2. Computational Complexity Analysis

In this subsection, the computational complexities of RD, WVD, STFT, SST, and the
proposed method are theoretically analyzed. Generally, some procedures with low compu-
tational complexity in the algorithm implementation process are not included in calculating
the computational complexity. Furthermore, Nlog2(N) floating-point operations (FLOPs)
are required in order to conduct the operation of Fourier transform (FT) or inverse Fourier
transform (IFT) for N-point data, and N FLOPs are required to execute one-time complex
multiplications for N-point data. Now, suppose the size of the echoes in this work is
Na × Nr.

In general, the procedure of RD consists of a range compression procedure and an
azimuth compression step with two-time FFT operations, one-time multiplication, and
one-time IFFT. Thus, the computational complexity is

CRD = O
{

2NaNrlog2(Nr)+
NaNr + NaNrlog2(Na)

}
(25)

The procedure of the WVD method is composed of range compression and time–
frequency analysis in the azimuth dimension. The computational complexity of the range
compression is O(2NaNrlog2(Nr) + NaNr), and the computational cost for Na-point data
during the time–frequency analysis of the WVD method is O

(
4N3

a + N2
a log2(Na)

)
. Hence,

the computational complexity of the WVD approach is

CWVD = O
{

2NaNrlog2(Nr) + NaNr
+Nr(NaNrlog2(Na))

}
(26)

Based on the analysis mentioned in Ref. [18], after the range compress operation,
the echoes are iteratively time–frequency analyzed in each range bin using the STFT
method along azimuth dimension. Meanwhile, the length of the processing core for
STFT is Na/4. The computational complexity with STFT processing for Na-point data is
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Na(Na/8 + Nalog2(Na)). Therefore, the computational complexity using the STFT method
for NaNr echoes is

CSTFT = O
{

2NaNrlog2(Nr) + NaNr
+Nr Na(Na/8 + Nalog2(Na))

}
(27)

For the SST method, based on the analysis in Ref. [23], a Gaussian window function
is adopted, the implementation procedure of which consists of three steps, namely, the
parameters calculation, SST processing for the time–frequency signal, and the signal compo-
nent extraction. The total computational cost for the corresponding parameters calculation,
SST processing for the time–frequency signal, and the signal component extraction is
NaNr(3Nalog2(Na) + Na). Therefore, the computational cost of the SST method for NaNr
echoes is

CSST = O
{

2NaNrlog2(Nr) + NaNr
+NaNr(3Nalog2(Na) + Na)

}
(28)

In this work, the implementation procedure of the proposed method is the correspond-
ing parameters calculation, the estimations of the frequency modulation, the reassignment
step, and image enhancement. The total computational cost of the corresponding parame-
ters calculation, the estimations of the frequency modulation, and the reassignment step
for Na data is Na(14Nalog2(Na) + 10Na). The cost of image enhancement is determined by
the size of the ISAR images. Suppose the size of this work is MN; thus, the cost is MN.
Therefore, the total computational complexity of the proposed method for NaNr echoes is

CProposed = O
{

2NaNrlog2(Nr) + NaNr
+NaNr(Nalog2(Na) + Na) + MN

}
(29)

In conclusion, based on the analysis mentioned above, all methods have a range com-
pression operation; thus, the comparison for the computational cost of those methods is
determined by the time consumption in the azimuthal dimensional. The computational cost
of the RD method is the lowest of those five methods. Compared with the time–frequency
analysis method for WVD and STFT, the computational complexity of the proposed ap-
proach is a burden because the high-order local instantaneous frequency modulation should
be obtained, which is consistent with the analysis mentioned in Section 3.1. Furthermore,
the computational complexity of SST is higher than that of the proposed method.

4. Experimental Results and Analysis

In this section, the simulated and measured data are adopted to verify the validity
of the proposed method. Meanwhile, some typical time–frequency analysis methods
including RD, WVD, STFT, and SST are performed for comparison.

4.1. ISAR Imaging with Simulated Experiments

In this subsection, the simulated data are generated using the radar system parameters
and motion parameters presented in Table 1, and the structure of a non-cooperative space
target composed of 42 scatterers is presented in Figure 4.

Table 1. Radar system and target motion parameters.

Parameter Name Value

Carrier frequency 10 GHz
Transmit bandwidth 200 MHz

Pulse repetition 300 Hz
Range sample frequency 300 MHz

Effective echo pluses 256
Rotational angular velocity 0.022 rad/s

Rotational angular acceleration 0.012 rad/s2
Rotational angular acceleration rate 0.015 rad/s3
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Figure 4. Space target scatter model of ISAR imaging.

To verify the anti-noise performance of those methods, white Gaussian noise is added
to the echoes (after range compression), and the analytic expression of SNR can be defined as

SNR = 10log10

(
Mean Power o f Signal

Power o f Noise

)
(30)

The ISAR imaging results of the RD method [5], the WVD method [15], the STFT
method [18], the SST method [23], and the proposed method under SNRs of 5 dB and –5 dB,
respectively, are presented in Figures 5–9. As seen in Figure 5a, due to the non-cooperative
characteristics, the ISAR image obtained with the RD method is seriously defocused in the
azimuth dimension. The ISAR imaging results using the WVD method are provided in
Figure 6. Due to the influence of cross-term interference, the structure of the airplane is hard
to observe, especially under the –5 dB condition. The ISAR imaging results obtained with
STFT are provided in Figure 7. The results are seriously defocused under the SNR = 5 dB
and SNR = –5 dB conditions. The ISAR imaging results using SST and the proposed method
are presented in Figures 8 and 9, respectively. It is clear that the proposed method obtains
a well-focused and clear target image. In addition, it should be pointed out that, from
Figures 5–9, compared with the other four methods, the proposed approach presents a
better anti-noise performance, shown in Figures 5b, 6b, 7b, 8b and 9b. Therefore, the
proposed approach has advantages in ISAR imaging performance for non-cooperative
space targets.
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Figure 5. RD-method ISAR imaging results: (a) SNR = 5 dB; (b) SNR = –5 dB.
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Figure 6. WVD-method ISAR imaging results: (a) SNR = 5 dB; (b) SNR = –5 dB.
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Figure 7. STFT-method ISAR imaging results: (a) SNR = 5 dB; (b) SNR = –5 dB.
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Figure 8. SST-method ISAR imaging results: (a) SNR = 5 dB; (b) SNR = –5 dB.
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Figure 9. The ISAR imaging results obtained using the proposed method: (a) SNR = 5 dB;
(b) SNR = –5 dB.

In addition to the quantitative analysis of the ISAR imaging performance of the
different approaches, the image entropy IE [31,32] and image contrast IC [33–35] were
adopted as criteria to evaluate the images’ quality, and they are, respectively, defined
below. First:

IE = ∑M−1
m=0 ∑N−1

n=0
|g(m, n)|2

S
ln

S

|g(m, n)|2
, (31)

where S = ∑M−1
m=0 ∑N−1

n=0 |g(m, n)|2; m represents the number of azimuth pulses; and n
denotes the number of range cells. Second:

IC =

√
E
{
[g2(m, n)− E(g2(m, n))]2

}
E{g2(m, n)} (32)

where E{·} denotes the expectation operator.
The image entropy and image contrast of each ISAR imaging results, obtained using

the RD, STFT, WVD, and SST methods and the proposed method with different SNRs, are
provided in Figure 10, where the 100-time Monte Carlo experiments conducted are shown.
According to the curve of the image entropy and contrast, the proposed method has a better
imaging performance than that of the other methods. Moreover, with the decrease in SNR,
the advantage of the proposed method becomes more obvious, illustrating the anti-noise
performance of the proposed method.
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The ISAR imaging cost of the different approaches is provided in Figure 11. The
running time of the RD method is the lowest for all the different SNRs, followed by the
WVD method and the STFT method. In addition, compared with the SPWVD method and
the SST method, the proposed method takes less time, which is consistent with the theory
analysis mentioned above. Therefore, by accepting a trade-off between computational
complexity and ISAR imaging performance, the proposed method is a promising imaging
method for non-cooperative space targets.
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Figure 11. Computational complexity of different methods against SNR.

4.2. ISAR Imaging under Different Motion Parameters

In this subsection, to verify the validity of the studied methods under different motion
conditions, three motion parameters are presented (Table 2), where the model is as shown
in Figure 4 and the SNR, added in echoes (after range compression), is –3 dB. The ISAR
imaging results of the different methods are provided in Figure 12. It is noteworthy that, as
seen in Figure 12, the defocusing of the imaging results with the RD method is clear under
different motion parameters, shown in Case One, Case Two and Case Three in Figure 12a,b.
In addition, the structure of the airplane is submerged in the interference of the noise.
Furthermore, the defocusing of the imaging results using the STFT method and the SST
method is also serious, shown in Case one, Case Two and Case Three in Figure 12c,d.
Moreover, to quantitatively analyze the imaging results, the entropy and contrast under
three cases for the different imaging approaches are determined, provided in Table 3. It is
worth noting that, as seen in Table 3, the entropy and contrast for the imaging results of
the proposed method are the best compared with those of the RD, WVD, STFT, and SST
methods, which indicates the effectiveness of the imaging performance of the proposed
method. Therefore, on this basis, we can draw the conclusion that the proposed approach
has robustness for non-cooperative space targets under different motion parameters.

Table 2. Different motion parameters against the three cases.

Case

Velocity Rotational Angular
Velocity
(rad/s)

Rotational Angular
Acceleration

(rad/s2)

Rotational Angular
Acceleration Rate

(rad/s3)

Case One 0.05 0.05 0.015

Case Two 0.04 0.02 0.01

Case Three 0.04 0.05 0.01
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Figure 12. ISAR imaging results with the RD, WVD, STFT, and SST methods and the proposed
method in the three cases.

Table 3. Entropy and contrast in the three cases.

Method
Case One Case Two Case Three

Entropy Contrast Entropy Contrast Entropy Contrast

RD 10.634 0.758 10.704 0.742 10.87 0.745

WVD 9.474 1.352 9.612 1.327 9.458 1.376

STFT 10.657 0.777 10.677 0.776 10.671 0.776

SST 6.053 12.532 6.12 12.186 6.095 12.378

Proposed
method 4.197 16.362 3.897 17.317 3.91 16.68

4.3. ISAR Imaging under Inhomogeneous Condition

In this subsection, we describe the experiment conducted on the rotation of the targets,
which was not completed, but rather limited to a given variable angle. Considering
that the rotation is related to the rotational angular velocity (RAV), rotational angular
acceleration (RAA), and rotational angular acceleration rate (RAR), the RAV, RAA, and
RAR for this experiment are provided in Figure 13, where the values vary randomly within
a certain range. The horizontal axis denotes the coherence processing time, and the vertical
coordinates represent the corresponding values.

In addition, the imaging results from using the RD, WVD, STFT, and SST methods
and the proposed method are presented in Figure 14, where –3 dB white Gaussian noise
is added into the echoes. It is noteworthy that the imaging performance of the proposed
method is superior to that of the conventional imaging approach, shown in Figure 2a–e.
Furthermore, the entropy and contrast are introduced in Table 1 to quantitatively analyze
the imaging results. It is worth pointing out that, as seen in Table 4, compared with the
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other methods, the entropy of the imaging result from the proposed method is the smallest
and the contrast of the imaging results from the proposed method is maximal.
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Figure 13. RAV, RAA, and RAR under different coherence processing intervals.
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Figure 14. Imaging results of different methods against velocity. (a) RD method. (b) WVD method.
(c) STFT method. (d) SST method. (e) Proposed method.

Table 4. Entropy and contrast of the different results.

Method Entropy Contrast

RD method 10.4461 0.7979

WVD method 9.4833 1.3691

STFT method 10.7457 0.7540

SST method 6.1907 11.7239

Proposed method 4.283 15.890

4.4. ISAR Imaging under Shadowing Condition

To further verify the imaging performance under a shadowing condition, in this
subsection, the tail of targets is shielded from 0.26 s to 0.32 s, and the wing of targets is
shielded from 0.42 s to 0.48 s. The method is shown in Figure 15, where 0 and 1, respectively,
represent shadowing and not shadowing.
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The imaging results are provided in Figure 16. In addition, –3 dB white Gaussian
noise was added into the echoes. It is worth noting that the proposed method can clearly
reconstruct the outline of the targets, as shown in Figure 16. Meanwhile, the imaging
performance of the proposed method is superior to that of the other methods. In addition,
the entropy and contrast of each method are presented in Table 5; it is clear that the entropy
of the imaging result from the proposed method is the smallest, and the contrast of the
imaging results from the proposed method is maximal, proving that the proposed approach
is a good candidate in the context of missing data.
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Figure 16. Imaging results of different methods under shadowing condition. (a) RD method.
(b) WVD method. (c) STFT method. (d) SST method. (e) Proposed method.

Table 5. The entropy and contrast of different methods.

Method Entropy Contrast

RD method 10.6857 0.7644

WVD method 9.1565 1.5103

STFT method 10.5491 0.8204

SST
method 5.8319 14.5779

HOSST method 4.1358 16.378
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4.5. ISAR Imaging with Measured Data

In this subsection, the real data of a Boeing B727 airplane provided by the U.S. Naval
Research Laboratory [36,37] are utilized to verify the validity of the proposed method.
The range samples, azimuth samples, carrier, and bandwidth, respectively, are 64, 256,
and 9 GHz, and 150 MHz. Now, suppose the range migration has been ideally corrected.
The imaging result from the RD method is shown in Figure 17a, in which the image is
seriously defocused in the azimuth dimension. The imaging result from WVD is shown in
Figure 17b. It is clear that the ISAR image is smeared severely due to the impact of cross-
terms and false values, providing less information for the structure of the non-cooperative
space target. The ISAR imaging results based on SPWVD are presented in Figure 17c.
Here, some weak scatterers disappear, especially the wing and the tail of the airplane.
Therefore, it is difficult to reconstruct the structure of the non-cooperative space accurately.
The ISAR imaging results based on the STFT method have low resolution, as shown in
Figure 17d. Furthermore, in addition to the loss of some structural information, e.g., the
wing information, the SST method can basically reconstruct the attitude of the targets, as
presented in Figure 17e. Finally, the ISAR imaging results of the proposed method are
shown in Figure 17f, where the structure of the target is clear compared with those in the
RD, WVD, SPWVD, STFT, and SST results. To further quantitatively analyze the imaging
quality, the image entropy, contrast, and imaging time are listed in Table 6, respectively,
where it is clear that the entropy of the ISAR images with the proposed method is relatively
smaller and its contrast is relatively larger, indicating that the proposed approach may
be more suitable for non-cooperative space target imaging. In addition, taking the trade-
off between imaging performance and computational complexity into consideration, the
proposed approach can be characterized as a more attractive candidate for non-cooperative
space ISAR imaging in real applications.
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Figure 17. The image results of B727. (a) ISAR image based on RD. (b) ISAR image based on WVD.
(c) ISAR image based on SPWVD. (d) ISAR image based on STFT. (e) ISAR image based on SST.
(f) ISAR image based on HOSST.
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Table 6. Image entropy and contrast of different methods.

Method Entropy Contrast Time(s)

RD method 6.6428 2.3968 0.668

WVD
method 5.2811 4.4691 0.764

SPWVD method 4.9003 6.8133 6.822

STFT
method 5.8855 3.6353 0.716

SST
method 3.8223 10.5464 4.541

Proposed method 3.4621 11.7636 4.045

5. Discussion

ISAR technology is a vital method for remote sensing thanks to its all-day, all-weather,
and remote sensing abilities, and so on, which mean that it can obtain the two-dimensional
or three-dimensional structures of targets, resulting in improved recognition and classifica-
tion performance.

For cooperative targets with moderate motion, their Doppler frequencies are simple,
so they can be estimated with conventional approaches, followed by high-resolution ISAR
images. However, for non-cooperative targets with complex motion, their motion is
accompanied by the characteristic of time-varying, e.g., an airplane with three-dimensional
rotational motion. Therefore, the Doppler frequencies cannot be described and fitted
with traditional linear characteristics, especially under low-SNR conditions, resulting
in defocusing.

To obtain high-resolution ISAR images for non-cooperative targets under low-SNR
conditions, the recovery of the corresponding time-varying Doppler frequencies is of great
significance. Inspired by this characteristic, in this work, time–frequency analysis methods
are adopted to retrieve the time-varying Doppler frequencies, and to generate high-quality
ISAR images. However, for classical time–frequency analysis methods, e.g., short-time
Fourier transform (STFT), WVD, and so on, the Doppler frequencies are modeled as low-
order signals, resulting in some imperfections in the ISAR images, such as cross-term
interference or low-resolution characteristics.

In this work, to retrieve the structure of non-cooperative targets with time-varying
characteristics, an efficient ISAR imaging approach combining HoSST with MMSR is
proposed. First, the geometry and signal models of non-cooperative space targets with
complex motion are established. Second, the echoes in each range bin are modeled as multi-
component phase signals after correcting the translational migration and migration through
range cells (MTRCs). Additionally, the time–frequency analysis (TFA) method based on
HoSST is utilized to obtain the time–frequency signal along the azimuth dimension, where
the coarse ISAR image is obtained, followed by an enhancement of the image using the
MMSR method. Finally, both simulated and measured data experiments are used to
validate the effectiveness and robustness of the proposed method.

Up to now, the two-dimensional ISAR images of targets can be obtained. However,
the structure information of two-dimensional ISAR images is deficient compared with that
of three-dimensional ISAR images. In addition, the generation of two-dimensional images
is heavily dependent on the radar line of sight, which is inconvenient in real applications.
Therefore, as a promising research direction, three-dimensional ISAR imaging approach
designs for non-cooperative targets under low-SNR conditions will receive increasing
attention. As a continuation of this work, in the future, three-dimensional ISAR imaging
for non-cooperative space targets is urgent.
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6. Conclusions

In this paper, an effective ISAR imaging method for non-cooperative space targets
based on high-order synchrosqueezing transform (HoSST) and MMSR is proposed. First,
the geometry and signal model of non-cooperative space targets are established. Second,
the echoes in each range bin are modeled as multi-component polynomial phase signals
(MCPPSs) after conducting a translational compensation operation. Additionally, the
time–frequency analysis (TFA) method based on HoSST is utilized to obtain the time–
frequency signal along the azimuth direction, where the coarse ISAR image is obtained
based on the quality indicator, followed by an enhancement of the image using MMSR.
Finally, both simulated and real measured data are utilized to verify the effectiveness of the
proposed approach.
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