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Abstract: A network intrusion detection tool can identify and detect potential malicious activities
or attacks by monitoring network traffic and system logs. The data within intrusion detection
networks possesses characteristics that include a high degree of feature dimension and an unbalanced
distribution across categories. Currently, the actual detection accuracy of some detection models is
relatively low. To solve these problems, we propose a network intrusion detection model based on
multi-head attention and BiLSTM (Bidirectional Long Short-Term Memory), which can introduce
different attention weights for each vector in the feature vector that strengthen the relationship
between some vectors and the detection attack type. The model also utilizes the advantage that
BiLSTM can capture long-distance dependency relationships to obtain a higher detection accuracy.
This model combined the advantages of the two models, adding a dropout layer between the
two models to improve the detection accuracy while preventing training overfitting. Through
experimental analysis, the network intrusion detection model that utilizes multi-head attention and
BilSTM achieved an accuracy of 98.29%, 95.19%, and 99.08% on the KDDCUP99, NSLKDD, and
CICIDS2017 datasets, respectively.

Keywords: intrusion detection; deep learning; multi-head attention; BiLSTM

1. Introduction

In recent years, network intrusion has gradually expanded, resulting in the theft of
personal privacy and becoming the main attack platform [1]. Intrusion detection, as one of
the most important network security protection tools after firewalls, plays a more important
role in network security defense systems [2]. It can be defined as “network security devices
that monitor network traffic to find unexpected patterns” [3]. Intrusion detection is the
process of monitoring network traffic or system activity for unauthorized access, policy
violations, and other malicious activities. The intrusion detection aims to identify potential
security breaches and alert security personnel so they can take appropriate action to prevent
further damage. There are various IDS (intrusion detection systems) to be used, including
host-based IDS and network-based IDS. Host-based IDS monitor activity on a single device
or server, while network-based IDS monitor all traffic on a network segment. Intrusion
detection is a significant component of a comprehensive cybersecurity strategy. It can
detect intrusions effectively by monitoring the status and activities of the protection system.
Therefore, it has the ability to discover unauthorized or abnormal network behaviors.

As mentioned above, intrusion detection has three types, which are host-based detec-
tion, network-based detection, and collaborative detection [4]. HIDS (Host-based intrusion
detection) is located in the software component of the monitored system, which mainly
monitors activities within the host, such as system or shell program logs. Based on the de-
tection techniques, there are two types of intrusion detection, including misuse detection [5]
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and anomaly detection [6]. Misuse detection, also known as signature-based detection, is
an application of signature matching to identify intrusions. It can effectively detect known
attacks and has a low rate of false alarms.

However, some machine learning techniques have some shortcomings, such as training
time being too long in large training sets, too sensitive to irrelevant attributes, and so on [7],
researchers try hard to adopt deep learning technology to solve these problems. Currently,
artificial intelligence technology is constantly developing, and multitudinous methods of
machine learning or deep learning have been applied to intrusion detection systems [8].
The methods that use machine learning have better performance than classical intrusion
detection methods. These methods have the ability to learn from a quantity of intrusion
data to build an intrusion detection model for distinguishing whether there is an intrusion
or not. But it still has some problems, such as the need for plentiful training samples, taking
a long time, and relying on feature selection.

Deep learning is usually a modification of artificial neural networks for feature ex-
traction, perception, and learning. Its applications are now used in scores of fields, such
as speech recognition, unmanned vehicles, image recognition and classification, natural
language processing, bioinformatics, etc. There are various neural network models using
deep learning technology. In this paper, we propose an intrusion detection model based on
multi-head attention with BiLSTM. The model completes the selection and extraction of
features based on the multi-head attention mechanism, and captures the dependencies of
vectors over longer distances through the BiLSTM model, thus improving the accuracy and
efficiency of identifying network intrusions.

2. Related Research

The first part of the related literature that uses BiLSTM for intrusion detection:
S.Siviamohan et al. [9] proposed a local university intrusion detection method based on
RNN-BiLSTM (Bidirectional Long Short-Term Memory Recurrent Neural Network), which
uses a two-step mechanism to solve the network problem. The experimental results show
that BiLSTM is better than all other RNN (Recurrent Neural Network) architectures in terms
of classification accuracy, and the prediction accuracy on the CICIDS2017 dataset reaches
98.48%, but it does not specify whether it is dual classification or multi-classification.

Nelly Elsayed et al. [10] produced an intrusion detection model by using BiLSTM and
CNN (Convolutional Neural Network). The BiLSTM recursive behavior is used to save
the information used for intrusion detection, while the CNN perfectly extracts the data
features. It can be implemented and applied to lots of smart home network gateways.

Huang Chi et al. [11] created a network intrusion detection method, which uses CNN
and BiLSTM. The former extracts local parallel features, solving the problem of incomplete
local feature extraction. The latter is used to extract long-distance related features, taking
into account the influence of attributes before and after each data point in the sequence
data, which can improve accuracy.

Liangkang Zhang et al. [12] produced a new model based on mean control, CNN and
BiLSTM. During data preprocessing, the data standardization of mean control is used to
standardize the original data, and then the CNN-BiLSTM algorithm is combined to predict.

The following are the related literature of the works that use an attention mechanism
for intrusion detection: Jingyi Wang et al. [13] proposed an intrusion detection model that
uses an attention mechanism. A SSAE (Stacked Sparse Autoencoder) was constructed
to extract the high-level feature representation of related information. Furthermore, the
double-layer BiGRU (Bidirectional Gated Recurrent Unit) network with an attention mech-
anism was used to classify data.

Haixia Hou et al. [14] proposed a method that uses HLSTM (Hierarchical LSTM) and
an attention mechanism. First of all, in order to extract sequence features across multiple
hierarchical structures on network record sequences, researchers used HLSTM. Then, the
attention layer’s function is to capture the correlation between features, redistribute the
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weight of features, and adaptively map the importance of each feature to different network
attack categories.

Yalong Song et al. [15] proposed a mechanism using BiGRU and a multi-head attention
mechanism. It can manage the data and capture the correlation between data and features.

The above articles all use artificial intelligence to predict intrusion detection but do
not make a detailed classification prediction of the type of intrusion. Some articles [13]
use binary classification, some articles [11,12,14] divide the main categories of network
intrusion, and some articles [9,10,15] do not explain the classification clearly. The above-
mentioned articles do not make a detailed prediction of intrusion detection. In order to
resolve this situation and improve our classification and precision, we propose an intrusion
detection model based on BiLSTM and a multi-head attention mechanism.

3. Model Methodology

In order to be suitable for the current NIDS (Network Intrusion Detection Systems)
methods and their characteristics, we propose a new detection method to complete intrusion
detection, which uses multi-head Attention and BiLSTM. The whole model consists of
two phases, including the training phase and the prediction phase. In the first phase, the
model’s goal is mainly to learn the original vector features of the network intrusion data,
training the network to adjust the weight parameters. Then, it can realize the training of
the proposed model through true value comparison and loss function calculation. In the
prediction phase, the predicted data was put into our model to obtain the final prediction
results, this model can also calculate the relevant performance metrics. The overall training
and evaluation structure is shown in Figure 1. A more detailed network model structure is
shown in Figure 2.
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Figure 1. Overall structure of the model based on multi-head attention and BiLSTM.
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Figure 2. Intrusion detection model network structure.

3.1. Embedding

In Figure 2, we detail the model structure. First of all, we take the processed data and
use the embedding layer to transform each feature of intrusion detection into the form of
a vector.

The embedding layer is aimed to raise the dimension, and the input data is used to
represent each feature value in the original vector (i ranges from 1 to 41 for KDDCUP99
and NSLKDD datasets, i ranges from 1 to 15 for CICIDS2017 datasets). Furthermore,
ai = Embedding(xi), where ai is the one-dimensional vector corresponding to each feature
with a length of 32. At this time, the original vector is transformed into a two-dimensional
vector (taking the NSLKDD dataset as an example, the data is transformed from one-
dimensional data with a length of 41 to two-dimensional data with a length of [41, 32],
where 41 is the number of features, 32 represents the embedding dimension). We hope that
the features can be enlarged so that the model is capable of learning more characteristics
of network intrusion activities with embedding. After the embedding layer is a dropout
layer, which is used to improve the generalization ability of our proposed model. Without
the dropout layer, the model we designed is prone to overfitting which leads to the low
prediction accuracy of the test set. Therefore, the addition of the dropout layer can prevent
overfitting to a certain extent, and that is, ai = Dropout(ai).

3.2. Multi-Head Attention

Then, the processed data is passed to the multi-head attention [16] mechanism model.
The reason why we use the mechanism is that it can pay attention to the important features
in the vector, which is designed by imitating human vision [17]. It can give higher weights
to important features and lower weights to other features. The data entering the multi-head
attention mechanism model part is represented as S = (a1, a2, · · · , ai), S will be multiplied
with the weight data of the attention mechanism to obtain Q, K and V, that is, qi = SWqj,
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ki = SWkj, and vi = SWvj, the range of j is from 1 to 3. The weight matrices Wq, Wk, and Wv
can be continuously trained through learning, so the model’s fitting ability can be further
improved. The similarity matrix of different features is obtained by multiplying Q and
KT , and the similarity relationship between different features is obtained. After that, the
similarity is normalized by the Softmax function, which reduces the amount of calculation
to a certain extent. Finally, the obtained result is multiplied by V to obtain the data with
the same dimension as the input according to the Equations (1) and (2). In Equation (2), dK
represents the dimension of the K matrix. Finally, we can obtain the final result according
to Equation (3). Its structure is shown in Figure 3 schematically.

headj(Q, K, V) = So f tmax
(

QKT
√

dk

)
V (1)

So f tmax(zi) =
exp(zi)

∑j exp(zj)
(2)

T = Concat(head1, head2, head3) (3)

head1

head2

Figure 3. Schematic diagram of the multi-headed attention mechanism.

3.3. BiLSTM

After that, the data weighted by the attention mechanism is fed into the BiLSTM model.
LSTM is a kind of RNN, that can learn and remember long-term dependencies, capture
the relationship between different features in the feature vector, and will not encounter the
problem of gradient disappearance or gradient explosion [18]. Graves et al. [19] reported
an important improvement in classification accuracy when using LSTM in a bidirectional
architecture. The feature vector of intrusion detection is not a time series data, but it can
analyze the relationship between distant features, associate different features, and then
make predictions. In this case, the output is a one-dimensional vector of length 128.

In the previous section, we were given the data T generated by the multi-head attention
mechanism. Data T is a two-dimensional vector composed of multiple one-dimensional
vectors, which we denote as T = (m1, m2, . . . , mi).



Electronics 2023, 12, 4170 6 of 17

We believe that for the detection of a certain relationship in the data, LSTM has the
ability to capture this longer distance dependence while being able to avoid gradient
disappearance, gradient explosion, and other problems. However, only using LSTM cannot
encode back-to-back information. Therefore, we use BiLSTM to improve the ability to
capture bidirectional features.

BiLSTM is composed of several small structures, with one basic unit consisting of four
layers, which are the input layer, forward propagation layer, backward propagation layer,
and output layer. The forward propagation layer is in charge of extracting the forward
features of the vector from front to back, while the backward transmission layer is in charge
of extracting the reverse features of the input sequence from back to front. The output
layer integrates the data output from the forward propagation layer and the backward
propagation layer. We want to extract the forward-backward correlation of the vectors, so
the output formula of BiLSTM is shown in Equation (4).

hi = [
−→
hi ⊕

←−
hi ] (4)

where ⊕ denotes the summation calculation of the corresponding elements.
−→
hi denotes

the forward output,
←−
hi denotes the backward output. Finally, hi denotes the result of the

summation of the corresponding elements.
Among them, the BiLSTM network structure has lots of single LSTM structures, and

the individual LSTM structure is shown in Figure 4.

Figure 4. LSTM network structure.

LSTM adds three gating structures in the hidden layer, namely the forget gate, input
gate, and output gate, and it also adds a new hidden cell state. In Figure 4, f (t), i(t), and
o(t) represent the forget gate, input gate, and output gate at time t, and a(t) represents
the initial feature extraction of h(t − 1) and c(t) at time t. All formulas are shown in
Equations (5)–(8).

f (t) = σ(W f ht−1 + U f mt + b f ) (5)

i(t) = σ(Wiht−1 + Uimt + bi) (6)

a(t) = tanh(Waht−1 + Uamt + ba) (7)

o(t) = σ(WOht−1 + UOmt + bO) (8)

where xt represents the input at time t. ht−1 represents the hidden layer status value at time
t− 1. W f , Wi, Wo represent the weight parameter of ht−1 in the feature extraction process
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of the forget gate, input gate, and output gate. U f , Ui, Uo represent the weight parameter
of xt in the feature extraction process of forget gate, input gate, and output gate. b f , bi,
and bo represent the forget gate, input gate, output gate, and offset value in the process of
feature extraction, respectively. The related functions are shown in Equation (9) [20] and
Equation (10) [21]:

tanh(x) =
1− e−2x

1 + e−2x (9)

σ(x) =
1

1 + e−x (10)

The results of the forget gate and output gate calculations act on c(t − 1), which
constitutes the cell state c(t) at moment t, denoted as Equation (11). The final hidden state
h(t) at moment t is derived from the output gate o(t) as well as the cell state c(t), denoted
as Equation (12). where � represents Hadamard product.

c(t) = c(t− 1)� f (t) + i(t)� a(t) (11)

h(t) = o(t)� tanh(c(t)) (12)

3.4. Dense Layer

Dense layers are a type of layer that helps the neural network to better understand the
data and improve the accuracy of the model’s predictions. We add two dense layers after
BiLSTM, but each uses different activation functions. The first dense layer includes the
ReLU activation function [22] (shown in Equation (13)). It aims to learn the features in the
data and distinguish different features that improve the accuracy of the model prediction.
The ReLU function is very simple and fast to calculate, which is very suitable for large-scale
deep neural networks. Meanwhile, the ReLU function can effectively prevent the case of
gradient disappearance, and the gradient is constant to 1 when the input is bigger than 0.

ReLU(x) = max(0, x) (13)

The second dense layer uses the Softmax activation function (shown in Equation (2)),
which is often used in multi-class classification problems, so it is very suitable for our
network detection model. Then, the output of the dense layer also corresponds to the
number of attack types. In the end, our model predicts all the mentioned attack types in
the dataset, so it is of great importance to use the Softmax activation function.

Combining multi-head attention with BiLSTM has several advantages, including:

• Improved sequence modeling: BiLSTM is a type of RNN that can effectively model
sequential data in both forward and backward directions. However, when combined
with multi-head attention, they can further enhance the model’s ability to capture
long-range dependencies and improve the quality of sequence modeling.

• Increased interpretability: Multi-head attention mechanism allows the model to attend
to distinct parts of the input sequence selectively, providing more transparency and
interpretability to the model’s decision-making process. This is particularly useful in
detection tasks such as network intrusion detection.

• Robustness to noise and variations: By attending to multiple parts of the input se-
quence, the model becomes more robust to variations and noise in the data.

• Scalability: The combination of multi-head attention with BiLSTM allows the model
to scale well to larger datasets and more complex tasks without compromising per-
formance or accuracy. This makes it an effective approach for handling large-scale
network intrusion detection tasks.
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4. Implementation Details

In our experiments, the hardware environment is as follows: the CPU model is Intel
Core i7-10750H, the GPU model is NVIDIA GeForce RTX2060 with Max-Q Design, the
memory on the GPU card is 6 GB and the RAM on the computer is 32 GB.

The language and platform (software) environment are as follows: the operating
system used in the experiment is Windows 11, and the programming environment is
Python 3.9. The Keras deep learning framework and Scikit-learn framework are used to
help us build the model and process the data.

We divided the data set into three parts, each part has a different function. The training
set accounted for 64%, the validation set accounted for 16%, and the test set accounted
for 20%. A total of 60 rounds of model training were performed, the batch size was 512,
the random number seed was 0, and the number of heads of the multi-head attention
mechanism was 3. The Adam algorithm [23] is used as the optimizer of the model, and
the value of the learning rate is 0.0003. Adam is able to adaptively adjust the learning rate
based on the gradient information and adjust the momentum to avoid falling into a local
minimum too early. We add two dense layers after BiLSTM and in the output part, but
they have distinct activation functions, one is the ReLU activation function, and the other is
the Softmax activation function. Meanwhile, a dropout layer is added after the embedding
layer and between the two dense layers with parameters of 0.8 and 0.3, respectively. The
whole training time of the model is 55 min on the KDDCUP99 dataset, 4 min 45 s on the
NSLKDD dataset, and 33 min on the CICIDS2017 dataset.

The core code of the model we designed is shown in Figure 5. The code is written in
Python and built under the Keras deep learning framework.

Figure 5. The core code of the model.

5. Experiment and Results

In the model experiment, in order to ensure the accuracy of the experiment, we use
three data sets, namely the KDDCUP99 data set, the NSLKDD data set, and the CICIDS2017
data set, which can carry out a more comprehensive evaluation of our model.

5.1. Introduction to the Data Set

The KDDCUP99 dataset [24] is a widely used benchmark dataset in the field of network
intrusion detection. It was created for not only the KDD Cup 1999 Data Mining but also the
Knowledge Discovery competition. It aims to develop efficient algorithms for detecting
network intrusions from TCP/IP network traffic data. This dataset consists of a large
collection of network traffic data captured from a simulated environment. It also contains a
variety of features extracted from network packets, such as protocol types, service types,
and so on.

The NSLKDD dataset [25] is an improved version of the KDD Cup 1999 dataset. This
dataset is widely used for network intrusion detection research. NSLKDD stands for
“NSL-KDD Intrusion Detection Dataset”. It was developed to address some limitations and
drawbacks of the original KDD Cup dataset. The types of attacks are shown in Table 1.
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Table 1. KDDCUP99 and NSLKDD dataset attack types.

Category Attack Interpretation

Normal Normal Normal network activity

DOS back, land, neptune, pod,
smurf, teardrop

Denial-of-Service (DoS) attack is a type of cyber attack
where a perpetrator attempts to make a website or
network resource unavailable to its intended users by
overwhelming it with traffic or other types of data.

Probing ipsweep, nmap, portsweep,
satan

Surveillance and other detection activities.

R2L ftp_write, guess_passwd,
imap, multihop, phf, spy,
warezclient, warezmaster

Remote-to-Local (R2L) attack is a type of cyber attack
where an attacker tries to gain unauthorized access to
a target system by exploiting vulnerabilities in remote
services or applications.

U2R buffer overflow, loadmod-
ule, perl, rootkit

User-to-Root (U2R) attackis a type of cyber attack
where an attacker with limited privileges on a sys-
tem attempts to gain root-level access.

The CICIDS2017 dataset [26], also known as the Canadian Institute for Cybersecurity
Intrusion Detection System (CIC-IDS2017), is a comprehensive dataset designed for eval-
uating NIDS. Its authors are researchers at the University of New Brunswick in Canada.
This dataset consists of various network traffic features extracted from different types of
network traffic, including normal traffic and several types of attacks. It also simulates a
real-world network environment to provide a realistic representation of network traffic. A
short description of its files is shown in Table 2. Descriptions of all the datasets are shown
in Table 3 (Table 3 is the data set size that has been balanced by using the algorithm SMOTE.
The relevant content is presented in Section 5.2.4).

Table 2. Description of files containing CICIDS2017 dataset.

Name of Files Day Activity Attacks Found Advantage Goal

Monday
WorkingHours.pcap_ISCX.csv

Monday Benign (Normal human activities)

This is a dataset that
can further meet

real-world standards,
covering attack

standards from 11
countries, making it

more reliable and
available [26].

Using this dataset can
help improve our model’s
generalization ability and

improve its accuracy in
modern intrusion

detection predictions,
rather than just being
applicable to the past.

Tuesday
WorkingHours.pcap_ISCX.csv

Tuesday Benign, FTP-Patator, SSH-Patator

Wednesday
workingHours.pcap_ISCX.csv

Wednesday
Benign, DoS GoldenEye, DoS
Hulk, DoS Slowhttptest, DoS
slowloris, Heartbleed

Thursday-WorkingHours
Morning-WebAttacks.pcap_ISCX.csv

Thursday
Benign, Web Attack-Brute Force,
Web Attack-Sql Injection, Web
Attack-XSS

Thursday-WorkingHours-Afternoon-
Infilteration.pcap_ISCX.csv Thursday Benign, Infiltration

Friday-WorkingHours
Morning.pcap_ISCX.csv

Friday Benign, Bot

Friday-WorkingHours-Afternoon
PortScan.pcap_ISCX.csv

Friday Benign, PortScan

Friday-WorkingHours-Afternoon
DDos.pcap_ISCX.csv Friday Benign, DDoS
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Table 3. Description of all datasets.

Dataset Training Set Validation Set Test Set Total Input Vector
Features

Number of
Labels

KDDCUP99 3,108,950 777,237 971,547 4,857,734 41 40

NSLKDD 95,050 23,762 29,704 148,516 41 40

CICIDS2017 498,741 124,685 155,857 779283 78 15

5.2. Data Processing

We used numerical division, data normalization, one-hot encoding, and data balance
to process the data set. For KDDCUP99 and NSLKDD data sets, the dimension after data
processing is 41 × 1, and the data set has 40 classification tags, one of which is the normal
category, and the other 39 represent various attack types. After one-hot encoding, they are
converted into 40-dimensional vectors, so the dimension of the output layer is 40. For the
CICIDS2017 dataset, the dimension after data processing is 78 × 1, and the dataset has
15 classification labels in total, one of which is the normal category, and the other 14 labels
represent various attack types. After one-hot encoding, it is converted to a 15-dimensional
vector, so the output dimension is 15.

5.2.1. Data Conversion

For the KDDCUP99 dataset, we convert the text type data into numeric types to
facilitate our training and testing of the model, such as character type data protocal_type,
service, and state, where protocal_type has 3 protocol types, service has 70 network service
types, while flag haves 11 network connection types. For instance, the three protocol types
characterized by protocol type are TCP, UDP, and ICMP, which we convert to 0, 1, and 2.

5.2.2. Data Normalization

The variation in individual features of the numerically processed data is large, and
normalizing this data can avoid causing gradient dispersion when using the backpropaga-
tion algorithm. The problem with not normalizing the data is that the magnitude of the
gradient decreases with backpropagation, which slows down the growth of the update
weights of the intrusion detection model, resulting in a complex dataset of features that
are not well extracted by deep learning. We use the normalization method of z-score to
convert all the data of KDDCUP99 to [−1, 1], as shown in Equation (14).

m′ i =
mi −m

x
(14)

We use mi and m′ i to represent the value of the data sample before and after normal-
ization. Meanwhile, m is used to represent the average data value of the feature before
normalization.

5.2.3. One-Hot Encoding

In the feature vectors of the three datasets, we did not use one-hot encoding for
processing, because the original data has too many features; thus, using it may lead to
the curse of dimensionality and reduce the accuracy. We perform one-hot encoding for
the label values (predicted attack types) of the datasets. For the KDDCUP99 dataset and
NSLKDD dataset, we convert 40 different categories into one-dimensional vectors with
a length of 40 by one-hot encoding. For the CICIDS2017 dataset, we convert 15 different
categories into one-dimensional vectors with a length of 15 by one-hot encoding. This
encoding is more conducive to model training.
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5.2.4. Dataset Balanced

For the KDDCUP99 and CICIDS2017 datasets, there is an imbalance between normal
samples and attack samples. To make the dataset more balanced, we use the SMOTE
(Synthetic Minority Over-sampling Technique) [27] algorithm to over-sample a small
number of samples. To ensure the balance of the dataset and the generalization of our
model, we randomly under-sample the samples with a large number of samples.

SMOTE works by creating synthetic examples of the minority class that are strategically
placed between existing instances of the minority class. The algorithm randomly selects a
minority instance and looks for its k nearest neighbors. It then selects one of these neighbors
and calculates the difference between the feature values of the two instances. It multiplies
this difference by a random value between 0 and 1 and adds it to the feature values of the
selected minority instance. This generates a synthetic instance that is similar to the original
minority instance but slightly different.

By repeating this process for multiple instances of the minority samples, SMOTE
increases the number of these samples in the dataset. This operation helps to balance the
class distribution and provides more training examples for the minority class, and it also
improves the performance of machine learning algorithms. The size of the dataset after
processing is shown in Table 3.

5.3. Evaluation Criteria

We use Accuracy, Precision, Recall, and F1-Score as the metrics for model evaluation,
and the formulas for all metrics are shown in Table 4. Where TN indicates the number
of correctly predicted negative samples, TP indicates the number of correctly predicted
positive samples, FN indicates the number of incorrectly predicted negative samples, and
FP indicates the number of incorrectly predicted positive samples.

Table 4. Model evaluation metrics.

Metric Mathematical Formulae

Accuracy Accuracy = TP+TN
TP+TN+FP+FN

Precision Precison = TP
TP+FP

Recall Recall = TP
TP+FN

F1-Score F1− Score = 2× Precision×Recall
Precision×Recall

5.4. Model Review

We have tested and evaluated our model using metrics in Table 4. The result is shown
in Table 5. Through the test data, we obtain the information that the accuracy of our model
on the KDDCUP99 dataset is 98.29%, the Precision against normal samples (unattacked
samples) is 0.97, Recall is 1, and F1 is 0.98. The accuracy of our model on the NSLKDD
dataset is 95.19%, the Precision against normal samples (unattacked samples) is 0.95, Recall
is 0.98, and F1 is 0.97. For the CICIDS2017 dataset, the accuracy is 99.08%, the Precision
against normal samples (unattacked samples) is 1, Recall is 0.99, and F1 is 0.99. It was
found that changing the ratio of the training set and test set size did not have an impact on
the detection results of the samples. The data results are shown in Figure 6.

Table 5. Performance of different network structures on the dataset.

Dataset Structure Accuracy(%) Precision Recall F1-Score

KDDCUP99

Transformer 85.71 0.88 0.82 0.85
BiLSTM 98.25 0.97 1 0.98
Attention 71.65 0.63 0.99 0.77
Multi-Head Attention 71.54 0.63 0.98 0.77
Attention + BiLSTM 97.96 0.97 1 0.98
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Table 5. Cont.

Dataset Structure Accuracy(%) Precision Recall F1-Score

Multi-Head Attention + BiLSTM 98.29 0.97 1 0.98

NSLKDD

Transformer 73.26 0.75 0.81 0.78
BiLSTM 95.13 0.96 0.97 0.97
Attention 65.01 0.76 0.62 0.68
Multi-Head Attention 65.01 0.76 0.62 0.68
Attention + BiLSTM 94.7 0.95 0.98 0.96
Multi-Head Attention + BiLSTM 95.19 0.95 0.98 0.97

CICID17

Transformer 97.94 0.98 0.97 0.97
BiLSTM 98.51 0.99 0.98 0.99
Attention 97.75 0.98 0.97 0.98
Multi-Head Attention 97.88 0.99 0.97 0.98
Attention + BiLSTM 97.24 0.97 0.97 0.97
Multi-Head Attention + BiLSTM 99.08 1 0.99 0.99

0.98

0.95

0.99

0.97

0.95

11

0.98
0.99

0.98
0.97

0.99

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

KDDCUP99 NSLKDD CICIDS2017

Accuracy Precision Recall F1-Score

Figure 6. Performance evaluation of three datasets.

5.5. Model Accuracy and Loss Variation

Next, Figures 7–9 show the loss and accuracy during the training of the KDDCUP99
dataset, NSLKDD dataset, and CICIDS2017 dataset, respectively. The experiment carried
out 60 rounds of training. For the KDDCUP99 dataset, the curve became smoother after
10 rounds of training, and finally, the value of loss dropped to 0.0049. For the NSLKDD
dataset, the curve became smoother after 30 rounds of training, and the value of loss
dropped to 0.1481. For the CICIDS2017 dataset, the curve became smoother after 20 rounds
of training, and the value of loss dropped to 0.0209. It can be seen from the training process
that the model proposed by us has better learning ability and fitting speed. The normalized
confusion matrix of the CICIDS2017 dataset is shown in Figure 10.

Figure 7. Accuracy and loss variation of model training on the KDDCUP99 dataset.
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Figure 8. Accuracy and loss variation of model training on the NSLKDD dataset.

Figure 9. Accuracy and loss variation of model training on the CICIDS2017 dataset.

Figure 10. The normalized confusion matrix of CICIDS2017 dataset.

5.6. Ablation Experiments

We believe that the reasons for the high accuracy as well as the better performance of
the proposed model are:

• We use BiLSTM to build our model. On the one hand, it can capture the bidirec-
tional features better, on the other hand, it has the ability to avoid situations such as
gradient disappearance and gradient explosion, which are very suitable for network
intrusion detection.
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• The addition of the multi-headed attention mechanism allows different attention
weights for each vector in the feature vector to strengthen the relationship between
certain vectors and the type of detected attacks, which improves the accuracy of
detection. It also avoids the problem of over-focusing attention on its position.

We have verified the performance and accuracy of the Transformer, BiLSTM, Attention,
Multi-Head Attention, Attention + BiLSTM, and Multi-Head attention + BiLSTM structures
on three data sets. For Multi-Head Attention, we obtain the best head parameter of 3
according to pre-training. In Table 5, we show the performance indicators of different
structures on three datasets by using four metrics shown in Table 4 for normal samples
(samples that are not under attack). It can be seen from the results that the Multi-Head
Attention + BiLSTM structure has higher accuracy and higher F1-Score.

From the data in Table 5, we can obtain the information that the classification effect of
the single attention mechanism model or the multi-head attention mechanism model is not
good. Furthermore, the performance on the KDDCUP99 dataset and NSLKDD dataset is
even worse. The Transformer model alone is not fully competent for the task of intrusion
detection, and the accuracy is relatively low. However, when the multi-head attention
mechanism is combined with the BiLSTM model, the accuracy of intrusion detection
recognition can be increased, and its detection accuracy is also better than that of the
BiLSTM model alone, indicating that the combination of the two can show the advantages
of both, it also can adapt well to the task of intrusion detection.

5.7. Comparison with Other Models

The experiments of the model were trained and predicted on the KDDCUP99, NSLKDD,
and CICIDS2017 datasets, and we compared our model with other models, comparing
metrics including accuracy as well as F1-score. the final results are shown in Table 6. The
accuracy is shown in Figure 11.

In Table 6 and Figure 11, the information we have obtained indicates that our proposed
model has better predictive performance, which means that more refined intrusion detection
can be performed. At the same time, we also achieve the most refined classification and
inform the relevant people with more specific information.

Table 6. Comparison with other models on the dataset.

Dataset Algorithm Accuracy (%) F1-Score (%)

KDDCUP99

CLAIRE [28] 93.58 95.9
MCLDM [29] 93.94 96.06

Improved LSTM [30] 97.79 96.95
Our Method 98.29 98

NSLKDD

BAT [31] 84.25 -
ICVAE-DNN [32] 85.97 86.27

Deep AE [33] 87 81.21
Our Method 95.19 97

CICIDS2017

KELM [34] 97.15 -
CLAIRE [28] 98 -

CNN [35] 98 98
Our Method 99.08 99
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Figure 11. Comparison of different models on three datasets.

6. Conclusions

In this paper, we propose an intrusion detection model based on a multi-head attention
mechanism and BiLSTM. The embedding layers can convert sparse high-dimensional
feature vectors into low-dimensional feature vectors. This operation can fuse a large
amount of valuable information. Then, we try to use the attention mechanism to introduce
different attention weights for each vector in the feature vector, not only strengthening the
relationship between certain vectors and the type of detected attacks but also improving
the accuracy of detection. We also improve the use of a multi-head attention mechanism
to avoid focusing too much attention on certain elements in the vector. Finally, we apply
the BiLSTM network to detect some kind of relationship that exists in the data, while
LSTM aims to capture long-distance dependencies and also can avoid lots of situations
like gradient disappearance and gradient explosion. The experimental comparison shows
that our proposed model has better accuracy and F1-score on the KDDCUP99, NSLKDD,
and CICIDS2017 datasets than other models, and it is more accurate for multiple types of
intrusion detection than other binary intrusion detection models.

Of course, our model still has some shortcomings. For example, our model is a multi-
classification model, hoping to make more detailed and accurate predictions for different
network intrusions. If the intrusion is a new type, our model can not give its definition
or report what kind of specific intrusion method it is, but it can still be classified as an
intrusion type rather than a normal network activity for professionals to study. In addition,
the normal samples of the KDDCUP99 dataset and the normal samples of the CICIDS2017
dataset are too large. To ensure the availability of the detection model, we use oversampling
and undersampling to ensure the balance of the data, but the sampling process has great
randomness, which may delete some important information in the majority sample. In
future improvements, we will try to solve these problems.
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