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Abstract: Few-shot object detection (FSOD) aims at designing models that can accurately detect
targets of novel classes in a scarce data regime. Existing research has improved detection perfor-
mance with meta-learning-based models. However, existing methods continue to exhibit certain
imperfections: (1) Only the interacting global features of query and support images lead to ignoring
local critical features in the imprecise localization of objects from new categories. (2) Convolutional
neural networks (CNNs) encounter difficulty in learning diverse pose features from exceedingly
limited labeled samples of unseen classes. (3) Local context information is not fully utilized in a
global attention mechanism, which means the attention modules need to be improved. As a result,
the detection performance of novel-class objects is compromised. To overcome these challenges, a
few-shot object detection network is proposed with a local feature enhancement module and an
intrinsic feature transformation module. In this paper, a local feature enhancement module (LFEM)
is designed to raise the importance of intrinsic features of the novel-class samples. In addition,
an Intrinsic Feature Transform Module (IFTM) is explored to enhance the feature representation
of novel-class samples, which enriches the feature space of novel classes. Finally, a more effective
cross-attention module, called Global Cross-Attention Network (GCAN), which fully aggregates
local and global context information between query and support images, is proposed in this paper.
The crucial features of novel-class objects are extracted effectively by our model before the feature
fusion between query images and support images. Our proposed method increases, on average, the
detection performance by 0.93 (nAP) in comparison with previous models on the PASCAL VOC
FSOD benchmark dataset. Extensive experiments demonstrate the effectiveness of our modules
under various experimental settings.

Keywords: few-shot object detection; object detection; local feature enhancement; cross-attention
mechanism

1. Introduction

Object detection (OD) via deep learning approaches [1–5] in computer vision has ex-
perienced tremendous progress in recent years. However, existing object detection models
rely heavily on a substantial amount of annotated data and require long training times to
achieve exceptional performance. Demonstrating good performance with a limited number
of annotated samples is challenging. Object detection via few-shot learning methods, called
few-shot object detection (FSOD), is a promising research branch to overcome data scarcity.

Few-shot learning [6–10] aims at designing models that can successfully operate in
a limited data regime. By leveraging few-shot learning, significant achievements have
been made in few-shot classification (FSC) tasks [11–14]. FSOD is a more challenging
research area that requires the simultaneous accomplishment of both novel object clas-
sification and localization. Recently, most FSOD research has focused on meta-learning
approaches [15–17], which leverage support images to guide the detector in the classi-
fication and localization of novel-class objects. One of the crucial research branches in
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meta-learning-based FSOD is how to finish the aggregation of features from support images
and query images effectively.

Existing meta-learning-based FSOD methods [18–23] aggregate query features and
support features, which are generated by a feature extractor called the backbone. However,
it is worth noting that the features extracted by the backbone network are coarse and may
not highlight the key feature information of the samples. In other words, these methods do
not effectively utilize precise features to accomplish feature aggregation, which leads to
unsatisfactory detection performance. Training a model with a limited number of annotated
samples means that the model must quickly focus on the recognizable feature represen-
tations of novel-class objects. How to highlight the key feature representations of objects
(particularly the objects from different classes that have a high degree of similarity) becomes
one of the challenges in FSOD. In fact, several feature processing methods proposed in
object detection or image segmentation address the problem of feature enhancement from
various perspectives. SENet [24] leverages the learning of channel weights to determine
the importance of each channel and performs a weighted average of multiple feature maps
during the fusion process, taking into account the channel weights. GCNet [25] utilizes a
self-attention mechanism to integrate and capture global contextual information and local
features during the fusion of multiple feature maps. DANet [26], based on both channel
and spatial attention mechanisms, leverages the channel weights and spatial weights to
determine the importance of each channel and each spatial position. Inspired by the above
methods, a local feature enhancement module (LFEM) is designed in this work, which
utilizes different-sized convolution kernels to extract local feature information and calculate
the spatial weights to highlight the crucial regions.

A limited number of annotated samples in a novel-class dataset implies that the
dataset contains only a finite amount of feature information of objects from novel classes.
Traditional object detection methods are prone to overfitting and poor generalization in
data scarcity situations. The limited availability of annotated samples hampers the model’s
ability to learn robust representations and generalize well to unseen samples of novel
classes. Several commonly used geometric transformation methods for data augmentation
include flipping, rotation, cropping, scaling, and translation at the picture level, which
are usually used in data pre-processing. Performing data augmentation during the data
pre-processing stage can increase the diversity of inputs effectively to a certain extent. Some
data-augmentation-based few-shot learning methods train a hallucinator [6,27] to generate
proposals or images containing novel-class objects by transferring the knowledge from
base classes to novel classes. Although still finishing data augmentation at the picture level,
the knowledge learned from base classes is fresh and novel for unseen classes. This greatly
enriches the training data of novel classes by transferring knowledge through generation.
A spatial transformer network (STN) [28] allows neural networks to actively manipulate
and reason about the spatial transformations within input data. This enables a neural
network to learn spatial invariance and perform geometric transformations on its input
data, such as translation, rotation, scaling, and cropping. This method has inspired us
to propose a novel approach for performing data augmentation within neural networks.
Indeed, unlike picture-level data augmentation, we aim to perform data augmentation
to enrich novel-class data at the feature level. Therefore, an intrinsic feature transform
module (IFTM) is proposed to transform the crucial local features extracted by LFEM and
increase the diversity of features from novel classes, thereby enriching the learnable feature
information of novel classes.

Several existing methods [18,29,30] mainly leverage the global attention modules to
aggregate features from the query and support images before the procedure of classification
and bounding box regression. Channel-wise attention, used widely in global attention
mechanisms, encodes the support features into a vector that contains the global contextual
information of the support image. Although interacting the channel information with
query feature maps helps the model extract the correlation between different channels, the
interacting features, only in a global context, ignore the importance of some local pixels
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in query and support images. The interaction between query and support features in [20]
indicates that the crucial local context improves the performance of FSDO. As a result,
a challenge in feature aggregation is finding a balance between local and global context.
Depth-wise convolution is used to enhance the query feature encoder and the support
feature encoder, which helps to extract local features efficiently. In the meanwhile, we
retain the aggregation on global context using a global attention branch. The global and
local attention are combined into the glocal cross-attention network (GCAN), which is used
to generate the aggregation features for the detector.

In this paper, we combine the three aforementioned modules into the Faster-RCNN
detector and employ contrastive learning on the second training stage.

On the PASCAL VOC dataset, we significantly improved the performance in the
majority of shot conditions. To demonstrate the value of our suggested modules and the
positive impacts of meta contrastive learning in FSOD, we conducted a number of extensive
experiments.

The main contributions of this paper can be summarized as follows:

• The local feature enhancement module (LFEM), which can deeply extract the local
feature representations on query and support images, is proposed.

• The intrinsic feature transform module (IFTM) is proposed, which transforms the
feature extracted by LFEM and enriches the features information of novel classes.

• The Global Cross-Attention Network (GCAN) is proposed by integrating the global
and spatial attention mechanisms. We build a balance between the interaction of global
and local features and provide high-quality aggregation features for the detector.

• The aforementioned modules are put together in the Faster RCNN to create an excep-
tional FSOD network, which achieves excellent performance on the PASCAL VOC
dataset.

2. Related Works
2.1. Object Detection

Localizing and identifying objects of interest in an image is the problem of object
detection. Each object’s bounding box and the correct object category must be predicted by
the object detector. With the advent of deep learning, CNN-based methods, which have
been divided into two groups, two-stage and single-stage detectors, have emerged as the
dominant paradigm in the field of object identification. Two-stage detectors demonstrate
that the models generate region proposals, including RCNN [31] and its variants [1,32–35],
using a separate module called the region proposal module. The first technique that made
use of CNN to boost detection performance was RCNN [31]. The region proposal module
generates proposals, some of which are picked out by selective search, considering they
are very likely to contain objects. Features of proposals will be extracted into vectors by
CNN and finally classified by the SVM classifier. SPP Net [32] puts the convolution layers
before the region proposal module, reducing the operation of uniforming the input size
of images, which avoids the object deformation input warping. Both RCNN and SPP Net
work slowly due to the separated training process of multiple components. Fast RCNN [33]
was proposed to solve this issue by designing an end-to-end trainable network. Fast RCNN
replaces the pyramidal pooling layers with an RoI pooling layer, which associates the
feature maps with proposals. Faster RCNN [1] introduces anchor boxes by proposing a
fully CNN-based network called the region proposal network (RPN), thereby making the
detector run faster. R-FCN [34] is proposed to solve the issue of translation invariance
in CNN and share most of the computations within the model in the meantime. Mask
RCNN [35] replaces the RoI pooling layer with RoI Align on Faster RCNN and adds a
mask head parallel to the classifier and boxes regressor head for classifying each pixel in
proposals. Single-stage detectors such as YOLO [36], its variants [37,38] and SSD [39] finish
the classification and boxes regression in the meantime. YOLO [36] regards the detection
task as a regression problem, thereby using a fully connected layer to classify and locate the
objects. SSD [39] concatenates multiple hierarchical feature maps after feature extraction
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and performs regression for the object’s position coordinates and classification. While
single-stage detectors perform more quickly than two-stage detectors, two-stage detectors
offer advantages in accuracy. In this paper, we adopt Faster RCNN as the base detector.

2.2. Few-Shot Learning

Recent deep learning methods require a lot of computation and resources since they
train models with a great deal of data. Few-shot learning (FSL) refers to machine learning
methods that can learn new knowledge or concepts with only a few training data examples,
which is wisely used in few-shot classification (FSC). Transferring knowledge from the
domain of base-class domain to that of novel-class domain is the core goal of FSL. Meta-
learning [40] is employed in most few-shot learning methods and is considered as the
basic technique for FSL. Metric-based methods [8–10,41] leverage the learning of distance
function to measure the distance between two samples. Siamese neural net (SNN) [41] uses
a couple of weighted-shared CNNs and takes a pair of samples as input for image recogni-
tion. The network is trained to determine whether two samples belong to the same category.
The match network [9] computes the cosine similarity between the embeddings of support
and query images unlike the L1 distance used in SNN. The prototypical network [10]
encodes the query and support images into embedding vectors, and the prototype of each
class is defined by the average of embedding vectors from support images in this class.
The network makes predictions by calculating the squared Euclidean distance between
the query’s and each class’s embedding vector, which represents the similarity between
the query image and each class. The relation network [8] utilizes a CNN to measure
the similarity score instead of calculating the similarity metric by the distance function.
Optimization-based methods [42–44] aim to achieve good performance by optimizing the
model on limited training data. LSTM Meta-Learner [42] is modified from long short-term
memory (LSTM) and first generates the parameters on the training dataset and optimizes
them on the test dataset. Model-Agnostic Meta-Learning (MAML) [43] is proposed to
find good initialization parameters that make the model adapt new tasks with a few shot
samples quickly. Meta-Transfer Learning (MTL) [44] employs a pretrained deep neural
network (DNN) to extract features and completes the meta-training procedure on the last
layer of the classifier. Some model-based methods [45,46] design the model framework
according to the task in particular. Some fine-tuning-based methods [47,48] transfer the
knowledge from a related task that has been trained on the model, leveraging transfer
learning [49].

2.3. Few-Shot Object Detection

Leveraging a vast amount of annotated images, general object detection networks
perform excellently. The difficult task of learning to detect novel classes of things using
just one or a few examples per class is known as few-shot object detection (FSOD). Since
localization is an additional assignment, FSOD is more complicated than FSC. Existing
FSOD methods can be divided into two categories: fine-tuning-based methods and meta-
learning methods. Fine-tuning-based methods [50–53], also called transfer learning-based
methods, aim to improve the detection performance of novel classes by transferring the
knowledge learned from base classes to novel classes. TFA [50] employs a two-stage
framework, Faster RCNN, and considers that the features extracted by the backbone and
RPN are class-agnostic. Since the weights of the feature extractor are fixed in the second
step, only the parameters of the box classifier and box regressor need to be fine-tuned after
the entire framework has been trained on base-class data in the first stage. MPSR [51]
is proposed to use an independent branch to process the object and resize its feature
maps to various scales. The model finally refines the predictions with multi-scale positive
samples. FSCE [52] introduces a contrastive head parallel to the box classifier and box
regressor to measure the similarity scores between proposal embeddings. Leveraging
the contrastive head and contrastive proposal encoding loss, FSCE enlarges distances
between different clusters and increases the generalizability of the model. Meta-learning
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methods [18–21,54] use a siamese network with a query and a support branch to improve
the generalizability. FSRW [19] aims to perform the learning of reweighting coefficients
with a few samples by measuring the intrinsic importance of novel-class features on
a end-to-end YOLOv2 framework. MetaDet [54] finetunes a weight prediction meta-
model to predict the parameters of class-specific components from a few examples of
novel classes. Meta RCNN [18] applies meta-learning over RoI features and introduces
a predictor-head remodeling network (PRN) containing a shared backbone with Faster
RCNN. The PRN employs channel-wise soft-attention to generate the attentive vectors of
each class that are used to remodel RoI features. DCNet [20] and DAnA [21] improves
the detection performance by proposing attention-based aggregation modules. DAnA
highlights the relevant semantic features of support images by the dual-awareness attention
and incorporates the spatial correlations between query and support features, while DCNet
utilizes a similar co-attention module.

3. Method

In this section, the preliminaries of the FSOD task will be first described. Then, the
following shows the specifics of the modules in our proposed model for FSOD.

3.1. Preliminaries

Our meta-learning-based method leverages a two-stage training paradigm, which
learns generalizable feature knowledge from base set Dbase with an extensive corpus of
annotated samples and learns to detect novel-class objects from novel set Dnovel that only
includes a few annotated examples about novel classes. Note that the base classes Cbase and
the novel classes Cnovel are disjointed, namely, Cbase ∩ Cnovel = ∅.

The training strategy of meta-learning is employed in this paper. Each batch of
training data includes query data Q(x, y), where x is an image with novel objects, y is the
corresponding label consisting of class annotations and bounding boxes, and a support set
S contains a series of support images cropped from the box annotations for each class of
Dbase. In both training stages, the model trains the detector based on lots of query–support
data pairs. In the first stage, the base detector learns to detect the objects in the query
images xq that belong to classes Cbase. In the second stage, the model will finetune the
detector with the query–support batch from Dbase ∪ Dnovel to adapt to detect all novel-class
objects in the image pairs from Cbase ∪ Cnovel . Note that the procedures of the two training
stages are separate and identical, apart from the difference in iteration numbers. The overall
process follows the standard meta-learning of Equation (1).

Minital
Dbase−→ Mbase

Dnovel−→ Mnovel (1)

3.2. Network Overview

Our proposed few-shot object detection method is shown in Figure 1. The two-stage
detector Faster-RCNN [1] for FSOD can be divided into four main parts: the backbone,
the feature aggregation part, the region proposal network (RPN) [1], and the Region of
Interest (RoI) [1,33] head. The input images of Dbase and Dnovel are fed to the backbone to
generate feature maps and sent to the feature aggregation network designed to refine local
features and aggregate global features between query image and support images. Then,
RPN generates proposals based on the similarity between the query and support features,
and the RCNN head commences the process of classification and refining bounding box
regression.

Query–support images pairs constitute the input of our method, similarly to the meta-
learning based methods mentioned above [18–21]. A support set S = {S1, S2, . . . , SN}
consisting of a group of support images is organized before the model training procedure,
where support image Si indicates an object of a specific class, and N is the number of classes
included in the support set S. We input a query–support piar (Q, S) and use the ResNet [3]
as the backbone to generate the query features and support features, which are denoted as
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FQ ∈ RC×H×W and FS ∈ RN×C×H′×W ′ , where C denotes the number of channels, H and W
denote the height and width of FQ, and H′ and W ′ denote the height and width of FS.

Next, we present the detailed feature aggregation network.

Figure 1. The framework of the proposed architecture. The LFE module, the IFT module and the FIA
network are plugged into the standard into Faster-R-CNN. The shared backbone extracts the coarse
features of the query images and support images.

3.3. Local Feature Enhancement Module

Gaining query features FQ and support features FS from the backbone, we hope the
features contain more crucial local information before aggregation. Some classes in novel
set Dnovel have a high degree of similarity with the classes in base set Dbase; as a result, the
features extracted by the backbone also have a high degree of similarity. So, how to help
the FSOD model extract the discriminative features of these classes is a key point of our
work. Naturally, we design a module named the local feature enhancement module, as
shown in Figure 2.

Figure 2. The detailed framework of the local feature enhancement module (LFEM).

We put the features F ∈ {FQ, FS} into the LFEM,

F′ = fconv5×5( fconv5×5( fconv1×1(F))), (2)

Fmix = F + F′, (3)

F′mix = fconv3×3( fconv3×3(Fmix)) + fconv1×1( fconv1×1(Fmix)), (4)
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wF = fsigmoid(F′mix), wF′ = 1− wF, (5)

Fouput = wF × F + wF′ × F′, (6)

where fconvk×m refers to a complete function with a convolution layer, a Batch Normal-
ization (BN) layer and a ReLU layer. Its mathematical expression is shown as follows:

fconvk×m = fReLU · fBN · Convk×m, (7)

where k, m is the size of the convolution kernel. In this module, we use two channels to
operate the input features; the first channel is used to extract the fine features. Motivated by
ResNet, we add fine features to original features and then generate local attention weight
wF, which makes the local features more attractive in the output features Foutput.

3.4. Intrinsic Feature Transform Module

After features enhancement, we propose a method to enrich the representation of
features. The depiction of characteristics is monotonous considering there are just a few
annotated samples of fresh classes. We propose the intrinsic feature transform module to
alleviate this problem. Motivated by the spatial transform network (STN) [28], which shows
that different scales and angles of feature representation are different in CNN, IFTM helps
to transform features to increase the diversity of the training data. A detailed structure of
the IFTM is shown in Figure 3.
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Figure 3. Detailed structure of intrinsic feature transform module (IFTM).

F′ = fFC( fmaxpool( fconv3×3( fmaxpool( fconv5×5(F))))), (8)

θ = flt(F′), (9)

Foutput = F× TG(θ) + F, (10)

where the definition of fconvk×m is the same as that shown in Equation (7), fmaxpool refers to
the function of maxpooling, fFC refers to the function of the Full-connect Layer, θ refers
to the angle to transform features, flt refers to the function Local Transformation that
generates the parameter θ, and TG refers to the transformation matrix with the input θ.
For clear exposition, we assume that TG(θ) is a 2D affine transformation matrix Aθ ; the
pointwise transformation of the feature map is

(
xout

i
yout

i

)
= Aθ

xin
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yin
i
1

 =
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θ11 θ12 θ13
θ21 θ22 θ23
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i
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where (xin
i , yin

i ) are the source coordinates of the regular grid in the input feature map, and
(xout

i , yout
i ) are the target coordinates of the regular grid in the output feature map. In this

module, the transformation not only operates the feature map with rotation but also allows
scale. Then, we obtain the output features with different feature representation information
of novel-class objects.

3.5. Global Cross-Attention Network

By utilizing LFEM and IFTM, the model extracts further local information from the
original feature maps of the support images and query images. The next critical issue is
how to fully utilize these traits for the purpose of detecting novel-class objects. A series of
images including each class to be recognized makes up the support–image input branch in
meta-learning-based FSOD models. In other words, all of the objects in the query image
belong to the support classes. The FSOD models focus on the key regions of the query
image through the interaction of query features FQ and support features FS. The local
pixel similarity between different features is captured by the spatial–feature interaction
attention. However, spatial–feature interaction attention disregards the significance of
the global context. The channel-wise attention mechanism captures the global context of
support features to gain the channel information correlations. However, it comes at the
cost of relinquishing spatial information. Consequently, we combine the global and spatial
attention mechanism and design a Global Cross-Attention Network containing a spatial
feature attention mechanism, as illustrated in Figure 4.
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Figure 4. The detailed framework of the Global Cross-Attention Network (GCAN).

Query feature FQ is encoded into query value feature map Vq and query key feature
map Kq by two parallel 3× 3 convolutional layers. In the meanwhile, support features FS
are decoded into a pair of value and key feature maps Vs, Ks by two parallel depth-wise
convolutional layers. Here, we use depth-wise convolution to be the encoder instead of
standard convolution. Depth-wise convolution seperates the sigle filter into two parts called
depth-wise convolution and pointwise convolution. This approach extracts powerful local
feature representations with a local receptive field and combines them with a pointwise
convolution. In addition, we need a global average pooling branch to gain the global
context of FS, which is donated as FG

S . Equations (12)–(14) show the encoding calculation.

Vq, Kq = Conv3×3(FQ), (12)

Vs, Ks = ConvDw(FS), (13)

FG
S = Conv1×1( fGAP(FS)), (14)
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where Conv3×3 refers to standard convolution, ConvDw refers to depth-wise convolution
and fGAP refers to the operation of global average pooling. In order to focus on crucial
feature representations, we use the multi-branches self-attention module (MBSA) to process
query value feature map Vq.

Vq1 = fBN · Conv7×7 · fReLU · Conv3×3(Vq), (15)

Vq2 = fBN · Conv3×3 · fReLU · Conv5×1 · fReLU · Conv1×5 · fReLU · Conv1×1(Vq), (16)

Vq3 = fBN · Conv3×3 · fReLU · Conv3×1 · fReLU · Conv1×3 · fReLU · Conv1×1(Vq), (17)

Vq4 = fReLU · fBN · Conv1×1(Vq), (18)

V′q = fsigmoid(Cat(Vq1, Vq2, Vq3))�Vq4, (19)

where Cat(·) refers to concatenation operation and � refers to dot multiplication. Note
that the operation of reducing the channels of feature maps is used in the calculation of
the query feature correlation map Vqi ∈ {Vq1, Vq2, Vq3}. In these three process streams, the
first convolution layer is used to reduce the channels of feature maps and preserve feature
information as much as possible. In detail, channels of the first branch CVq1 = N

2 , channels
of the first branch CVq2 = N

4 and channels of the second branch CVq3 = N
4 . The purpose

of the first process branch is extracting the global features. In the meanwhile, the second
and third branches are utilized to measure the local feature correlation. In order to balance
the local and global feature information during the concatenation process, the channels is
divided into two parts on average. Different sizes of convolution layers represent different
receptive fields. Conv5×1 and Conv3×1 are employed to measure the horizontal feature
correlation; naturally Conv1×5 and Conv1×3 are employed to assess the vertical feature
correlation. The concatenation output contains the local and global feature correlation
information, which is employed to process the query self-attention feature map V′q .

Then, we first compute the key attention matrix Mk with Kq and Ks:

Mk = fsigmoid(Re>(Kq)⊗ Re>(Ks)), (20)

where Re refers to the feature map reshape operation, > is the matrix transpose opera-
tion and ⊗ is the multiplication of the matrix. We sequentially obtain a query–feature–
interaction support feature map K′s:

K′s = Re>(Mk ⊗ Re>(Vs)), (21)

which K′s raises the query local feature aware at the pixel level. Meanwhile, we utilize the
support–image global context matrix FG

S and query key feature map Kq to generate the
global attention matrix Mq:

Mq = fsigmoid(Re>(Kq)⊗ Re>(FG
S )). (22)

Global attention matrix Mq indicates the similarity between the query feature and the
support features of N classes. Moving forward, we can enhance the crucial regions of the
query value feature map, which have high correlation to support features. The cross-image
enhanced feature maps V′′q are as follows:

V′′q =
N

∑
i=1

Re>(Mq
i � Re>(V′q)). (23)
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We integrate the global category information into V′q ; then, we concatenate V′q and K′s
together and input this global attention feature map into MBSA:

F′Q = Cat(V′q , K′s) + fMBSA(Cat(V′q , K′s)), (24)

where fMBSA represents the function of the MBSA module, and F′Q represents the query
aggregation features. Finally, we combine the original query features FQ and query aggre-
gation features F′Q :

F̂Q = Conv1×1(Cat(FQ, F′Q)). (25)

Throughout the process, we integrate global and local attention mechanisms while
importing the cross-attention mechanism to aggregate query features and support features.

3.6. Meta-Contrastive Learning

Output query features F̂Q are fed into the RPN head and RoI head. The RPN head can
generate a series of region proposals. After that, the RoI head crops the regions in query
features into fixed size feature maps by leveraging the RoI module [33], and then, it encodes
them as vector embeddings named RoI features FRoI . The detector has never seen novel
classes in a query image ever before. Thus, previous methods [55–58] directly conduct
the task of classification and regression on RoI features FRoI , producing lots of mistakes in
classification results when accurately locating the objects of novel classes. Obviously, some
similar classes have close decision boundaries, which when not well separated lead to a
misclassification problem. Contrastive learning methods [59,60] are usually used in self-
supervised learning, especially in scenarios with limited data availability. Meta-contrastive
learning methods make a suitable output for constructing the similarity between query
and support images. We divide the contrastive learning function into two parts: one is an
intra-class supervised contrastive part aiming to increase the correlation features of the
same class; the other one is an inter-class contrastive part aiming to separate similar classes
at a suitable distance by decreasing the similarity of different classes.

With the information regarding the class labels, we measure the similarity between
FRoI with a loss function based on supervised methods. Therefore, we build a supervised
contrastive loss function to make FRoI belong to the same class into a close cluster. The
intra-class supervised contrastive loss Licsc is as follows:

Licsc =
1

Np

Np

∑
i=1

Licsc(zi), (26)

where Np is the number of positive proposals, i ∈ I ≡ {1...Np},

Licsc(zi) = − ∑
a∈A(i)

log
exp(zi · za/τ)

∑b∈B(i) exp(zi · zb/τ)
, (27)

where zi refers to the i-th embedding vector of the i-th positive proposal, τ is a scalar
temperature parameter, A(i) ≡ I\{i} and B(i) ≡ I\{i}. In addition, zi = pi

‖pi‖
, where

pi represents the i-th positive proposal of RoI features and ‖ · ‖ represents the L2 norms.
Additionally, the scalar temperature parameter τ is a hyperparameter, which is set to 0.20
experimentally.

It is not enough to make classification decision boundaries of different classes with a
high level of comparability at suitable distance. Support features from different categories
provide assistance in reducing the similarity between similar categories. By contrasting the
RoI features with the support features which include the common class representations, we
can construct an inter-class contrastive loss function. The query–support contrastive loss
Lqsc is as follows:
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Lqsc =
1

Np

Np

∑
i=1

Lqsc(zi), (28)

where

Lqsc(zi) = −
N

∑
k=1

log
exp(zi · Rk/τ)

∑N
j=1 exp(zi · Rj/τ)

, (29)

where Rk =
rk
‖rk‖

refers to the category representation of the i-th class and N is the number
of classes in the support dataset. The inter-class contrastive loss focuses on the correlation
between the query image and support image and enlarges the inter-class discrepancy to
isolate each class cluster.

Finally, the two contrastive learning branches are combined into the meta-contrastive
learning method in this work. The meta-contrastive learning function is as follows:

LMeta = Licsc + Lqsc. (30)

where LMeta is the meta-contrastive loss. LMeta enhances the model’s ability to distinguish
new categories, which effectively alleviates the problem of misclassification.

3.7. Total Loss Function

The total loss function of our method consists of the binary cross-entropy loss Lrpn for
the RPN, the cross-entropy loss for the Lcls classification, the smoothed-L1 loss Lreg for the
bound box regression head and the meta-contrastive loss LMeta:

Ltotal = Lrpn + Lcls + Lreg + λ× LMeta, (31)

where λ is a scaling factor and is experimentally set to 0.15.

4. Experiments
4.1. Dataset

We follow the settings in generic FSOD methods to make a fair comparison. We
evaluate our model on PASCAL VOC [61] and compare it with plenty of baselines using
the same data splits.

PASCAL VOC: The dataset consists of 20 classes, and we evaluate the model on three
different class splits. Therefore, we randomly divide the 20 classes into 15 base classes Cbase
and 5 novel classes Cnovel in each split. Each novel-class split includes k ∈ {1, 2, 3, 5, 10}
examples batched from the PASCAL VOC2007 trainval sets and the PASCAL VOC2012
trainval sets. In other words, we use the PASCAL VOC2007 and PASCAL VOC2012 trainval
sets for training, and we use the PASCAL VOC2007 test set to evaluate the performance of
the models.

In the experiments, we utilize novel average precision (nAP) as the key metric to
evaluate the performance. In addition, we use nAP50 as the metric, which indicates the
mean average precision of novel classes with 0.5 of the intersection over union (IoU)
threshold. The following is the calculation formulas of nAP:

nAP =
∑Nnovel

i=1 AP(ci
novel)

Nnovel
, (32)

where Nnovel is the number of classes in Dnovel ; here, we fix it to 5 in the experiments on
VOC dataset.

4.2. Implementation Details

We construct the proposed model with the Pytorch library in Python on an RTX 3090
GPU. We choose the Faster R-CNN framework with the ResNet-101 backbone, RPN and
RoI head. We do not fix the size of input images; instead, we set the minimum side length
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to 400 and the maximum side length to 666. Before the experiments, we crop objects from
base classes by utilizing the bounding box annotations of the images to form the support
set Dsupport. The number of objects of Dbase in each class is fixed to 200. Additionally, we
transform the input images of the support set into a uniform size 192 × 192. We select the
stochastic gradient descent (SGD) to optimize the model using a momentum of 0.9 and
weight decay of 0.0001. In experiments, we train the model with a 0.002 learning rate in
both the base and fine-tune training stage.

4.3. Comparison with Baselines

We compare our method with the recent approaches to evaluate its performance and
effectiveness. We select some famous fine-tuning based methods, e.g., TFA [50], MPSR [51]
and FSCE [52]. Our approach is based on meta-learning; therefore, we need to show
that the proposed method outperforms current meta-learning methods, e.g., FSRW [19],
MetaDet [54], Meta R-CNN [18], FSDetView [62], TIF [63], DCNet [20], DAnA [21] and
DGDI [23]. For fair comparison, most baselines use the ResNet-101 as the backbone and
Faster R-CNN as the framework detector. Only FSRW (meta-learning based) uses the
DarkNet-19 as the backbone and chooses a one-stage detector, YOLO-v2.

To ensure the accuracy and reliability of our results, we run the experiments three
times and take the average value as the final results. The experiment results are shown in
Table 1. Obviously, the evaluation results indicate that our proposed method outperforms
most recent state-of-the-art FSOD baselines. In detail, our method is better than all three
famous finetuning-based methods on 1/2/3/5/10 shots of all three splits of novel classes.
Especially, our method is 10.4% higher than FSCE for the 2-shot of novel-class split 2, which
means the feature information from support images helps detect the objects of novel classes.
In other words, meta-learning-based methods are more suitable than finetuning-based
methods in the FSOD task. Then, we conduct a detailed comparison with three meta-
learning methods (DCNet, DAnA, and DGFI). Our method is much better than DCNet
and DAnA in low-shot different class splits. For example, the nAP of ours in the 2-shot of
split 2 is 12.4% higher than DCNet and 12.9% higher than DAnA. In novel-class split 3, our
method achieves better performance than DGFI. Despite having four metrics that are not
as good as those of DGFI, our approach outperforms it overall in terms of performance.
Based on the experimental results presented in the table, we can reasonably infer that our
approach is capable of more effectively enhancing novel-class feature representations.

4.4. Qualitative Results and Analysis

In this subsection, we will conduct analysis of the visual experimental results to
further evaluate the performance and effectiveness of our proposed model. Through a
comprehensive examination of the visualizations, we can gain a deeper understanding of
the model’s feature extraction capabilities and its ability to accurately and efficiently detect
novel-class targets.
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Table 1. Experiments comparison with FSOD baselines in the nAP(%) metric of novel classes on the PASCAL VOC benchmark. We divide the methods into
finetuning-based and meta-learning based two parts. Note that all these methods use ResNet-101 as the backbone and follow the two-stage detection framework of
Faster R-CNN except for FSCE, which utilizes DarkNet-19 as the backbone and follows the one-stage detector YOLO-v2.

Model Type
Class Split 1 Class Split 2 Class Split 3

1 Shot 2 Shot 3 Shot 5 Shot 10 Shot 1 Shot 2 Shot 3 Shot 5 Shot 10 Shot 1 Shot 2 Shot 3 Shot 5 Shot 10 Shot

TFA Finetune 25.3 36.4 42.1 47.9 52.8 18.3 27.5 30.9 34.1 39.5 17.9 27.2 34.3 40.8 45.6
MPSR Finetune 30.0 39.1 46.8 55.2 60.3 18.7 29.1 29.5 38.2 44.6 18.9 32.8 39.3 43.9 52.6
FSCE Finetune 33.1 40.3 46.9 51.6 59.7 24.2 26.8 37.2 41.7 48.5 22.6 33.4 39.5 47.3 54.1

FSRW Meta 14.8 15.5 26.7 33.9 47.2 15.7 15.2 22.7 30.1 40.5 21.3 25.6 28.4 42.8 45.9
MetaDet Meta 18.9 20.6 30.2 36.8 49.6 21.8 23.1 27.8 31.7 43.0 20.6 23.9 29.4 43.9 44.1
MetaRCNN Meta 19.9 25.5 35.0 45.7 51.5 10.4 19.4 29.6 34.8 45.4 14.3 18.2 27.5 41.2 48.1
FsDetView Meta 24.2 35.3 42.2 49.1 57.4 21.6 24.6 31.9 37.0 45.7 21.2 30.0 37.2 43.8 49.6
TIP Meta 27.2 36.5 43.3 50.2 59.6 22.7 30.1 33.8 40.9 46.9 21.7 30.6 38.1 44.5 50.9
DCNet Meta 33.9 37.4 43.7 51.1 59.6 23.2 24.8 30.6 36.7 46.6 32.3 34.9 39.7 42.6 50.7
DAnA Meta 31.0 41.7 47.8 51.2 54.8 23.3 24.3 35.8 37.5 44.0 32.1 38.5 43.2 50.1 52.0
DGFI Meta 35.9 43.7 50.7 56.2 61.3 26.9 27.8 39.0 43.2 51.1 34.8 41.2 44.2 51.4 56.8
Ours Meta 36.1 44.2 50.0 56.3 59.9 25.3 37.2 43.9 44.0 48.7 35.1 41.8 44.8 52.9 56.9
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4.4.1. Visualization on Attention Map

Before being sent into the RPN and RoI head, we can regard the feature maps as
attention maps. We generalize the visual attention map by employing Score-based Class
Activation Mapping (ScoreCAM) [64], which is a class activation mapping method that
highlights the important regions of an image for a particular class by assigning a weight to
each pixel based on its contribution to the class score. Figure 5 shows the visual attention
maps on some novel-class images. According to these experiment results, the attention
maps only have high scores in a few pixels, which belong to objects. In other words, the
features before being sent into our proposed network (containing LFEM, IFTM and GCAN)
contain little information of novel-class objects. The last column in Figure 5 highlights the
important regions of an image, which make a great contribution to locating and classifying
the novel-class objects. It illustrates that our proposed network performs well when it
comes to enhancing feature representations and increasing its attention on important areas
of novel-class query images.

(a) (b) (c)

Figure 5. The ScoreCAM visualization of novel-class query images. The first column presents an
original novel-class image. The second column shows the attention map on the features before being
sent into our proposed network. The last column depicts the visual attention map after the network.
The red color represents high scores of the regions, and the blue color represents low scores of the
regions. (a) image. (b) ScoreCAM before our network. (c) ScoreCAM after our network.
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To further demonstrate our proposed model’s ability, some experiment results on
ScoreCAM are compared with the baseline DGDI shown in Figure 6. Figure 6a contains
the original query images. Both the first and second image contain the novel classes
“sheep” and “cat”. The third image contains the novel class “motorbike” and the base class
“people”. Figure 6b shows the attention maps on ScoreCAM by baseline DGFI and Figure 6c
shows attention maps by our method. In comparison, our attention maps obtain more
high-scoring areas over the objects to be detected. In detail, DGFI does not even focus on
the two “sheep” in the first image. In the third image, both DGFI and our method show
the high-scoring attention areas on the base class “people”. However, our model performs
better when focusing on the novel class “motorbike” object. Through these qualitative
comparison experiments, we demonstrate that our model outperforms the baseline DGFI
especially in detecting the novel-class objects.

(a) (b) (c)

Figure 6. Visual ScoreCAM comparison on baseline DGFI and ours. Column (a) represents the
query images. Column (b) contains the ScoreCAM results of DGFI, and column (c) shows the results
from ours.

4.4.2. Visualization on Preditions

In Figure 7, we present qualitative visual experiments of 10-shot detection results on
several images from VOC data setups. For easy explanation, we use yellow and green
boxes to distinguish novel classes and base classes objects, while red boxes represent the
ground truth of all class objects. Most prediction results are closely aligned with the ground
truth, exhibiting a high degree of accuracy. Additionally, the confidence scores associated
with these predictions are also quite high, further emphasizing the reliable classification of
our model. The two prediction results both contain novel classes and base classes objects,
which illustrates that our model retains the ability to detect base classes objects while
adapting to detect novel-class objects with very constrained annotated samples.
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Figure 7. Visualization of our model’s 10-shot object detection results on PASCAL VOC setups. For
simplicity, the detections of objects illustrated are mostly belonging to novel classes. Note that the red
boxes refer to the ground truth of the objects, the yellow boxes refer to the predictions on novel-class
samples and the green boxes refer to the predictions on base-class samples. The scores represent the
confidence of the boxes. The qualitative experimental results demonstrate that our proposed model
can effectively detect novel objects with constrained annotated samples. (a) VOC split 1 (10 shot).
(b) VOC split 2 (10 shot). (c) VOC split 3 (10 shot).

5. Ablation Studies

We conduct some comprehensive ablation studies to verify the effectiveness of our
model. The ablation studies are divided into two parts: (i) ablation study on different
modules, (ii) ablation study on meta-learning. The experiments of ablation studies are run
on the 10-shot class split 3 of PASCAL VOC.

5.1. Ablation Study on Modules

The module for the aggregation of query features and support features is necessary
in meta-based FSOD; thus, we keep the GCAN module fixed in the model during the
ablation study stage. Here, we conduct the ablation studies on the effectiveness of the
LFEM and the IFTM modules, as shown in Table 2. We find that only utilizing LFEM or
IFTM will reduce the detection performance of novel classes. However, we obtain great
performance improvements when the model both contains LFEM and IFTM. Especially,
we obtain 4.8% improvement in the nAP metric on the 2-shot class split 3. These ablation
study results demonstrate that LFEM and IFTM cannot independently improve the model’s
performance. It is evident that there exists a strong correlation between these two mod-
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ules, and their combined usage is essential for achieving significant improvements in our
proposed method.

Table 2. This is the ablation study result of different modules in the nAP(%) metric of novel classes.
The experiments run on PASCAL VOC class split 3.

LFEM IFTM GCAN 1 Shot 2 Shot 3 Shot 5 Shot 10 Shot

" 32.1 37.0 43.1 49.0 54.6
" " 30.0 33.7 34.4 44.1 45.9

" " 32.7 32.3 40.5 42.8 49.4
" " " 35.1 41.8 44.8 52.9 56.9

Meanwhile, we conduct some visualization experiments to showcase the detection
performance of the model when different modules are employed. The comparison experi-
ments are shown in Figure 8. In addition, the experiments correspond to Table 2 and we
choose 10-shot setups for good presentation. From the comparison, the model that only
contains GCAN obtains less high-scoring areas on the objects to be detected. When adding
the second module (LEFM or IFTM), the model can focus on the right areas that should be
detected and classified. It demonstrates that the model with LFEM and IFTM is effective for
improving the performance of detecting novel-class objects. The last column presents that
the complete model outperforms than other models without one or two crucial components.
In a word, the results demonstrate the effectiveness of each module, and the model achieves
the best performance when the proposed modules are employed simultaneously.

(a) (b) (c) (d)

Figure 8. ScoreCAM visualization ablation studies of different modules. These experiments corre-
spond to Table 2. Column (a) shows the ScoreCAM of the model without LFEM and IFTM. Column
(b) shows the ScoreCAM of the model without IFTM. Column (c) shows the ScoreCAM of the model
without LFEM. Column (d) shows the ScoreCAM of the complete model in this paper.

5.2. Ablation Study on Meta-Contrastive Learning

We conduct an ablation study to analyze the contribution of each loss function in
meta-contrastive learning to the performance of our method, as shown in Table 3. By
systematically removing individual loss functions, we are able to assess their impact on
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the overall performance of our approach. Note that we use all three modules and Lbase
in experiments, where Lbase = Lrpn + Lcls + Lreg. These results indicate that Licsc or Lqsc
can obtain performance improvements independently. Lqsc is more effective than Licsc in
improving performance on average. We conjecture that it is more important to separate
the decision boundaries of different classes in learning to detect novel-class objects. In
the meanwhile, their combined usage leads to more improvements. We are surprised to
find that we obtain a 10% raise on 2-shot class split 3 and a 12.7% raise on 10-shot class
split 3 when using both Licsc and Lqsc. It is evident that these two loss functions possess
independence and can be transferred to other models.

Table 3. This is the ablation study result of each loss function of meta-contrastive learning in the
nAP(%) metric of novel classes. The experiments run on PASCAL VOC class split 3.

Full
Modules Licsc

1 Lqsc
2 1 Shot 2 Shot 3 Shot 5 Shot 10 Shot

" 29.8 30.8 39.2 43.0 44.2
" " 29.0 33.0 40.5 44.7 45.6
" " 33.4 36.4 40.9 44.3 48.0
" " " 35.1 41.8 44.8 52.9 56.9

1 Licsc refers to the intra-class supervised contrastive loss of meta-contrastive learning. 2 Lqsc refers to the
query–support contrastive loss of meta-contrastive learning.

6. Conclusions

To increase local feature attention and capture transformational features, the local
feature enhancement module (LFEM) and intrinsic feature transform module (IFTM) are
described in detail. These modules can assist in putting more emphasis on local features.
Then, we improve the existing support–query feature fusion network by designing a
Global Cross-Attention Network (GCAN), which facilitates the aggregation of both global
and local contextual information of query and support features. These modules are then
concatenated into the two-stage detector Faster-RCNN. In order to make the clusters of
each class tighter, a meta-contrastive loss function is designed for few-shot object detection
inspired by contrastive learning. Extensive experiments on the PASCAL VOC dataset
indicate that our proposed method effectively improves the performance on detecting the
novel classes compared with some well-known baselines. In other words, the crucial local
features extracted by our modules and the interactive contextual information between
query features and support features play an important role in learning to detect novel-class
objects. Ablation studies on modules demonstrate the substantial link between LFEM
and IFTM and the effectiveness of their combined usage in improving performance. In
the meanwhile, ablation studies on meta-contrastive learning indicate that each branch of
meta-contrastive loss functions can produce satisfactory improvements. The results also
show that using both intra-class supervised contrastive loss and query–support contrastive
loss results in significant nAP (%) gains. In the future, we will be committed to exploring
a lightweight few-shot object detection model, which can balance processing speed and
accuracy on novel classes.
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