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Abstract: In traditional clinical medicine, respiratory physicians or radiologists often identify the
location of lung nodules by highlighting targets in consecutive CT slices, which is labor-intensive
and easy-to-misdiagnose work. To achieve intelligent detection and diagnosis of CT lung nodules,
we designed a 3D convolutional neural network, called 3DAGNet, for pulmonary nodule detection.
Inspired by the diagnostic process of lung nodule localization by physicians, the 3DGNet includes a
spatial attention and a global search module. A multi-scale cascade module has also been introduced
to enhance the model detection using attention enhancement, global information search, and contex-
tual feature fusion. The experimental results showed that the proposed network achieved accurate
detection of lung nodule information, and our method achieves a high sensitivity of 88.08% of the
average FROC score on the LUNA16 dataset. In addition, ablation experiments also demonstrated
the effectiveness of our method.

Keywords: intelligent detection; lung nodules; spatial attention and global search module; multi-scale
cascade module

1. Introduction

Lung cancer is a malignant tumor formed by lesions in the bronchial mucosa or glands
of the lung, which is one of the most life-threatening malignant tumors to human life. It has
been at the head of the incidence and mortality rate among all cancers worldwide. The key
to solving lung cancer lies in early and timely diagnosis and treatment. Lung cancer appears
in the form of lung nodule lesions in the early stage. Therefore, the key to identifying
malignant lesions and being able to treat lung cancer depends greatly on pinpointing the
location of lung nodule lesions and identifying the characteristics of the lesions.

To diagnose pulmonary nodules early, chest computed tomography (CT), a widely
used radiological method that produces detailed images of the lungs, has been well doc-
umented for its effectiveness. Nevertheless, CT images of a single patient often contain
hundreds of slices, and it takes a lot of time and effort for even an experienced imaging
physician to determine the location and characteristics of nodules from hundreds of slices.
To relieve the stress and workload of physicians and to avoid subjective errors in diagnosis
due to long working hours, computer-aided detection (CAD) systems have been designed
to help physicians in lesion detection and analysis [1]. Recently developed CAD systems
mainly focus on machine learning, especially deep learning, and use convolutional neu-
ral networks (CNNs) to simulate physicians’ lesion diagnosis process to help physicians
achieve lung nodule detection [2]. Zhao et al. [3] explored a novel agile CNN framework,
based on the layer settings of LeNet and the parameter settings of AlexNet, to build a
hybrid CNN model for lung nodule classification. Sori et al. [4] proposed a multi-path CNN
for feature extraction of lung nodules using both local and global contextual features, and
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finally merged the results of each branch to detect lung nodules. Tang et al. [5] designed
an end-to-end 3D convolutional neural network to efficiently learn nodule information
via online hard neg mining. The experimental results demonstrated that the model can
effectively capture the spatial features of CT data for the detection and analysis of lung
nodules. The above findings demonstrate the effectiveness of CNN in aiding diagnosis and
can help physicians relieve the pressure of lung nodule detection. Although the existing
lung nodule detection methods have achieved considerable progress, they still suffer from
low sensitivity and a high false alarm rate.

Respiratory physicians or radiologists review entire pulmonary CT slices to identify
lung nodules. The lung nodules can appear randomly in several consecutive slices, not
throughout the entire CT image. To effectively address the specific challenge in nodule
detection and simulate the way physicians locate and diagnose pulmonary nodules, we
designed a 3D convolutional neural network with spatial and global attention enhancement
modules for nodule detection.

The main contributions of this paper are summarized as follows:

(1) A 3D convolutional neural network combining multi-scale feature fusion and an
attention mechanism, named 3DAGNet, is proposed for the automatic detection of
lung nodules, which achieve multi-scale feature fusion.

(2) A two-branch attention module is designed to simulate the behavior of physicians’
diagnosis. It considers the enhancement of attention to CT images from the depth
direction in terms of the emergence of lung nodules, and the method combines the
joint analysis of null convolution and attention mechanisms.

(3) A three-branch multi-scale feature fusion module is designed to replace the process of
decoding up-sampling in the traditional sense. The feature information at different
scales is fused to explore both the high-level and low-level semantic features.

(4) The results show that the proposed network significantly outperforms the compared
state-of-the-art methods.

The remainder of this paper is organized as follows. In Section 2, the current status of
related work that is closely related to this paper is presented. The combination of multi-
scale feature fusion and attention mechanisms in our 3DAGNet is described in Section 3.
In Section 4, the experimental results are presented and analyzed. Finally, the conclusions
of the paper are provided in Section 5.

2. Related Work
2.1. Lung Nodule Detection

The detection of lung nodules using low-dose CT techniques is critical for the early
detection of lung cancer [6]. However, this process can be quite burdensome for radiologists
due to the large number of CT images that need to be reviewed. To address this problem,
the advent of computer-aided detection (CAD) systems can greatly improve the efficiency
of early screening for lung nodules, thus providing patients with more accurate diagnostic
results. In recent years, the automatic detection of pulmonary nodules has received increas-
ing attention, but it is still not easy to effectively reduce their false-positive rate. The reason
is that, on the one hand, pulmonary nodules vary in shape, size, and type; on the other
hand, some interstitial lung masses (e.g., blood vessels and pulmonary fibrosis) have a very
similar appearance to real pulmonary nodules, which makes their accurate identification
extremely difficult.

CAD, traditionally used to detect pulmonary nodules on chest CT, usually consists
of two main stages: (i) the selection of candidate nodules (i.e., identification of nodules);
and (ii) the removal of false-positive nodules (FPN) while retaining true-positive nodules
(TPN), i.e., the classification of candidate nodules as nodules or non-nodules. False-positive
nodes are usually excluded in the second stage. The most common classification methods
employ feature-based classifiers [7]. First, the candidate nodules identified in the first step
are segmented and then features are extracted in the segmented region. The extracted
features usually include morphology-based features, gray-level-based features, and texture
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features. There are many references of extracting specific desired features from segmented
or non-segmented images first, and then feeding them into classifiers, such as support
vector machines, decision trees, artificial neural networks, or integrated classifiers, to
detect lung nodules. Several automatic lung nodule detection methods use traditional
machine learning methods. Murphy et al. [8] designed a CAD system based on a K-Nearest
Neighbor (KNN) classifier with a significantly lower false-positive rate. Lee et al. [9] used a
random forest (RFF)-based CAD with a diagnostic sensitivity of 98.33% and a specificity of
97.11%, demonstrating the advantages of integrated learning in lung nodule detection. In
order to deal with the imbalance issue between the number of nodules and non-nodules,
Sui et al. [10] proposed a novel support vector machine classifier, i.e., RU-SMOTE-SVM
classifier, to improve the performance. Traditional CAD systems based on texture and
morphological evaluation have shown satisfactory results in the detection of lung nodules,
but they tend to detect and analyze nodule features based on local features only from a
statistical point of view, which is increasingly unable to meet the current requirements for
high sensitivity and low false-positive rate in lung nodule detection.

Recently, deep convolutional neural networks have achieved great success in im-
age processing [11–13] and have also been introduced into the field of medical imag-
ing [14]. There have been many studies applying deep convolutional neural networks to
computer-aided detection systems for pulmonary nodules. Li et al. [15] applied a method
for pulmonary nodule detection using deep convolutional neural networks. Zhu et al. [16]
introduced a 3D U-shaped residual network with the foundation of end-to-end detection
and channel-wise attention mechanisms. The first step is the introduction of an upgraded
attention gate (AG) that uses crucial feature dimensions at skip connections for feature
propagation to lower the false-positive rate. To further increase detection sensitivity, a
channel interaction unit (CIU) is created before the detection head. Additionally, the loss
function for the gradient harmonization mechanism (GHM) is employed to address the
issue of an imbalance between the positive and negative samples. Jin et al. [17] constructed
a deep 3D residual convolutional neural network to reduce the false-positives of candidate
nodules and the method achieved a high detection performance. Recently, Mei et al. [18]
optimized the original non-local model in the channel dimension and designed a Slice
Grouped Non-Local (SGNL) model that learns explicit correlations between any elements
across slices. The SGNL module was combined with a 3D Region Proposal Network (RPN)
with the aim of obtaining a high performance in the detection of nodules. The proposal
network aims to obtain the long-range dependency between different dimensions. In
addition, a large lung nodule classification dataset PN9 is proposed in the paper, with
nine categories of lung nodules, which includes more than 8000 CT scans and more than
40,000 lung nodules. In the literature [19], Song et al. introduced a centroid matching
network based on a 3D sphere representation. Their method consists of two components,
namely sphere representation and centroid matching. First, to match nodule annotations in
clinical practice, they propose a bounding sphere instead of the commonly used bounding
box to represent nodules with center of mass, radius, and local offsets in three-dimensional
space. A compatible spheroid-based intersecting excess joint loss function is introduced
to train the lung nodule detection network stably and efficiently. Secondly, the method
naturally discards the pre-determined anchor box by designing an aggressive center-points
selection and matching process to make the network anchor-free. A significant advantage
of CNN is that it does not require any feature extraction from the image, but learns directly
from the data and differentiates features from the data. In terms of lung nodule detection,
deep convolutional neural networks can use the training dataset to automatically select the
best image features, resulting in more lung nodule features, higher accuracy, and better
robustness. However, insufficient mining of data contextual information means that the
existing methods still suffer from low sensitivity and a high false-positive rate.
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2.2. Attention Mechanism

The attention mechanism refers to the fact that the human eye usually focuses more
on important regions or regions of interest in an open range due to the limitation of the
visual field. With the rise of convolutional neural networks, the attention mechanism
has been widely used in various aspects of computer vision. This discovery has been
applied to the field of Natural Language Processing (NLP), and in the literature [20],
Bahdanau et al. improve translation capabilities by assigning recomputed word relevance.
The most important idea is Key–Value pair (Key–Value) attention, which proposes three
elements, query (Query, Q for short), key (Key, K for short), and value (Value, V for short).
Through the correlation between Query and Key, the attention weight assignment to Value
is achieved and the final output result is generated. This process can be briefly described as
the following steps:

(1) Input Q, K, and V elements;
(2) The correlation/similarity between Q and K can be calculated by comparing them, a

method usually measured using point multiplication, to obtain an attention score;
(3) Normalization of the data by the softmax function to obtain the weighting coefficients;
(4) The final value of attention is obtained by weighting and summing V according to the

weighting coefficients.

Based on the traditional attention mechanism, Vaswani et al. [21] proposed a self-
attention (Self-attention) mechanism, which allows the weights to be shared in the form
of parameter matrices by restricting Q, K, and V to homogeneous inputs. The long-range
dependency (Long-range Dependency) concept is introduced. Since the required calcula-
tions are all matrix operations, the calculation of self-attentiveness can be simplified by
expressing the following equation:

Attention(Q, K, V) = So f tmax(
QKT
√

dk
)V (1)

In this paper, following the characteristics of lung nodule saliency in CT images, we
modify the attention mechanism to enhance the semantic representation of salient targets
and strengthen the global information search capability. The module we proposed is more
targeted to attention enhancement and global information search for features of lung nodule
images, which will be described in detail below.

3. Method

Based on the observation that lung nodules can appear suddenly in lung imaging, we
designed a 3DAGNet for lung nodule detection. The overall framework of 3DAGNet is
shown in Figure 1, which includes an encoder backbone, 3D global search and attention
enhancement components, and a multi-scale fusion unit. In particular, this work proposes
a combination of global search and deep attention enhancement to target the characteristics
of lung nodule prominence in CT images and integrate them into the encoding part. In this
section, we will describe the mentioned method in detail.

3.1. Overall Framework

Our proposed 3DAGNet aims to effectively detect and identify abnormally appearing
nodules in the lung to reduce the operational stress of physicians. As shown in Figure 1, in
this work, a classical 3D ResNet18 is employed as the backbone, which is used to encode the
slices to obtain high-level features and detailed information. The encoded and compressed
feature maps are fully fused with a multi-scale cascade module. Then, the fused feature
maps are up-sampled and decoded using up-sampling blocks with residual connections
to the images to recover them to the appropriate size. The residual connectivity in the
network can compensate for the loss of global information due to image coding, and also
achieve the enhancement of advanced features and detailed information of the images. The
specific structural details are shown in Table 1.



Electronics 2023, 12, 2333 5 of 14Electronics 2022, 11, x FOR PEER REVIEW 5 of 15 
 

 

 
Figure 1. Overview of the proposed 3DAGNet. (a) Image compression path. (b) Multi-layer module. 
(c) False-positive reduction module. In module (b), the brown color represents the 3D convolution 
of size 3 and step size 2. Dark blue represents 3D deconvolution of size 2 and step size 2. Purple 
represents the deconvolution of size 3 with a void rate of 3. The rest of the modules are normal 3D 
convolution of size 3. 
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Table 1. The design and parameters of the network structure (each layer contains an activation and a
3D batch normalization).

Layer Composition Element Output Size

Input Feature Map 128× 128× 128

Priority Block (3 × 3 × 3 Conv, S = 2, P = 1
3 × 3 × 3 Conv, S = 1, P = 1) 64× 64× 64

Forw 1 Block (3 × 3 × 3 Conv, S = 1, P = 1
3 × 3 × 3 Conv, S = 1, P = 1)× 2 64× 64× 64

Down Pooling 1 2× 2× 2 MaxPooling, S = 2 32× 32× 32

Forw 2 Block (3 × 3 × 3 Conv, S = 1, P = 1
3 × 3 × 3 Conv, S = 1, P = 1)× 2 32× 32× 32

Down Pooling 2 2× 2× 2 MaxPooling, S = 2 16× 16× 16

Forw 3 Block
(3× 3× 3 Conv, S = 1, P = 1)× 2

SACC Block
(3× 3× 3 Conv, S = 1, P = 1)× 3

16× 16× 16

Down Pooling 3 2× 2× 2 MaxPooling, S = 2 8× 8× 8

Forw 4 Block
(3× 3× 3 Conv, S = 1, P = 1)× 3

SACC Block
(3× 3× 3 Conv, S = 1, P = 1)× 3

8× 8× 8

Multi-Scale Expansion 16× 16× 16

Back-1

(3× 3× 3 Conv, S = 1, P = 1)× 2
SACC Block

(3× 3× 3 Conv, S = 1, P = 1)×2
16× 16× 16

2× 2× 2 DeConv, S = 2 + [Forw2] 32× 32× 32

Back-2 (3 × 3 × 3 Conv, S = 1, P = 1
3 × 3 × 3 Conv, S = 1, P = 1)× 3 32× 32× 32

For the lung nodule model designed in this work, as shown in Figure 1, the X ∈
R128×128×128 is the input image of the setup, and the Si = F(X) is the feature map output
by each convolution block, where Si ∈ RD×H×W . In order to obtain more high-level feature
representation and details, the acquired feature maps are down-sampled using maximum
pooling after the convolution blocks. We set Ini = Pool(Si), where Ini represents the output
result of the feature image after passing through the convolution block and pooling layers,
and Ini ∈ RD×H×W accordingly. Next, we input the down-sampled image into the feature
enhancement and global search module, where Si = Sa(F(X)), Si ∈ RD×H×W , where Sa()
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represents the operation of the convolution block. Then, following by a series of down-
sampling and feature enhancement, we take the output features of the last three layers of
down-sampling as input to the multi-scale cascade module as Sout = V(Sa, Sb, Sc), where
Si ∈ R

D
8 ×

H
8 ×

W
8 represents the output feature map after the convolution block processing.

V(.) indicates the enhancement of image information by fusing feature information and
details from multiple scales, the details of which will be explained in detail in the following
subsections. Then, the image is decoded and up-sampled using a 3D deconvolution layer
Ti = θ(µ(Trans(Si))), Ti ∈ RD×H×W , where θ(.) is denoted as the activation function.
ReLU(.) and µ(.) are represented as the batch normalization layer. Then, in order to
effectively mitigate the loss due to encoding, we make up for the lost information by using
residual concatenation Ti = Sa(cat(Ti, Sout)), where Cat(.) is the summation of the two sets
of feature information in the channel dimension. Using the convolution block Sa(.) ensures
that the feature maps are fully fused.

After the detection model output results Ti, two 1× 1 convolutions are performed to
produce the category probability results Rcls and regression results Rreg. The classification
results are used to calculate the loss using the binary cross-entropy function Lcls, with the
following equation:

Lbce = −
1
N

lim
x→∞

N

∑
i=1

yi × log(P(yi)) + (1− yi)× log(1− P(yi)) (2)

Lcls = µ× Lbce[pos] + (1− µ)× Lbce[ϕ(neg)] (3)

where the results are evaluated between the predicted results and the ground truth, and if
the match is correct, then yi = 1 and vice versa yi = 0. µ represents the balance factor and
ϕ(.) is the process of negative sample processing using OHEM [22] algorithm according
to the actual situation of negative sample. Similarly, the regression results Rreg use the
smoothed L1 loss for error estimation, Lreg = ∑N S(Rreg, GT).

Then, to reduce the effect of false-positives on the results, the Si and Rreg are fed
into the false-positive reduction network, and the results are D = Cut(Rreg, Si). The loss
calculation is performed on the output of the suppression network, and the cross-entropy
loss is used to set the positive sample probability in the training sample as p and the
predicted positive sample probability as q. The specific formula is shown below:

Lcross = −∑N
i=1 (pi log(qi) + (1− pi) log(1− qi)) (4)

The losses are finally aggregated to obtain the total of the losses of all parts for gradient
back-propagation training. The following subsections explain our proposed global search
and deep attention enhancement modules in detail.

3.2. Global and Channel (CG) Module

Following the characteristics of lung nodule saliency in CT images, the CG module
aims to enhance the semantic representation of salient targets and strengthen the global
information search capability. Unlike traditional feature enhancement modules, we design
the module to be more targeted to attention enhancement and global information search for
features of lung nodule images. Specifically, we design two branches to enhance the feature
information with deep attention and global spatial information, respectively. Although the
two branches enhance the feature data from different perspectives, the final output feature
maps are of the same size, and then fused with an adjustable scale, and the fused feature
information is input to the next stage of convolution block. The specific structure of this
module is shown in Figure 2.
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First, the feature maps are grouped by three 1× 1× 1 convolutions, and the three
groups of feature data are obtained first Gq, Gk, Gv:

Gq = δ(σ(F(Si ))) ∈ RC×D×H×W (5)

Gk = δ(σ(F(Si ))) ∈ RC×D×H×W (6)

Gv = δ(σ(F(Si ))) ∈ RC×D×H×W (7)

where F(.) represents the 3D convolutional layer of size 1, step size 1; σ(.) represents the
batch normalization layer; and δ(.) represents the ReLU(.) activation function. In this work,
a two-branch design is carried out in the second part for the characteristics of lung nodules
in CT images, which not only enhances the image data from the perspective of deep spatial
attention, but also takes into account the influence of global cues on local key information
in CT images of lung nodules, and is designed to enhance the search for global information
by using null convolution. The specific explanation is given below.

For the deep spatial attention enhancement branch, the first part of the given feature
data Gq ∈ RC×D×H×W is transformed, through data deformation, into Gq1 ∈ RC×DHW with
the key elements Gk ∈ RC×D×H×W of the deformed form Gk1 ∈ RC×DHW multiplied to gen-
erate the spatial attention score in the channel dimension Gatt ∈ RC×C, and then multiplied
with the pixel values at the same position corresponding to it to obtain Gans ∈ RC×DHW

and, finally, Gans is restored to the original shape. The specific equation is as follows:

SCi = X + R(Gv × θ(R(Gq)× R(Gk))) (8)

where R(.) denotes the reshape, and θ(.) denotes the normalization function, and the final
output obtained is Si ∈ RC×D×H×W . Then, the interpretation is unfolded by searching
branches from the global information. Gq, Gk, Gv are processed separately, and all three sets
of data are passed through a convolution block consisting of the dilated convolution. The
specific formula is as follows:

SDi = FD1(FD2(Gq, Gk, Gv)) (9)

in which FD1(.), FD2(.) are convolutional blocks consisting of a 3D dilated convolution of
size 3 and a dilated rate of 3, a batch normalization layer, and a ReLU activation layer,
respectively, to enhance the global attention to the feature-informed images using the
dilated convolution. Finally, the feature data obtained from the spatial attention branch
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and the feature data requested from the global search branch are fused with the aim of
achieving a better fusion of the two-branch feature data. The formula is shown as follows:

Si = F(α× SCi + β× FDi) (10)

where α, β as the balance factor are adjustable parameters and F(.) represents a 3D convo-
lutional block of size 3.

3.3. Multi-Layer Module

Although the CG module has been performed to enhance the spatial and global
information of the feature data, the high-level semantic information cannot be directly
captured by attention enhancement alone. Therefore, we use a multi-scale cascade module
to capture the multi-level information. This work takes the last three feature maps obtained
from the encoding part Sa ∈ RC×D×H×W , Sb ∈ RC× D

2 ×
H
2 ×

W
2 , Sc ∈ RC× D

4 ×
H
4 ×

W
4 as input to

the multiscale cascade module. To fuse both of multi-level semantic features and detailed
information effectively, and alleviate the loss of location information, the final output is
taken as the size of the intermediate feature data, i.e., Sout ∈ RC× D

2 ×
H
2 ×

W
2 . As shown in

Figure 3, the details are as follows.
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The multiscale cascade module operates on the corresponding branch of Sa by first
down-sampling the feature data using a 3D convolution of size 3 with a step size of 2 to
obtain Sa1, where Sa1 = F(Sa) ∈ RC× D

2 ×
H
2 ×

W
2 . Then, the features are captured for Sa1. Two

convolution operations are performed to obtain Sa2 = RES(Sa1), where RES(.) is composed
of two convolution layers of size 3, a batch normalization layer and an activation function.
At the same time, the middle branch Sb is performed using two dilated convolution layers
of size 3 and a dilated rate of 3, and the output results are obtained Sb2 = D(D(Sb)),
Sb2 ∈ RC× D

2 ×
H
2 ×

W
2 , accordingly. Similarly, an Sc up-sampling operation is performed on

the corresponding branch with the following equation:

Sc2 = F(F(ConvTrans(Sc))) ∈ RC× D
2 ×

H
2 ×

W
2 (11)

where F(.) denotes a 3D convolutional layer of size 3, a batch normalization layer, and an
activation function, and ConvTrans(.) is a deconvolutional network layer of size 2 with a
step size of 2. The results of the three branches are finally integrated by the operation of
summing over the channel dimensions to obtain the final result:

Sout = F(cat(Sa2, Sb2, Sc2)) ∈ RC× D
2 ×

H
2 ×

W
2 (12)

where cat(.) is a stitching of the three datasets in the channel dimension and F(.) is com-
posed of two convolutional blocks with a convolutional kernel size of 3. The purpose is to
achieve a better fusion of multi-scale feature data.
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3.4. False-Positive Suppression Network

The similarity between nodule information and vascular information in lung nodule
images can easily lead to more false-positive results, which can interfere with the diagnostic
results to some extent. Therefore, it is particularly important to suppress false-positives.
Inspired by [23], we performed a non-maximal value suppression operation for the candi-
date box information output from the detection network. The filtered candidate frames
are then combined with the feature maps that retain more original information, and the
feature maps are cropped using the candidate frame information to retain only small feature
maps of 7× 7× 7 in the nodule region. Because of the difference in details between lung
nodules and false-positive nodules, cropping can make the lung nodule information from
a small target to a larger target more favorable to distinguish from details. The cropped
feature maps are then input into the 3D ROI pooling module, and the ROI pooling strategy
and linear neural network are used to make a more accurate feature representation of the
target to achieve a more accurate classification performance and reduce the influence of
false-positive nodules.

4. Experiment

In this section, we evaluate the performance of the designed network model on the
LUNA16 nodule dataset and compare the model with several classical models in the field
of lung nodule detection.

4.1. Datasets

We used LUNA16 to evaluate the performance of 3DAGNet. To the best of our
knowledge, this dataset is composed of 888 sliced complete CT medical images extracted
from the public lung nodule study dataset LIDC-LDRI, and each set of CT medical images
has a slice thickness greater than 2.5 mm. For lung nodule reference, nodules greater than
or equal to 3 mm identified by more than three physicians in the LUNA16 dataset are
marked as reference nodules, and other conditions were not considered as reference criteria.
In this study, we converted the original CT images into Housefield cells, deflated the pixel
values by (0, 255), and transformed the current world coordinates corresponding to the
voxel coordinates.

4.2. Implementation Details and Evaluation Metrics

Due to limitations in the RAM of the GPU, we cropped the images in training. Without de-
stroying the information of the image itself, we cropped the image to a size of 128 × 128 × 128
and input it into the detection network for training. In the false-positive suppression part,
based on the basic information of the nodules in the dataset, we crop the images to a size of
7× 7× 7 to ensure that the data are input to the second stage network without destroying
the information of the nodules. Our model is built in PyTorch framework. To fit the training,
we train the model with stochastic gradient descent (SGD) to 300 epochs with a batch size of
8. The initial learning rate is set at 0.01, and the decrease rate is set at 0.001 after 150 epochs,
and the last 60 epochs are learned using a learning rate of 0.0001 with a momentum param-
eter of 0.9. We placed the entire model on a single NVIDIA RTX 3090 GPU. The six-fold
cross-validation is employed for learning, and the final results are obtained jointly from the
cross-validation average.

To evaluate the performance of our proposed 3DAGNet, we measure the model using
the FROC (Free-response ROC) curve, which is the most commonly used objective metric
for lung nodule detection. The horizontal coordinate of this metric is the false alarm
rate and the vertical coordinate is the recall rate, expressed as the average sensitivity of
0.125, 0.25, 0.5, 1, 2, 4, and 8 false-positive nodules per search, which is also the official
effectiveness rating metric of LUNA16.
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4.3. Comparison of Different Detection Methods

In this study, we trained and evaluated the 3DAGNet model and other classical models
using the LUNA16 lung nodule dataset. The results are as follows.

Table 2 shows the results obtained based on the FROC evaluation metrics. We com-
pared the 3DAGNet model with eight classical models in the field of lung nodule detec-
tion, containing seven classical main models: CUMedVis [24], Deform CNN [25], 3DMul-
level [26], DeepLung [27], SeNet + CSFA [28], DIAG CONVNET [29], DeepSeed [23], and
3D IR-UNet++ [30]. In addition, a linear plot based on the FROC evaluation metrics
(Figure 4) visually expresses that 3DAGNet has better results than other classical networks,
illustrating the advanced nature of the proposed method.

Table 2. Comparison of FROC evaluation metrics (%) of 3DAGNet and the other typical methods on
the LUNA16 dataset.

Method 0.125 0.25 0.5 1 2 4 8 Average

CUMedVis [24] 67.70 73.70 81.50 84.80 87.90 90.70 92.20 82.63
Deform CNN [25] 63.30 73.20 80.40 86.20 91.20 94.10 95.80 83.46
3DMul-level [26] 65.43 74.84 81.06 86.13 89.86 92.70 94.31 83.47
DeepLung [27] 69.20 76.90 82.40 86.50 89.30 91.70 93.30 84.18

SENet + CSFA [28] 63.10 74.30 81.30 88.90 92.70 95.60 97.90 84.83
DIAG CONVNET [29] 66.90 76.00 83.10 89.20 92.30 94.40 96.00 85.41

DeepSeed [23] 73.90 80.30 85.80 88.80 90.70 91.60 92.00 86.16
3D IR-UNet++ [30] 72.15 79.22 86.53 90.13 93.20 94.77 95.78 87.39

Ours 76.43 82.14 85.71 89.29 92.86 94.29 95.71 88.08
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Figure 4. The performance curve of the 3DAGNet compared with other networks based on the FROC
evaluation metrics. The horizontal coordinate of this metric is the false alarm rate and the vertical
coordinate is the recall rate.

In addition, in Figure 5, we visualize the test results to visually see the difference
between the predicted and ground truth. In a word, the model we designed can achieve
accurate predictions that infinitely approximate the true results and can reduce the diameter
error between the circled target frame and the true target frame to a very low level.
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Figure 5. Visualization of slices of 3DAGNet model prediction results. Each envelope is represented
as a defined nodule whose spatial location determines the center of the circle. The first column
shows the real candidate box for the lung nodule. The second column represents the visualization
information of the predicted nodule results from the 3DAGNet model. The third and fourth columns
show the predicted results of the DeepSeed model and the DeepLung model, respectively.

4.4. Ablation Experiment

In this study, we propose an enhancement module combining deep attention enhance-
ment and global search, as well as a multiscale cascade module to achieve an accurate
detection of lung nodules. To verify the effectiveness of the designed module and the effect
of the number of modules on the network, we conducted several ablation experiments, and
the comprehensive results are shown in Table 3 and Figure 6. In Figure 6, the blue FROC
curve represents the 3D RPN and the FROC effect of the model with four CG modules in
the encoder corresponds to the green line. Next, we ablated the modules (three CG modules
were retained in the network model) and the corresponding FROC curve is shown in the
orange curve below. Finally, the proposed 3DAGNet corresponds to the red FROC curve.
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Table 3. Comparison of FROC evaluation metrics (%) of 3DAGNet with different attention modules
implemented on the LUNA16 dataset. The baseline is 3D RPN.

Method 0.125 0.25 0.5 1 2 4 8 Average

Baseline 73.90 80.30 85.80 88.80 90.70 91.60 92.00 86.15
4 CG 72.86 79.29 87.14 89.29 92.14 95.00 95.71 87.35
3 CG 75.71 80.00 87.14 90.00 92.14 94.29 95.00 87.75
Ours 76.43 82.14 85.71 89.29 92.86 94.29 95.71 88.06
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Next, we visualized the results obtained from the ablation experiments. The effect of
this model is visualized from a visual perspective. The details are shown in Figure 7.
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Figure 7. Visualization of slices of the prediction results. Each circle is represented as a defined nodule
whose spatial location determines the center of the circle. The first row shows the real candidate boxes
for the lung nodules. The second row represents the visualization information of the predicted nodal
results of the 3DAGNet model. The third row shows the predicted results of the baseline model.
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The experimental results can clearly indicate that each improvement in the experimen-
tal procedure improves the detection results to some extent. 3DRPN is the least effective of
the four curves, but the addition of the CG module shows a significant improvement in the
performance of this network, which proves the effectiveness of the module. Through the
whole ablation experiments, it can be observed that our proposed 3DAGNet has a superior
effect on the detection of lung nodules.

5. Conclusions

In this work, we designed a novel CG module combining depth feature enhancement
and global information search for the characteristics of lung nodules in CT medical im-
ages to investigate the effect of depth and global information on lung nodule detection
and localization, and developed a multi-layer module integrating depth, global feature
enhancement, and contextual information fusion for lung nodule detection. The results
on the mainstream lung nodule detection dataset LUNA16 show that 3DAGNet is more
effective than other mainstream networks for lung nodule detection. Additionally, ablation
experiments demonstrated the effectiveness of the CG module and verified the usefulness
of depth and global features for lung nodule detection. In conclusion, the experiments
effectively proved the rationality and validity of the model structure proposed in this work.

In future work, we intend to further explore the properties of using lung nodules in
CT medical imaging and design more effective modules to improve the performance of
lung nodule detection.
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