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Abstract: Environment perception is a key part of robot self-controlled motion. When using vision to
accomplish obstacle detection tasks, it is difficult for deep learning methods to detect all obstacles
due to complex environment and vision limitations, and it is difficult for traditional methods to meet
real-time requirements when applied to embedded platforms. In this paper, a fast obstacle-detection
process applied to RGB-D cameras is proposed. The process has three main steps, feature point
extraction, noise removal, and obstacle clustering. Using Canny and Shi–Tomasi algorithms to
complete the pre-processing and feature point extraction, filtering noise based on geometry, grouping
obstacles with different depths based on the basic principle that the feature points on the same
object contour must be continuous or within the same depth in the view of RGB-D camera, and then
doing further segmentation from the horizontal direction to complete the obstacle clustering work.
The method omits the iterative computation process required by traditional methods and greatly
reduces the memory and time overhead. After experimental verification, the proposed method has a
comprehensive recognition accuracy of 82.41%, which is 4.13% and 19.34% higher than that of RSC
and traditional methods, respectively, and recognition accuracy of 91.72% under normal illumination,
with a recognition speed of more than 20 FPS on the embedded platform; at the same time, all
detections can be achieved within 1 m under normal illumination, and the detection error is no more
than 2 cm within 3 m.

Keywords: vision; detection process; depth continuity judgment; clustering method

1. Introduction

The selection of different sensors can significantly impact a robot navigation system’s
operational functionality and efficiency. Typically, the selection of sensors depends on the
task requirements and the working environment. In office areas, for example, irregularly
stacked obstacles and dynamic environments place higher application requirements on
sensors. In this type of scenario, the versatility of the vision system has a more special status
than other sensors. Vision systems are feasible in all aspects of specific target detec-tion,
such as target tracking, scene analysis or even robot path generation [1]. Thus, vision
systems are preferable in providing critical functions for robot navigation, such as obstacle
detection [2], area detection [3], road detection [4], map updating, body localization, and
state estimation, and crop row guidance [5].

Our research aims to enable a robot system to implement unconstrained movements
in any random space. Currently, a robot already has an a priori map indicating immovable
obstacles (e.g., large tables, walls) generated by LIDAR to assist a path planning module to
efficiently generate feasible paths, where LIDAR and inertial navigation continuously conduct
localization and state estimation even for an identical scene. For scenarios containing several
immovable obstacles, the scale of data generated by LI-DAR could oversize the processing
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capacity of a dynamic obstacle detection system. Therefore, several candidate sensor types are
selected to aid obstacle detection, where vision systems outweigh other types of sensors by
providing rich 3D information [6] and efficient data processing capabilities.

In practice, both monocular and binocular cameras are feasible for vision systems.
Monocular cameras generally produce significant errors in calculating targets’ spatial
position, which requires an additional map zoom-in operation after projecting an identified
obstacle onto the map [1,7]. This additional operation may produce a more extensive
coverage of the identified object than the actual one and can impact the robot’s pathfinding
or even produce an infeasible path. Conversely, RGB-D binocular cameras are preferable
for obstacle detection since they can provide more accurate spatial information.

This paper conducts research on obstacle detection using RGB-D cameras, and the
main contributions are:

1. an obstacle detection process applied to an embedded platform is proposed;
2. a new hierarchical clustering method that improves on the traditional hierarchical

clustering method.

The main steps of the process are data alignment, feature point extraction, ground
point elimination, feature point clustering and 2D mapping of obstacles. For the feature
extraction and ground point elimination steps, we use existing methods and make adaptive
changes to ensure the reliability of the feature points. Finally, we test and compare the
recognition results of the whole process using an artificial data set to verify its practicality.

The paper’s organization is as follows: Section 2 comprehensively reviews related
work. Section 3 shows the algorithmic process for obstacle detection, which comprises data
acquisition, image processing, feature extraction, noise reduction, and features clustering.
Section 4 uses an artificial dataset for initial testing and a real dataset to compare the
performance of different methods, demonstrating an obstacle generation approach for
SLAM maps. Sections 5 and 6 conclude the highlights and summaries the drawbacks of the
proposed method.

2. Related Work

Obstacle detection algorithms can be divided into two main categories: deep learning
methods and traditional methods. Deep learning methods often suffer from problems such
as the need for large data sets to train the network itself and the inability to recognize
obstacles when they are untrained or partially present in the field of view. Traditional
methods, despite being less effective in classifying objects, possess higher adaptability than
the former in scenarios that do not require analysis of specific categories. Clustering, as a
classical data processing method that can distinguish data without explicit labels, has been
successfully applied in a variety of fields.

There are various clustering methods, which can be classified into division methods,
density-based methods, spectral clustering methods, affinity propagation algorithms, etc.
according to the principles of the methods. However, these algorithms often have disad-
vantages, such as external determination of the number of clusters, fixed granularity, and
unclear organization of the resulting clusters. In contrast, hierarchical clustering has the
advantages of generating clustering trees that reveal inter-cluster relationships at different
resolutions, such as clustering according to inter-cluster conditions, without the need for
external determination of the number of clusters, etc.

2.1. Hierarchical Clustering

Hierarchical clustering can be divided into merging and splitting algorithms based on
the difference between bottom-up and top-down. The former consists of two main steps:
(1) calculating the distance between two clusters based on linkage criteria, and (2) iteratively
merging the clusters that meet the requirements. Since the proposed method belongs to
coalescent clustering, the related introduction of a splitting algorithm is omitted here.

The classical hierarchical clustering methods are cluster-averaged clustering meth-
ods [8], where the inter-cluster distance is defined as the average distance of all data point
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pairs. The Sneath–Sokal method [9] considers that the inter-cluster distance is defined
as the shortest distance from any member of one inter-cluster to any member of another
cluster. The farthest distance method [10] considers that the inter-cluster distance should be
the longest distance from any member of one inter-cluster to any member of another cluster.

The above algorithms are prone to produce slender clusters and usually consume
much time [11]. Many other hierarchical algorithms have appeared to solve these problems.
BIRCH [12] and PERCH [13] based on binary trees have very fast clustering speeds but
are less robust and unsuitable for data with outliers. Sampling-based methods such
as ROCK [14] and CURE [15] possess higher stability by computing the distance be-
tween clusters with a fixed number of cluster representations. The stepwise algorithm
CHAMELEON [16] uses the nearest neighbor graph to divide the original data into small
clusters to reduce the number of iterations and improve the clustering efficiency. The
disadvantage of sampling-based and stepwise algorithms is that they are very sensitive to
parameters. Wen-Bo et al. proposed the RSC method [17] based on the assumption that
two reciprocal nearest data points should be grouped in one cluster and achieved faster
and more accurate results than other methods.

2.2. Optimization Method of Clustering

When the amount of data or the number of dimensions is too large, clustering itself
suffers from problems such as too long clustering time and difficulty in finding similar-
ity. To solve this problem, the usual method is to perform data dimensionality reduction.
Data dimensionality reduction can be divided into two kinds. One is by considering both
clustering and feature learning in the clustering framework kind. For example, the depth
density-based image clustering algorithm DDC [18] adds deep network feature learning
to the clustering framework kind to extract object features for improving the clustering
accuracy. The algorithm DCC [19], based on deep continuous clustering, introduces nonlin-
ear dimensionality reduction in the clustering framework and then performs continuum
optimization at the global level to improve the clustering accuracy. Such methods have
good clustering performance and clustering speed after completion, the drawback is that
the shallow learning network has limited capability, while the deep network itself requires
a large amount of data and training process.

Another way is to introduce manual empirical extraction of object feature points or
feature selection to reach the purpose of data dimensionality reduction. For example, in
the literature [20], point cloud segmentation is used to chunk the point cloud and then
cluster it, in the literature [21], multi-view feature descriptors are encoded as binary codes
for computational optimization before clustering the data points, and in the literature [22],
clustering is performed from a single channel, merging clusters with small boundary point
spacing, and finally performing inter-channel clustering. Chu, Z. et al. processed high-
dimensional data by extracting features mixed with clustering [23]. Such methods usually
provide less improvement in terms of clustering performance but can greatly improve
the speed of clustering detection while reducing upfront costs by eliminating the need
for training.

In the process proposed in this paper, the data dimensionality is reduced by the
traditional corner point extraction method to speed up the clustering.

2.3. Ground Point Removal

Since this paper uses the traditional corner point detection method to extract feature
points, the influence of ground texture and illumination will lead to the appearance of non-
obstruction feature points. After the feature points are endowed with depth information,
their properties are similar to those of point clouds, so the ground point elimination
methods can be borrowed from point clouds.

The common ground point elimination methods can be divided into geometric and
neural network methods. Neural network methods are generally trained to segment
images, and in-point cloud-type data usually convert dense point clouds into multi-channel



Electronics 2023, 12, 2316 4 of 18

images before the segmentation process. Neural-network-based road detection methods are
presented in [24,25]. Geometric methods generally reject ground points based on geometric
relationships between themselves or obstacles, such as in [26], Chu et al. distinguish ground
points from obstacle points by calculating the change in slope between consecutive points,
and common geometric-like methods are also available in [27,28].

3. Method

In this section, we propose a process for obstacle detection in mobile robots based on
clustering by RGB-D cameras. This method can be divided into four main stages. First,
mapping the depth data to color images to form 4D data; second, extracting color image
feature points using image processing and feature point extraction methods; third, re-moving
interfering features; and fourth, using the depth data of the feature points to distinguish
between different targets based on depth continuity. The fifth part is not the principal part
of the algorithm, but the mapping of the map after the obstacle detection is completed. The
overall scheme for implementing the proposed obstacle detection method is shown in Figure 1
and each step of the system is described in detail in the following sub-sections.
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Figure 1. Obstacle detection system.

3.1. Data Acquisition and Alignment

The first step in the process is to get depth data for each pixel point on a color image.
We achieve this by projecting points from the depth pixel coordinate system onto the color
pixel coordinate system.

To align an RGB image to a depth image, the depth data of each pixel point in the
depth image is assigned to the RGB image; that is, the data of the depth pixel coordinate
system is mapped to the color pixel coordinate system. First, point Pd

u,v in the depth pixel,

the coordinate system is reduced to the depth coordinate system to obtain point
.
Pdc:

.
Pdc = ZK−1

d Pd
u,v (1)

where Z is the Z-axis information of the pixel point, and Kd is the internal reference matrix
of the depth camera. Next, point

.
Pdc is converted to Pω by using the conversion matrix

T−1
ω2d between the depth coordinate system and the world coordinate system:

Pω = T−1
ω2d

.
Pdc (2)

Then, point Pω is converted to the color camera coordinate system:

.
Pcc = Tω2cPω (3)

Finally, point
.
Pcc is mapped to the colored plane with Z = 1:

Pc
u,v = Kc

( .
Pcc/Z

)
(4)

After processing all the depth pixel points, a PRB-D picture with depth channels
is obtained.
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3.2. Image Preprocessing and Feature Point Extraction

In the second step, we obtain the contour of the object by extracting the feature points
on the contour of the object.

The corner points of an object are commonly used feature points, usually determined
by the gradient change of pixel points on the image. The Shi–Tomasi algorithm is a strong
corner point extraction method improved from Harris, which is faster to compute. However,
when only the Shi–Tomasi algorithm is used, the intense color changes on the surface of
some objects can cause the algorithm to ignore the gradient changes of the object edge
contour points, resulting in sparse extraction of object edge contour points, as shown in
Figure 2a.
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The Canny operator is a commonly used object edge extraction algorithm to extract the
edges of an object, ignoring the texture information on the object’s surface. After extracting
the object edges using the edge extraction algorithm, the Shi–Tomasi algorithm is then used
to extract the feature points of the object edges, which can obtain contour points with high
accuracy, as shown in Figure 2b.

3.3. Noise Removal

We have two conditions to judge whether the feature points are valid, one is that the
feature points have the correct depth information, and the other is that the feature points
are present on the obstacle. Then, invalid feature points come from two sources: feature
points with abnormal depth data and noise on color images.

Feature points with depth anomalies usually occur in the hollow regions of a depth
image, resulting in feature points with too-large or too-small depth attributes. Usually, the
solution to this problem is to use edge information from the color image to repair the depth
edges. However, we found that the absence of some feature points in our method does
not affect the overall contour determination. Therefore, we increase the upper and lower
thresholds to remove feature points whose depth information is out of range, depending
on the effective distance of the camera and the required detection distance.

Noise in color images is usually found in ground textures, such as floor patterns
or object shadows. This is because the points floating in the air are usually associated
with objects after excluding points that are too far in depth from the application scenario.
To remove the floor noise, we improve the method based on the one in [26] to be more
applicable to the method in this paper. The image distortion is first corrected using the
camera’s internal reference, at which point the camera’s optical center, pixel plane, and
object are positioned as shown in Figure 3. The blue area at the bottom of the figure
represents the horizontal ground.
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Figure 3. Using depth to determine ground noise.

In a condition where the ground is not significantly undulating, the ground point A
is represented in the pixel coordinate system as A′, and the distance between the camera
optical center and the ground is determined by the height of the body as h. The distance
between the pixel coordinate system and the object is identified by the depth camera as z.
The vertical height of A′C in the pixel plane can be calculated from the triangle similarity:

dh = ( f ∗ h)/z (5)

The depth z of different feature points is different, and the maximum height dh is
calculated according to the depth plane where the feature point is located. When the height
of the image plane is less than the maximum height dh, the point is considered a valid
feature point, and the opposite is considered a noise point to be removed.

On the same plane, the vertical height dB′C of the corresponding point B′ of object B on
the pixel plane concerning the optical center is clearly less than dh.Therefore, considering
the obstacle height of 5 cm that can be spanned by the wheel diameter, the detection limit
is set to h0 = (h − 0.05), and the vertical height of the corresponding pixel point to the
optical center is dh0 = (f ∗ h0)/z. For each feature point N, the corresponding dn and dh0 are
calculated after obtaining its depth value z. If dn > dh0 , it is filtered out.

3.4. Barrier Clustering

After completing the above preparatory work, we get the set of feature points with
deep data, and next, we need to find these objects by a new clustering method. Our
approach is based on the simple fact that feature points on the same object contour must be
continuous or within the same depth for obstacles within the RGB-D camera view. When
we filter all the feature points according to this principle, we can get the alternative ones and
filter out the noise simultaneously. Additionally, we can complete the clustering process
by dividing the points with a large interval between them in the horizontal direction of
the camera.

Whether the feature points are continuous or in the same plane is determined by the
following equation:

|Pn − Pn+1| ≤ d (6)

where Pn and Pn+1 are two points adjacent to each other after sorting by individual axial
data and d is the threshold distance, different distance thresholds are selected on different
axes. For example, when distinguishing the transverse distance of an object, the threshold is
determined by the body width. If the space between the two obstacles cannot pass through
the robot, the obstacles can be classified as one class.

The specific process is shown in Figure 4. We can divide it into five steps.
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Step 1: The input feature points are sorted by z-axis from smallest to largest;
Step 2: The point with the smallest depth is set as the initial set of points, and the

points smaller than the depth distance threshold are grouped in the same set;
Step 3: When the depth distance between other feature points and any point in the set

is less than a threshold, these points are also put into the same set;
Step 4: After there are no feature points with similar depth distance, the points with

the smallest depth value among the remaining feature points are reselected to form a new
set. Until all feature points are divided;

Step 5: Repeat the above process for the feature points in the same set in the x-axis
direction. Finally, remove the set containing fewer feature points.

The specific algorithm process Algorithm 1 is shown:
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Algorithm 1. Depth continuous judgment

Input: Img,N,d,D
Output: obstacle
obstacle←[], point_set←[], v←0
1. while len(Img):
2. point_set← Img(0)
3. for i in range (1,len(Img))
4. for j in point_set:
5. if D(Img(i))-D(j) < n:
6. point_setadd D(Img(i))
7. else:
8. break
9. end if
10. end for
11. end for
12. if len(point_set)>N:
13. Img = Img delete point_set
14. obstacle[v]← point_set
15. v←v + 1
16. else:
17. Img = Img delete point_set
18. end if
19. end while
20. return obstacle

The Img is RGBD data after sorting by depth, the N is the threshold for determining
the number of obstacles, and the d is the distance threshold to determine whether the depth
direction is continuous or not. Additionally, the d() serves to obtain the depth value of the
points inside the brackets.

3.5. Obstacle Mapping

Once the work of target recognition is complete what needs to be considered is how to
translate the information about the obstacles onto the map to help the robot move. This
requires the interpretation of the object information contained in the feature points. As
the map is two-dimensional, we project the feature points onto the ground. Based on the
experimental process, there are three main object models, as shown in Figure 5.
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Figure 5. Model and obstacle estimation from the camera’s perspective.

Due to the errors in the depth camera itself, it is difficult for the multi-vertex model
to count its vertex information, so we take a simple approach to build the obstacle map.
Firstly, the feature points are arranged by lateral coordinates, where the two points with
the smallest and largest lateral coordinates are used as the two points A and B in the map;
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the point C with the smallest depth value is obtained and the depth difference between its
depth value and the smaller of the two points AB is calculated, if there is:

|dc| −min(da, db) < dthreshold (7)

The value of dthreshold is usually determined by the sensor error.
Then, the measured barrier has no vertices. If greater than d, the minimum point is the

vertex. In the vertex-less model, the line connecting AB is used as an edge and extended
backward a fixed distance to form a rectangle. In other models, the AB line is used as an
edge and a parallel line of AB is made through point C to intersect the perpendicular line
through AB at two points DE to form a rectangle, as shown in Figure 5, ensuring absolute
safety for the robot despite some puffing up of the obstacle.

In practical applications, the individual models are transformed into each other. For
example, if a robot detects a bin that does not exist in the map while moving, it is considered
as a vertex-free model when facing forward, and we assign a width d to it as an imaginary
width. As the robot moves, the viewpoint changes and the bin become a single-vertex
model, and the mapping of the bin in the map is calculated according to the three vertices
of the bin. Another example is that a person is considered a vertex-free model when facing
the camera head-on, becomes a single-vertex model when facing the camera side-on, and
is mapped to a large rectangle as a multi-vertex model when facing a queue formed by
multiple people.

After completing the 2D contour construction, the object in the camera coordinate
system must be represented in the world coordinate system. As shown in Figure 6, For any
point P on the object, the position in the camera coordinate system is (x,y), the camera’s
position in the world coordinate system is (X0, Y0), and the angle between the coordinate
systems is θ. The corresponding position in the world coordinate system (X,Y) is:

X = y sin(θ) + x cos(θ) + x0 (8)

Y = y cos(θ)− x sin(θ) + y0 (9)
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The construction of the obstacle map is completed by adding the transformed contour
points to the SLAM map one by one.

4. Experiment and Analysis

To demonstrate the feasibility of our proposed method, we will experimentally vali-
date our method in this section in terms of clustering performance and clustering efficiency,
target recognition performance, and target recognition accuracy. Section 4.1 shows the iden-
tification of the dataset and discusses the reasons why the open dataset is not suitable for
evaluating the performance of the method. Section 4.2 compares clustering efficiency and
performance between our approach and the advanced method RSC hierarchical clustering
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algorithm. Section 4.3 compares our method with the RSC method under different scene
datasets to investigate the difference in their recognition performance. Section 4.4 discusses
the accuracy of the robot’s recognition of objects. Section 4.5 briefly shows a scene where
an object is recognized and projected onto a SLAM map.

The mobile robot used in this study is shown in Figure 7. An Intel RealSense D435i
RGB-D camera was mounted in the center of the robot body to acquire color and depth
images. NVIDIA TX2 was used as the main control computer for processing the data
obtained by sensors, and 16-line LIDAR was used for map construction and navigation.
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Figure 7. Mobile robot for testing.

4.1. Dataset Description

We tested the proposed method on two datasets: a public dataset (SUNRGBD multi-
modal artificial dataset) and a real-world dataset containing live images and depth maps
recorded by cameras mounted on a mobile robot.

4.1.1. SUNRGBD Dataset

We performed tests using the SUNRGBD dataset, which contains images of various
indoor complex environments captured using cameras with different depths. This dataset
includes various patterns; however, in this study, we used only RGB and depth images.
Figure 8 shows the recognition in different scenes of the dataset. The whole obstacle could
be recognized in different scenes. However, this data set has two shortcomings in the
actual test. One is that the photographer does not obtain data from the wheeled robot’s
perspective; the other is that in terms of content, there are too many and too miscellaneous
objects in the field of vision, which is inconvenient for data statistics and comparison. Thus,
a dataset containing only complex obstacles does not demonstrate the performance of the
proposed method.
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4.1.2. Real-World Dataset

Real-world applications need a dataset of real-world application scenarios so that
the strengths and weaknesses of the approach can be better evaluated. Therefore, we
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constructed the second dataset by remotely controlling the wheeled robot to move and
shoot to obtain different images. It includes streetlights, people, cars, buckets, tree trunks,
tables, chairs, etc. There are 50 different kinds of common obstacles, containing more than
500 images. Figure 9 shows some examples.
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4.2. Clustering Efficiency Comparison

The ideal result of the clustering algorithm is that points within the same category
have a high degree of similarity, while points between different categories have no sim-
ilarity. Silhouette Coefficient (SC) and Davies–Bouldin Index (DB) are common internal
indicators to evaluate the clustering performance, where SC is calculated between [−1, 1],
the larger the value means the higher the intra-class similarity and the larger the inter-class
distance, and DB is calculated between [0, 1], the smaller the value the better the clustering
performance better.

In order to verify the clustering performance of our method, we choose the tradi-
tional hierarchical clustering method as well as the advanced RSC method to compare
the clustering performance index results of the three methods under the same scenario
and preprocessing method, and the calculation results are shown in Table 1, where the
traditional hierarchical clustering method is from the sklearn library in Python.

Table 1. Clustering performance index.

People and Vehicle Roadblocks Bucket Tree Trunk

SC DB SC DB SC DB SC DB

Traditional
Method 0.6747 0.5467 0.8523 0.4037 0.7492 0.4127 0.5339 0.6531

RSC Method 0.7897 0.428 0.9005 0.1214 0.9423 0.079 0.8791 0.3453
Ours 0.8782 0.3256 0.9209 0.0957 0.9477 0.0833 0.8781 0.3459

In each column, the best results are highlighted in bold. From the table, we can see
that (1) the indicators of the clustering results of the same method in different scenes are
different. Additionally, the three methods show the same change trend, which may be
the influence of the scene characteristics themselves. (2) The results of clustering by the
method in this paper are generally similar to those of the RSC method and better than
the traditional hierarchical clustering method, which indicates that in most cases, the
method in this paper is competitive with the advanced methods. (3) Regarding metrics, our
method outperforms RSC’s method in scenario 1. Combined with the clustering images
in Figure 10 that may illustrate the results, our method clusters fewer outlier points in the
human-vehicle scenario, which indicates that our method has stronger noise resistance.
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The clustering speed is also an important indicator of how good the clustering method
is. The clustering speed of the three methods is shown in Figure 11, from which the method
in this paper is at least two times faster than the RSC method and 4–5 times faster than the
traditional method, which can better meet the working requirements of wheeled robots.
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4.3. Image Recognition Results

The internal metrics of clustering can only prove the clustering results internally,
whether it can be applied to the actual scenario also needs to verify the obstacle detection
performance. We label all obstacles as positive samples by manual labeling, and ground
shadows, noise, or other non-existent situations as negative samples. We also evaluate the
detection performance of different methods by the commonly used clustering performance
metrics Accuracy (ACC) and Fowlkes and Mallows Index (FMI).
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Table 2 shows the detection of each method under the test of 100 images. From the figure,
we can find that the detection effect of the method in this paper is better, and the accuracy is
4.13% and 19.34% higher compared with RSC and traditional methods, respectively.

Table 2. Obstacle detection results.

ACC FMI

Traditional Method 63.07% 0.7287
RSC Method 78.28% 0.8679

Ours 82.41% 0.8773

In the proposed process of us, the feature point extraction method is seriously affected
by illumination. We divide the samples into strong illumination, normal illumination,
weaker illumination, and dim illumination according to the illumination condition, which
is used to test the overall robustness of the process under different illumination. The
detection results are shown in Figure 12. From the figure, we can see that (1) the method in
this paper is influenced by the change of light, and the highest accuracy rate is 91.72% in
normal light, while the accuracy rate is only 71.4% in dim light, which needs to consider
the influence of environment when applying; (2) the recognition of the method in different
environments in this paper is better compared with other methods. Although there are
fluctuations in different environments, the overall difference is similar to the gap in the
mixed sample. (3) In terms of specific detection time, the detection frame rate of the method
in this paper can reach 20FPS, which can meet the real-time requirements of the application.
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Deep learning is a popular direction in the field of image recognition, and we compare
our method in this paper with the deep learning methods YOLOv7 and Swin–Transformer
YOLOv5 to verify the performance of our method. Deep learning methods are trained using
only normally illuminated images, and the metrics are shown in the following Table 3.

Table 3. Comparison of performance between this method and other methods.

ACC Precision Recall F1 Time

YOLOv7 81.47% 83.60% 82.96 84.38 0.232 s

Swin-Transformer YOLOv5 85.11% 92.54% 80.921 86.87 0.224 s

Ours 81.72% 85.54% 90.22 86.72 0.053 s

From the data, the method in this paper still lags behind the deep learning method in
terms of performance metrics but has four times the detection speed of the deep learning
method in embedded.



Electronics 2023, 12, 2316 14 of 18

4.4. Accuracy Test Results

The ultimate goal of obstacle detection applied to real-world scenarios is to ensure
the robot’s safety when it moves. Therefore, it is necessary to analyze whether the robot
can completely detect obstacles and the accuracy of the obstacle information acquired
by the robot. In the previous section, we discussed recognizing single-frame objects in
different scenarios but did not discuss whether complete recognition can be guaranteed.
In this section, we verify whether our method meets the safety requirements of the robot
by varying the distance and lighting conditions. In our experiments, we found that the
probability of successful recognition by the robot increases as the distance between the
robot and the obstacle gradually decreases. This situation is shown in Figure 13.

Electronics 2023, 12, x FOR PEER REVIEW 13 of 17 
 

 

  
 

(a) (b) (c) 

Figure 12. Barrier detection results under different lighting conditions. (a) ACC comparison results, 
(b) FMI comparison results, and (c) Comparison of time spent on the whole process. 

Deep learning is a popular direction in the field of image recognition, and we com-
pare our method in this paper with the deep learning methods YOLOv7 and Swin–Trans-
former YOLOv5 to verify the performance of our method. Deep learning methods are 
trained using only normally illuminated images, and the metrics are shown in the follow-
ing table 3. 

Table 3. Comparison of performance between this method and other methods 

 ACC Precision Recall F1 Time 
YOLOv7 81.47% 83.60% 82.96 84.38 0.232s 

Swin-Transformer YOLOv5 85.11% 92.54% 80.921 86.87 0.224s 
Ours 81.72% 85.54% 90.22 86.72 0.053s 

From the data, the method in this paper still lags behind the deep learning method 
in terms of performance metrics but has four times the detection speed of the deep learn-
ing method in embedded. 

4.4. Accuracy Test Results 
The ultimate goal of obstacle detection applied to real-world scenarios is to ensure 

the robot's safety when it moves. Therefore, it is necessary to analyze whether the robot 
can completely detect obstacles and the accuracy of the obstacle information acquired by 
the robot. In the previous section, we discussed recognizing single-frame objects in differ-
ent scenarios but did not discuss whether complete recognition can be guaranteed. In this 
section, we verify whether our method meets the safety requirements of the robot by var-
ying the distance and lighting conditions. In our experiments, we found that the proba-
bility of successful recognition by the robot increases as the distance between the robot 
and the obstacle gradually decreases. This situation is shown in Figure 13. 

  
(a) (b) 

Electronics 2023, 12, x FOR PEER REVIEW 14 of 17 
 

 

  
(c) (d) 

Figure 13. Different distance recognition effect. (a)(b) Remote identification situation;(c)(d) Close 
range recognition situation. 

We conducted 20 sets of experiments in different scenarios to verify the relationship 
between the distance between the robot and the obstacle and the detection success rate, 
and the final results are shown in Table 4. 

Table 4. Variation of detection success rate [%] with distance. 

 3 [m] 2.5 [m] 2 [m] 1.5 [m] 1.25 [m] 1 [m] 
Strong Illumination 78.2 88.9 94.6 100 100 100 

Normal Illumination 87.3 93.3 97.1 100 100 100 
Weaker Illumination 70.8 82.8 88.4 92.5 97.2 100 

Dim Illumination 0 0 52.4 77.3 93.7 100 

The success rate in the table is the number of detected samples as a percentage of the 
total number of samples and the distance in meters. 

The results show that the recognition success rate of the proposed method varies with 
the distance of the obstacle. Under non-extreme conditions, the recognition success rate 
exceeds 90% at distances of up to two meters. When the obstacle is within 1 m, full recog-
nition is possible even in dim light conditions, which proves that our method possesses 
the ability of full recognition. 

The second issue to consider is the recognition accuracy. We placed a cylindrical ob-
stacle with a diameter of 9 cm in the four scenes mentioned above to investigate the effect 
of illumination and distance on detection accuracy. The results are shown in Figure 14. 

From the results, our method guarantees the accuracy of obstacle detection up to a 
distance of three meters in normal light; when the light changes, it has reliable detection 
results within 1.5 m; between 1.5 m and 2 m large errors start to appear, with errors of 
around 2 cm; beyond 2 m huge errors start to appear. The results of the precision experi-
ments show that the clustering algorithm proposed in this paper can accurately obtain the 
edges of the obstacle, further verifying that the clustering performance of the algorithm is 
excellent. 

The above two experiments demonstrate that our method can ensure the robot's 
safety during its movement and can be applied to real work scenarios. 

Figure 13. Different distance recognition effect. (a,b) Remote identification situation; (c,d) Close
range recognition situation.

We conducted 20 sets of experiments in different scenarios to verify the relationship
between the distance between the robot and the obstacle and the detection success rate,
and the final results are shown in Table 4.

Table 4. Variation of detection success rate [%] with distance.

3 [m] 2.5 [m] 2 [m] 1.5 [m] 1.25 [m] 1 [m]

Strong Illumination 78.2 88.9 94.6 100 100 100
Normal Illumination 87.3 93.3 97.1 100 100 100
Weaker Illumination 70.8 82.8 88.4 92.5 97.2 100

Dim Illumination 0 0 52.4 77.3 93.7 100

The success rate in the table is the number of detected samples as a percentage of the
total number of samples and the distance in meters.

The results show that the recognition success rate of the proposed method varies
with the distance of the obstacle. Under non-extreme conditions, the recognition success
rate exceeds 90% at distances of up to two meters. When the obstacle is within 1 m,
full recognition is possible even in dim light conditions, which proves that our method
possesses the ability of full recognition.
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The second issue to consider is the recognition accuracy. We placed a cylindrical
obstacle with a diameter of 9 cm in the four scenes mentioned above to investigate the effect
of illumination and distance on detection accuracy. The results are shown in Figure 14.
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From the results, our method guarantees the accuracy of obstacle detection up to a
distance of three meters in normal light; when the light changes, it has reliable detection
results within 1.5 m; between 1.5 m and 2 m large errors start to appear, with errors
of around 2 cm; beyond 2 m huge errors start to appear. The results of the precision
experiments show that the clustering algorithm proposed in this paper can accurately
obtain the edges of the obstacle, further verifying that the clustering performance of the
algorithm is excellent.

The above two experiments demonstrate that our method can ensure the robot’s safety
during its movement and can be applied to real work scenarios.

4.5. Map Mapping Experiment

To verify the practicality of our method, we arranged for a pedestrian to walk in front
of the robot that was walking and tested whether the robot could detect the pedestrian and
perform obstacle avoidance. The results are shown in Figure 15. In Figure 15a, the robot
can quickly identify the obstacle and give the spatial coordinates of the obstacle, and in
Figure 15b, the addition of the obstacle to the SLAM map is shown.

Electronics 2023, 12, x FOR PEER REVIEW 15 of 17 
 

 

 
Figure 14. Recognition accuracy concerning illumination and distance. 

4.5. Map Mapping Experiment 
To verify the practicality of our method, we arranged for a pedestrian to walk in front 

of the robot that was walking and tested whether the robot could detect the pedestrian 
and perform obstacle avoidance. The results are shown in Figure 15. In Figure 15a, the 
robot can quickly identify the obstacle and give the spatial coordinates of the obstacle, and 
in Figure 15b, the addition of the obstacle to the SLAM map is shown. 

   
(a) (b) 

Figure 15. Obstacle detection and projection onto SLAM maps. (a) Obstacle detection; (b) Mapping 
obstacles to maps. 

5. Conclusions 
In conclusion, this paper presents a fast obstacle-detection process for RGB-D cam-

eras mounted on a wheeled robot. In this process, the image pre-processing part adjusts 
the parameters according to the changes in the environment, and the noise screening part 
is modified based on the referenced method according to the wheeled robot platform 
which we used. The main contribution is to propose a new hierarchical clustering method 
for this flow. The basic principle of this method is that for obstacles in the field of view of 
the RGB-D camera, there are two relationships between feature points on the same object 
contour in depth, one is within the same depth, and the other is that the depth interval 
between adjacent feature points in depth are within a certain distance value, i.e., they are 
continuously distributed in depth, and the obstacles with different depths are grouped 
and then further segmented from the horizontal direction. To verify the performance of 
the proposed clustering method and detection process, we compare it with the existing 
methods, and experimentally prove that the proposed method has similar performance 
with the RSC method in terms of the internal index of clustering, which is much faster 
than the traditional method, but more than one time faster than the RSC method in terms 
of clustering speed. The overall detection results are 4% and 19% higher than those of RSC 

Figure 15. Obstacle detection and projection onto SLAM maps. (a) Obstacle detection; (b) Mapping
obstacles to maps.



Electronics 2023, 12, 2316 16 of 18

5. Conclusions

In conclusion, this paper presents a fast obstacle-detection process for RGB-D cameras
mounted on a wheeled robot. In this process, the image pre-processing part adjusts the
parameters according to the changes in the environment, and the noise screening part is
modified based on the referenced method according to the wheeled robot platform which
we used. The main contribution is to propose a new hierarchical clustering method for
this flow. The basic principle of this method is that for obstacles in the field of view of
the RGB-D camera, there are two relationships between feature points on the same object
contour in depth, one is within the same depth, and the other is that the depth interval
between adjacent feature points in depth are within a certain distance value, i.e., they are
continuously distributed in depth, and the obstacles with different depths are grouped
and then further segmented from the horizontal direction. To verify the performance of
the proposed clustering method and detection process, we compare it with the existing
methods, and experimentally prove that the proposed method has similar performance
with the RSC method in terms of the internal index of clustering, which is much faster than
the traditional method, but more than one time faster than the RSC method in terms of
clustering speed. The overall detection results are 4% and 19% higher than those of RSC
and traditional methods, respectively, and the average detection speed is more than 20
FPS. Regarding detection accuracy, it can reach 2 cm within 3 m under normal illumination.
In summary, the proposed method can meet the detection needs of wheeled robots in
low-speed scenarios.

6. Discuss

In this paper, we verify the feasibility of our method by conducting experiments in dif-
ferent scenarios. From the experimental results, our method shows competitive recognition
performance in all types of environments. However, overall, the recognition success rate
of our method drops sharply when the illumination level darkens. For this, regularized
illumination optimization with depth noise suppression for flash image enhancement is a
feasible solution [29]. In future work, we will further investigate detection methods in dim
light environments.

In addition, our method needs to modify the parameters continuously according to
the actual environment during practical use. The main parameters are the boundary value
of the Canny operator and the depth interval parameter to determine whether the feature
points of an obstacle are continuously distributed in depth. The Canny operator mainly
affects the clustering time, Table 5 shows the detection time corresponding to different
boundary values of the Canny operator under normal illumination without affecting the
detection success rate.

Table 5. Relationship between Canny boundary values and detection time.

Lower boundary value 100 125 150
Upper boundary value 200 250 300

Detection time 92.81 ms 83.55 ms 56.25 ms

The greater the value of the depth interval parameter, the more likely different ob-
stacles will be grouped into the same category, and a smaller parameter will lead to the
same object being divided into multiple layers. Therefore, in practical use, the width that
the robot can pass is often used as the parameter, and two obstacles that are impassable
between them can be considered as the same obstacle.

To ensure detection efficiency, we tend to increase the boundary value of Canny, and
to better distinguish obstacles, we decrease the depth interval parameter. However, when
the light darkens, the obstacle contour becomes blurred, the feature points will become
fewer, and the depth interval parameter will affect the detection success rate when it is too
small. How to summarize the law of parameter change with the environment will be the
focus of the next research.
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