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Abstract: Ground-based synthetic aperture radar (GB-SAR), as a new non-contact measurement
technique, has been widely applied to obtain the dynamic deflection of various bridges without corner
reflectors. However, it will cause some high-frequency noise in the obtained dynamic deflection
with the low signal-to-noise ratio. To solve this problem, this paper proposes an innovative high-
frequency de-noising method combining the wavelet synchro-squeezing transform (WSST) method
with the extreme point symmetric mode decomposition (ESMD) method. First, the ESMD method is
applied to decompose the observed dynamic deflection signal into a series of intrinsic mode functions
(IMFs), and the frequency boundary of the original signal autocorrelation is filtered by the mutual
information entropy (MIE) for each IMF pair. Second, the high-frequency IMF components are fused
into a high-frequency sub-signal. WSST is performed to remove the influence of noise to reconstruct
a new sub-signal. Finally, the de-noised bridge dynamic deflection is reconstructed by the new
sub-signal, the remaining IMF components, and the residual curve R. For the simulated signal with
5 dB noise, the signal-to-noise ratio (SNR) after noise reduction is increased to 11.13 dB, and the
root-mean-square error (RMSE) is reduced to 0.30 mm. For the on-site experiment for the Wanning
Bridge, the noise rejection ratio (NRR) is 5.48 dB, and ratio of the variance root (RVR) is 0.05 mm. The
results indicate that the proposed ESMD-WSST method can retain more valid information and has a
better noise reduction ability than the ESMD, WSST, and EMD-WSST methods.

Keywords: bridge dynamic deflection; signal de-noising; ESMD method; WSST transformation; MIE

1. Introduction

As an important part of infrastructure in the process of urbanization, bridges are
getting more and more attention [1]. Because of rain erosion, acid corrosion, overloading,
etc., a bridge will gradually show deformation and cracks, which result in a decrease in
its loading capacity [2]. These conditions may directly lead to the collapse of the bridge,
causing property and life losses. Therefore, it is necessary to determine the operational
state of bridges [3]. The dynamic deflection, a time series signal, is an indicator that reflects
the operational status of a bridge, which can used to obtain the deformation of a joint
position of a bridge and further detect the degree of abnormality [4,5]. As a new non-
contact measurement technology, ground-based synthetic aperture radar (GB-SAR), has
been widely used in collecting dynamic deflection information with the advantages of fast
speed, wide range, and high precision [6,7].

Figure 1 shows the signal flow for dynamic deflection acquisition using a GB-SAR
radar wave. The beam starts from the radar transmitting unit, propagates through the air
medium, and reaches the surface of the measured object. It is reflected by the measured
object, and the reflected wave is received by another radar unit. By calculating the phase
difference of the two reflected waves, the displacement information of the measured object
can be obtained from the initial time Ty to the time T;,. Because the received signal will
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only select the echo with the highest reflection intensity, the reflectivity of the surface of
the measured object needs to be relatively high compared to the surrounding environment.
Before the radar wave is emitted from the unit, the GB-SAR instrument will contain a
systematic error, which is the first part of the noise. The second part of the noise is generated
after the launched beam. The radar wave transmission will be affected by atmospheric
refraction and environmental disturbances around the instrument. It should be noted that,
similarly, this effect will also occur during the echo process, thereby increasing the noise
content in the signal. Because the dynamic deflection measurement studies the vibration
generated by the vehicle excitation, the natural vibration of the bridge is the third part of
the noise information that needs to be removed [8]. In this case, to effectively reduce the
influence of noise and improve the accuracy of bridge abnormality detection, it is necessary
to perform a de-noising processing for the bridge dynamic deflection signal obtained by
GB-SAR.

Radar unit Measured object
Emitted waves
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Phase difference Displacement

Figure 1. Signal flow of GB-SAR radar wave.

At present, the commonly used de-noising methods for time series signals include
the filtering method [9,10], the empirical mode decomposition (EMD) method [11,12], and
the wavelet transform method [13,14]. The filtering method usually relies on the prior
information for signal de-noising [9]. When the main vibration frequency is known, most
of the noise can be removed by frequency filtering. Therefore, without prior information,
the filtering method is obviously not applicable in the non-stationary nonlinear dynamic
deflection signal. To deal with the non-stationary nonlinear signal, the EMD method is pro-
posed to adaptively decompose a signal into a series of intrinsic mode functions (IMFs) [11].
However, there is a problem of mode mixing in the decomposed IMF components by
the EMD method, which affects the accuracy of the results [12]. To solve the problem
of mode mixing, the ensemble empirical mode decomposition (EEMD) method and the
extreme-point symmetric mode decomposition (ESMD) method are proposed [15-18]. The
EEMD method decomposes a signal with the added white noise and calculates the average
value of multiple decomposed IMFs to alleviate mode mixing [15]. However, it still requires
empirical estimation to select an effective IMF component. Due to the oneness of white
noise added by the EEMD method, it still contains the residual noise [16]. The ESMD
method is a new time—frequency analysis method based on Hilbert-Huang transform
(HHT) improvement proposed by Wang et al. [17]. Compared with the EMD method, the
ESMD method adopts the internal extremum symmetrical interpolation to form the signal
envelope, which reduces the influence of the uncertainty of the low-frequency component
interpolation line [18]. It can improve the linear interpolation to increase the stability of the
signal decomposition and the phenomenon of excessively steep boundaries [18]. Moreover,
the ESMD method adopts the direct interpolation method for spectrum analysis, which can
not only directly reflect the time-varying amplitude and frequency of each mode, but also
clearly identify the instantaneous energy change [17-19]. In addition, the ESMD method
uses the least squares method to optimize the final residual mode and obtains the best
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adaptive global mean (AGM) [19], which can effectively reduce the difficulty of determin-
ing the number of modal decomposition screening and the mode mixing effect [20]. In
conclusion, the traditional EMD, EEMD, and ESMD methods are commonly used to reduce
the effect of noise by removing a certain number of low-order IMFs with relatively high
frequencies. However, the effective information will be lost in the high-frequency part, and
there will still be residual high-frequency noise in the remaining IMFs [11,16,18].

Due to the good localization characteristics, wavelet transform is commonly used for
high-frequency signal de-noising [14]. To retain more effective information of the signal,
Daubechies et al. proposed a wavelet-based synchro-squeezing transform (WSST) method
based on the idea of EMD decomposition [21]. It can reduce the time—frequency spectrum
blur caused by wavelet energy diffusion and noise, and improve the time-frequency
resolution by rearranging the frequency of the wavelet transform results [22]. Because the
reconstruction of the resulting signal is supported, the WSST method is also widely used
in signal de-noising [23-27]. However, the WSST method can be affected by the choice of
wavelet basis function and wavelet threshold criterion. Especially in the case of sudden
changes in environmental noise, it is difficult to identify short-term high-frequency changes
with the WSST method [23,24]. To solve this problem, Qin et al. integrated the EMD and
WSST methods to de-noise the seismic signals, which obtained more accurate results [28].
However, due to the shortcoming of too steep a boundary in the decomposed signal by
the EMD method, it still has the problem of modal mixing for the non-stationary nonlinear
dynamic deflection signal with a short time window.

To deal with the non-stationary nonlinear dynamic deflection collected by GB-SAR,
this paper proposes an innovative ESMD-WSST high-frequency de-noising method, which
can retain more effective information of the signal while high-frequency de-noising. The
original GB-SAR signal is decomposed into a series of IMF components by the ESMD
method, which can avoid the boundary effect and modal mixing problem. The mutual
information entropy (MIE) is adopted to distinguish the frequency boundaries of the
decomposed IMFs, and the high-frequency sub-signal can be obtained from the fusion of
high-frequency IMFs. The WSST method is used to de-noise the high-frequency sub-signal,
which greatly reduces the impact of environmental noise without losing high-frequency
effective information.

2. Methodology

The overall workflow of the proposed ESMD-WSST method is shown in Figure 2,
which includes the following key steps: (1) Obtain the multiple IMF components in different
frequencies of the dynamic deflection signal collected by GB-SAR by performing ESMD
decomposition. (2) Select a pair of IMFs with the lowest MIE value as the frequency
boundary of the original signal, and fuse the high-frequency IMFs as a new high-frequency
sub-signal. (3) Perform WSST to remove the influence of high-frequency noise in the high-
frequency sub-signal, and reconstruct the de-noised signal together with the remaining
IMF components and the residual curve R.

2.1. Mutual Information Entropy

Denote the bridge dynamic deflection signal as y(), which is a one-dimensional time
series. It can be decomposed using the ESMD method to obtain a series of IMFs with
different frequencies and an AGM curve R as follows:

Y0 = Y yinie (8) + R(Y) 1)
i=1

where 1 represents the number of the decomposed IMFs, yiur,(t) represents the IMF
components, and R(t) represents the AGM curve. In the ESMD method, the decomposition
is adaptive. An AGM curve is formed by the midpoint of the adjacent extremum points
to sequentially extract the IMF from the signal. The number of IMFs decomposed from
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L(y1mE, Y1ME,, )

= H(ymr) — H(yme |y, )= ), ), P(yIMPffyIMFi+1)1g<

each signal is only related to the complexity of the signal and has no correlation with
the remaining extreme points of the decomposition or the number of screenings. As the
proposed ESMD-WSST method has not been changed or optimized within the ESMD
method, for detailed decomposition steps, please refer to [17].

r The high frequency sub-signal acquisition process

The original observation signal y(f) is decomposed into a series of IMFs and an
AGM curve R using ESMD method

corresponding to the smallest MIE is the frequency boundary

Fuse IMF, to IMF, to obtain high frequency sub-signal H(f) of the original
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Figure 2. The overall workflow of the ESMD-WSST method.

For the two adjacent IMF components yjpr. and yimr,, (which can be treat as a pair
of IMFs), the joint distribution probability is the marginal distribution probability, which
can be expressed as p(yrmr,) and p(yimr,,,)- According to the definition of information
entropy, the joint distribution entropy is obtained as

H(yimr, Yimr,,) = Y Y. = p(vime, vimrE,)18p (VimE, YimE,,) ()

YIMF, €X YImE; | €Y

The MIE can be defined as

p (]/IMFi' yIMFi+1) ) 3)
yIMFiEXyIMFi+1€1/7 P(yIMFi)p(yIMFH])

Because yimr, and yiumr,,, are independent of each other, it can be proved by Jensen’s
inequality that the addition of variable yyF,,, can reduce the entropy of yjpp,. Therefore,
it can be found that:

I(yimr, YimE,,) >0 4)

MIE can also be a measure of the correlation between the different IMF pairs. The

closer the entropy is to zero, the lower the correlation between yjpr. and ymr, - The set of
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the IMF pair with the lowest MIE can be defined as the frequency boundary between the
high and low frequency of the signal y(t), which can be defined as follows:

k= first{min[I(yIMp].,yIMFM)] }, (1 <i<n-— 1) (5)

where k represents the IMF sequence number corresponding to the high and low frequency
boundary of the original signal y(t). After successfully distinguishing the frequency
boundary, the high-frequency signal H(t) and low-frequency L(t) signal can be constructed
according to Equations (6) and (7).

k—1
H(t) =Y yimr(t) (6)
i=1
L) = Y yinr () + R(D) %
i=k
y(t) = H(t) + L(1) ®)

2.2. ESMD-WSST De-Noising Method
The main steps of the proposed ESMD-WSST de-noising method are as follows:

1. Decompose the original signal y(t) into a series of IMFs and an AGM curve R.
Use MIE to calculate the correlation of IMF pairs, where the search parameter k repre-
sents the minimum value of MIE, and the corresponding IMF pair is the frequency
boundary.

3. The high-frequency sub-signal H(t) of the original signal is obtained by Equation (6).

4. Perform continuous wavelet transform (CWT) on sub-signal H(t) to obtain the
wavelet transform coefficients and instantaneous frequency using Equations (9)

and (10),
Wi (a,b) = /jo H(t)al/Zv,b(t_ab)dt )
wit(a,b) = ~i(Wir(a,b)) " 2 Wia(a,b) (10)

where 1 is the wavelet basis, and when ¢ < 0, the Fourier transform of ¢ is (&) = 0.
5.  Perform WSST on sub-signal H(t),

WSSTy(wy, b) = (Aw) 'Y Wi (ag, b)ay=%2(Aa), (11)

Ak

where the range of a; satisfies the interval |w(ay, b) — w;| < Aw/2, wy is the 1th discrete
angular frequency, ay is the kth discrete scale, Aw = wy — wi_1, and (Aa), = ax — ax_1.

6. Inverse transform WSSTy (wy, b) is adopted to obtain the compressed de-noised signal
H'(t) using Equation (12),

IWSSTy(b) = Re [Cwl / WH(a,b)a3/2da] = Re|C, 'Y WSSTy(w;, b)(Aw) | (12)
1
0

where Cy takes a finite value, and §({) is the conjugate Fourier transform of the basic
wavelet function d¢.
7. Combine H'(t) with the remaining L(t) to obtain the de-noised dynamic deflection
signal y/(t) = H'(t) 4+ L(¢#).
The WSST method has a good recognition effect on high-frequency changes, but
it is relatively poor in the low-frequency part. Through the decomposition of step 1,
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applying step 2 to extract the high frequency signal can avoid the low-frequency part
from participating in the WSST de-noising and preserve more low-frequency effective
information. Perform WSST de-noising in steps 3—6 for the high-frequency part. Because
the low-frequency part is not involved, the frequency window of WSST is reduced to a
certain extent. The resolution of WSST compression is improved, and the de-noising effect
is enhanced.

3. Experiments and Analysis
3.1. Simulated Experiment and Analysis

The signal collected by GB-SAR is harmonic, and in the process of dynamic loading,
the signal will produce short-time high-frequency (negative or positive) displacement
changes. In this situation, to verify the proposed ESMD-WSST de-noising method for
bridge dynamic deflection signals with low signal-to-noise ratio (SNR) using GB-SAR, the
simulated signals are designed as follows:

X1 (t) = cos(27tt + 2sin(37t)) 40s <t <80s
X5 () = 2sin(47tt) 0<t<40s,80s<t<120s (13)

X3(t) = 1.5cos(67t) — 1.5 50s <t <70s
W(t) = X(t) +n(t) (14)

where the simulated signal X(t) = Xj(t) + X»(t) + X3(t), and n(t) is the Gaussian white
noise with an SNR of 5 dB. The sampling frequency of all sub-signals is 100 Hz. The total
sampling time is 120 s with 12,000 sampling points. The constructed signal W (t) is shown
in Figure 3. It can be seen that X () in Figure 3 is used as a true value original signal, and it
has a vibration curve similar to that of a vehicle passing the bridge at a constant speed in
the interval of 40-80 s. The expression W(t) is the low SNR signal after adding white noise
to X(t).

Simulation signal Simulation signal
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Figure 3. The simulated signal W(t) and its constituent sub-signals.

In this study, the simulated experiment is illustrated by comparing the results with
the ESMD, WSST, and EMD-WSST methods. Except for the signal decomposition part,
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all other steps and internal parameters of the EMD-WSST method are consistent with the
proposed ESMD-WSST method. Two evaluation indicators, SNR and root-mean-square
error (RMSE), are adopted to quantify the de-noising effect of each method [29], which are
described as follows:

N 2, N ) N2
SNR = 101g<2 (m(j)) /El(”(]) —m(j)) )

j=1

(15)
_ 1 X N2
RMSE = |y ¥ (n(j) — m(j))

where m(j) represents the true value of the original signal, n(j) represents the value of the
de-noised signal, and N represents the number of sampling points.

The proposed method aims to retain more effective information while de-noising.
According to Equation (15), when the effective information in the signal is removed together
with the noise, the value of SNR may still be greatly improved. As the SNR can only reflect
the noise content of the signal after de-noising, the effectiveness of the proposed method
cannot be evaluated only using the SNR. Combining with the RMSE, which can reflect the
similarity of the signals, the results can more accurately reveal the retention of the effective
information. The results of the four methods are compared in Table 1. The visualization
results of the experiment are shown in Figure 4. Inspection of this figure and table highlight
the following features: (1) Compared with the original signal, the SNR of the de-noised
signal is increased by 6.3 dB by the proposed ESMD-WSST method, and the RMSE is
reduced by 0.473 mm. (2) Compared with the other three methods, the RMSE value of
proposed method is 0.3049 mm, which is the smallest of all. It shows that it has the highest
similarity with the original signal for the de-noised signal by the proposed method, which
indicates that the ESMD-WSST method is able to retain more useful information in the
de-noised signal. (3) The SNR of the de-noised signal is 11.33 dB by the proposed method,
which is the highest among the listed four methods. Although it is only 1.17 dB higher
than the ESMD method with SNR being 10.16 dB, considering that it has a lower RMSE
result for the proposed method, it has more effective information and less noise for the
de-noised signal by the proposed method. Therefore, the results of simulation experiments
indicate that the proposed ESMD-WSST de-noising method retains more signal effective
information while reducing noise, and it has a stronger de-noising ability than the ESMD,
WSST, and EMD-WSST methods.

Table 1. Comparison of SNR and RMSE among the four de-noised methods.

Simulated Signal = ESMD WSST EMD-WSST ESMD-WSST

SNR (dB) 5.03 10.16 7.24 9.99 11.33
RMSE (mm) 0.7799 0.4136 0.5601 0.4596 0.3049

These differences in results are, on the one hand, caused by the different decompo-
sitions of the EMD and ESMD methods. Figure 5a,b show the results of the decomposed
IMFs of the noisy signal W(t) using the ESMD and EMD methods, respectively. Because
both methods are adaptive to the signal decomposition, the number of decomposed IMF
is only related to the complexity of the original signal. The decomposed 9 IMFs and R
are obtained by the EMD method, which are less than the decomposed 11 IMFs and an
AGM curve R obtained by the ESMD method. As shown in the red areas in Figure 5b,
the reason is that the decomposed IMF2 and IMF4 get different degrees of modal mixing,
which would lead to the deviation of the MIE calculation and further cause one to misjudge
the frequency boundary of the signal W(t) and affect the noise reduction effect.
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Figure 4. Curve comparison between the de-noised signal and true value signal: (a) curve comparison
between the ESMD de-noised signal and true value signal, (b) curve comparison between the WSST
de-noised signal and true value signal, (c) curve comparison between the EMD-WSST de-noised
signal and true value signal, (d) curve comparison between the ESMD-WSST de-noised signal and
true value signal.
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Figure 5. Simulated original signal W(t) decomposition by the ESMD method and EMD method:
(a) decomposed IMFs and an R by the ESMD method, and (b) decomposed IMFs and an R by the
EMD method. (Red area shows obvious modal mixing).

On the other hand, in the process of WSST, the content of the noise part of the signal
will also affect the noise reduction effect. According to the obtained MIE in Table 2, IMF1
and IMF?2 are fused to acquire the high-frequency sub-signal Hj(t) by the ESMD-WSST
method. Similarly, according to the obtained MIE in Table 3, H>(t) is formed by combining
IMF1 to IMF7 by the EMD-WSST method. The WSST spectrogram of Hy(t), H(t), and
W (t) are shown in Figure 6. The red boxes in the figure mark the absence of low-frequency
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effective information. It can also be seen from the figure that (a) has the largest proportion
of noise energy, followed by (b), and (c) is the smallest. Due to the different number
of mixed IMFs, the effective information content of the three signals presented by the
spectrogram is also different. For this reason, the energy of the noise for Hy (¢) is larger, and
the noise mixing will be reduced through the signal reconstructing. Moreover, the ESMD
de-noising method directly removed the high-frequency sub-signal with noise, together
with the effective information. Therefore, the RMSE value obtained by the ESMD method
is not as good as that by the proposed ESMD-WSST method. In conclusion, the RMSE
value can reflect the effective information proportion of the de-noised signal. The smaller
the RMSE, the higher the effective information content. Therefore, compared with other
de-noising methods, the proposed ESMD-WSST method can retain more high-frequency
effective information of the original signal.

Table 2. MIE between the IMFs decomposed by the ESMD method.

IMF Pairs 1~2 2~3 3~4 4~5 5~6 6~7 7~8 8~9 9~10 10~11 11~R
MIE 0.8927 0.8658  0.8847  0.8974 0.8817  0.8903  0.8960 0.8982 0.8908  0.8924  0.9182
Table 3. MIE between the IMFs decomposed by the EMD method.
IMF Pairs 1~2 2~3 3~4 4~5 5~6 6~7 7~8 8~9 9~R
MIE 0.8684 0.8735 0.8982 0.8965 0.8920 0.8642 0.8872 0.9188 0.9340
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Figure 6. Spectrogram of WSST results: (a) WSST spectrogram of high-frequency sub-signal H (f),
(b) WSST spectrogram of high-frequency sub-signal H,(t), and (c) WSST spectrogram of original
signal W(t). (Red area represents the difference in content of low-frequency effective information in
each signal).

3.2. On-Site Experiment and Analysis

The Wanning Bridge is selected as the experimental bridge in this study to validate
the accuracy of the proposed de-noising method for the dynamic deflection obtained by
GB-SAR. The Wanning Bridge is a single-hole solid belly stone arch bridge with a span of
6.8 m, which is located on Di’anmenwai Street, Beijing, China, as shown in Figure 7a. It
is still performing its traffic function as an important bridge in Beijing with a history of
500 years. To ensure its carrying capacity and the safety of vehicle traffic, it is necessary
to monitor the Wanning Bridge regularly. Imaging by interferometry survey (IBIS-S), a
kind of GB-SAR instrument, was used to obtain the dynamic deflection of the monitored
bridge [30,31]. For a detailed introduction to IBIS-S, please refer to [30]. In order to obtain
the dynamic deflection of the middle-span of the bridge completely, the IBIS-S instrument
was placed under the bridge, facing the centerline of the lower surface of the bridge arch,
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as shown in Figure 7b. The angle of the radar unit was set to 25°, the range resolution was
0.75 m, so that the radar beam can cover more of the bridge surface. The radar was set at
a vertical distance of 1.2 m from the bottom of the bridge. The sampling frequency was
99.8 Hz, and the data acquisition time was 120 s.

(a) (b)

Figure 7. The Wanning Bridge and the IBIS-S instrument layout. (a) The Wanning Bridge and
(b) layout of IBIS-S for the Wanning Bridge.

Figure 8 shows the obtained dynamic deflection Z(t) at the mid-span point of the
Wanning Bridge. Due to the construction in ancient times, the reflectivity of the stone
structures on the underside of the bridge is quite different, which affects the noise content
of the dynamic deflection collected by GB-SAR. Moreover, the influence of the surrounding
environment and the instrument itself make the noise information mixed with the measured
dynamic deflection unavoidable. Therefore, to improve the accuracy of the obtained
dynamic deflection at the mid-span point of the Wanning Bridge and to facilitate its regular
monitoring, it is necessary to reduce the noises in the monitored dynamic deflection signal.

4 [

z

Displacement(mm)

—

60
Time(s)
Figure 8. Dynamic deflection data Z(t) of the mid-span point on the Wanning bridge.

As shown in Figure 9, Z(t) is decomposed into 11 IMFs and an AGM curve R. The
MIE of each IMF pair is calculated, shown in Table 4. As described in Section 2, the IMF
pair corresponding to the smallest MIE indicates the frequency boundary of signal Z(t).
Therefore, IMF1 and IMF?2 are fused to obtain the high-frequency sub-signal H,(t) of Z().
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Figure 9. The decomposed 11 IMFs components and an AGM curve R of Z(t) by the ESMD method.

Table 4. MIE between the IMFs decomposed by the ESMD method for signal Z(t).

IMEF Pairs 1~2 2~3 3~4 4~5 5~6 6~7 7~8 8~9 9~10 10~11 11~R
MIE 0.7137  0.6687  0.6894 0.7507 0.7942 08151 0.8371 0.8393  0.8628  0.8929 0.9061

Figure 10 shows the comparison between the original signal and the de-noised signal
by the method proposed in this paper. The collected signal starts to enter the strong load
from approximately 50 s and lasts until the load disappears at approximately 80 s. During
this period, the vibration frequency of the effective information in the signal increases.
The results indicate that the proposed ESMD-WSST method does not lose much high-
frequencies effective information and reduces the noise interference, which is very effective
for noise reduction of the dynamic deflection signal collected by GB-SAR.

4 T

———ESMD-WSST de-noised signal
—— QOriginal signal

Displacement(mm)

0 20 40 60 80 100 120
Time(s)

Figure 10. Curve comparison between ESMD-WSST de-noised signal and the original signal.

Because the SNR and RMSE need to use the noise-free ground-truth signal as a
reference, the actual value of the observed signal cannot be obtained in the experiment. In
this study, the noise rejection ratio (NRR) and ratio of the variance root (RVR) are adopted
to evaluate the noise reduction effect of the proposed ESMD-WSST method. In general, the
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larger the NRR is and the smaller RVR is, the better the de-noised effect is [19,32]. NRR can
reflect the ability to resist interference, which is defined as

NRR =10 x [1g0? — 103 (16)

where 01 and 7 are the variance of the signals before and after signal de-noising.
RVR could reflect the smoothness of the noise signal, which is defined as

N-1 . . 5
L [m(j) —m(j—1)]

RVR = 12 (17)
L [n()=n(j - P2

where n(j) is the jth element of the original signal, m(j) is the jth element of the de-noised
signal, and N is the number of sampling points.

To quantify the noise suppression efficiency, the de-noising evaluations NRR and RVR
of the ESMD, WSST, EMD-WSST, and ESMD-WSST method are shown in Table 5. The NRR
and RVR of the proposed method are 5.48 dB and 0.0501 mm. Due to the small variance of
the original signal, the improvement in NRR is not huge. However, compared with other
three methods, the proposed ESMD-WSST method still has a significant improvement in
NRR. At the same time, the de-noising effect is evaluated together with RVR. Therefore, the
method proposed in this paper is more suitable for de-noising the GB-SAR bridge dynamic
deflection.

Table 5. Comparison of NRR and RVR among the four de-noised methods.

Proposed
ESMD WSST EMD-WSST Method
NRR (dB) 4.42 3.99 4.48 5.48
RVR (mm) 0.1471 0.1732 0.0732 0.0501

4. Conclusions

The ESMD de-noising method reduces the influence of high-frequency noise by remov-
ing low-order IMFs, and it inevitably loses the effective information of the high-frequency
part. The WSST method suppresses the influence of noise by compressing the components
near the main frequency range. However, due to the influence of the wavelet basis, the
processing effect of the short-term frequency conversion signal is poor. Therefore, to im-
prove the accuracy of the obtained bridge dynamic deflection by GB-SAR, an innovative
high-frequency de-noising approach integrating the ESMD and WSST methods is proposed
in this study. The results from both simulation and practical experiments clearly highlight
the following:

1.  The feasibility and accuracy of the proposed ESMD-WSST de-noising method are
verified by simulation experiments. In the low signal-to-noise ratio (5 dB) environ-
ment, the SNR of the proposed method after noise reduction is 11.33 dB, and the
RMSE value is 0.3049 mm, which is far superior to the traditional ESMD, WSST, and
EMD-WSST methods.

2. Considering the high-frequency noise content (low original SNR) and short-term
high-frequency changes of bridge dynamic deflections collected by GB-SAR, the high-
frequency IMF components decomposed by the ESMD method are fused by IME
classification, and the high-frequency noise is compressed by the characteristics of
WSST transform. It greatly preserves the effective information in the high frequency
and improves the accuracy of the bridge dynamic deflection obtained by GB-SAR.

3. The evaluation indicators in both the simulation experiment and the on-site bridge
experiment show that the proposed ESMD-WSST de-noising method has a good noise
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reduction ability for the actual GB-SAR dynamic deflection, which not only reduces
the impact of noise, but also retains more effective information.

In summary, the method proposed in this paper can effectively de-noise the bridge
dynamic deflection obtained by GB-SAR. It is speculated that this method is also applicable
to signals with short-term high-frequency changes, such as strong earthquake signals and
explosion signals. Due to experimental limitations, no demonstration has been con-ducted
for other types of signals. At the same time, this method aims to extract more effective
information from low SNR signal. When general noise removal is carried out for signals
with high initial SNR, the results of proposed method cannot be guaranteed to be better.
Future developments can extend the proposed method to the field of image noise reduction
or experiment with additional signals.
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