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Abstract: Alzheimer’s disease (AD) is one of the most common diseases causing cognitive impairment
in middle-aged and elderly people, and the high cost of the disease poses a challenge for health
systems to cope with the expected increasing number of cases in the future. With the advance of aging
of the society, China has the largest number of Alzheimer’s disease patients in the world. Therefore,
how to diagnose Alzheimer’s disease early and accurately and intervene positively is an urgent
problem. In this paper, the improved MultiRes + UNet network is used to effectively segment the
brain tissue in the preprocessing. This method expands the convolutional field by null convolution to
integrate the global information, mitigates the differences between encoder–decoder features by using
MultiRes block and Res path structure, greatly reducing the memory requirement, and improving its
accuracy, applicability, and robustness. The non-local means the attention model is introduced to
make the mapped organization categories free from noise interference. In the classification problem,
this paper adopts the improved VoxCNN network model for binary classification of AD, EMCI,
LMCI, and NC. Experiments showed that the model classification performance and the accuracy
rate improved significantly with the combined effect of the improved MultiRes + UNet network and
VoxCNN network, the binary classification accuracy was 98.35% for AD vs. NC, 89.46% for AD vs.
LMCI, 83.95% for LMCI vs. EMCI, and 88.27% for EMCI vs. NC.

Keywords: brain image segmentation; MultiRes + UNet; MRI; VoxCNN network

1. Introduction

Alzheimer’s disease (AD), commonly known as dementia, is a neurodegenerative
disease that has a slow onset process and worsens gradually over time, with a combined
probability of 60% to 70% of dementias, and as one of the diseases that cannot be effectively
treated at present, it is a disease that occurs in old age and preaging [1–3]. It is a persistent
neurodegenerative disease with a slow onset and deterioration over time. Its true cause is
still unknown and treatment is expensive, and in recent years, more and more scholars at
home and abroad have focused their research on the early diagnosis of AD. It is estimated
that the number of people with dementia worldwide is currently 47.5 million and will reach
75 million by 2030. The number of people with dementia is expected to be nearly three
times larger by 2050 than it is today [4,5]. The high cost of the disease poses a challenge
for the health system to cope with the expected increasing number of cases in the future.
With the deepening aging of Chinese society, China already has the largest number of
Alzheimer’s disease patients in the world.

With the advancement and development of electronic medical imaging technology, it
has become mainstream to observe information related to medical imaging to help diagnose
brain diseases [6,7]. As one of the most common forms of medical imaging today, magnetic
resonance imaging (MRI) [8] can display the soft tissue and structural morphology being
examined, and in contrast to other medical imaging modalities, it can avoid the effects of
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ionizing radiation on the body [9–11]. For Alzheimer’s disease, MRI image [12] analysis
has an excellent performance in reflecting the shrinkage of brain tissue in AD and Mild
Cognitive Impairment(MCI) patients. With the rapid development of electronic information
technology and computer science and technology, the application of deep learning in the
field of medical diagnosis is becoming more and more common. At present, more and more
scholars have started to devote themselves to the comprehensive study of AD classification
by combining deep learning and a large amount of medical image data.

In recent years, scholars have also begun to pay attention to the emerging direction
of MRI + deep learning, especially the classification of Alzheimer’s disease based on the
combination of MRI and information feature extraction. In 2014, Suk et al. [13] used the
Deep Boltzmann Machine (DBM) to extract characteristic image information from Positron
Emission Tomography (PET) and MRI data from 398 subjects in the Alzheimer’s Disease
Neuroimaging Initiative (ADNI), and tried to classify AD and normal control (NC), MCI
and NC, and achieved good results. In 2015, Suk et al. [14] again used the Selection Auto
Encoder (SAE) algorithm to extract PET, MRI, and CSF (Cerebral Spinal Fluid) data features
from the subject sample information to dichotomize AD and NC, MCI and NC, and AD
and MCI, achieving more promising classification results. In the same year, Liu et al. [15]
similarly used classification SAE in a study to extract highly informative features from PET
and MRI data and quadruple-classify between AD, pMCI, sMCI, and NC with an average
accuracy of 46.3% level of classification. In 2016, Sarraf et al. [16] achieved an average
accuracy of 46.3% by studying the use of Convolutional Neural Network (CNN) to extract
feature information from processed MRI images as well as fMRI images, respectively,
the accuracy of AD and NC dichotomous classification was further improved and has
reached a very satisfactory level. Liu et al. [17] used CNN feature learning for pre-trained
convolutional models for feature extraction of images and achieved good results in AD,
MCI, and NC classification; Hosseini-Asl et al. [18] applied the 3DCNN approach for the
classification of AD episodes and also achieved good results. However, the things like
parameter settings of the classifier of traditional machine learning were not stated in the
article; Li et al. [19] proposed a brain network construction method based on multi-scale
subcortical thickness differences. This method solved the problem that only the inter-mean
relationships of brain regions were considered in the previous network construction and
the local characteristics within the brain regions were ignored. Liu et al. [20] extracted
discriminative image blocks of AD-related regions from MRI images as input data and
trained them using 3D-CNN, and obtained 91.09% (AD vs. NC) and 76.90% (Early Mild
Cognitive Impairment, EMCI vs. Late Mild Cognitive Impairment, LMCI) accuracy rates.
Korolev et al. [21] proposed a VoxCNN neural network architecture, which was well trained
for neural network models. They classified brain MRI images of NC and AD, and the
results showed that the classification accuracy of the model was 79% respectively, and
although the values were relatively low, their model building process was much simpler.

Brain MRI images are inherently susceptible to noise, partial volume effects, and
uneven grayscale. The brain itself has a complex structure, and the distribution of gray
matter (GM), white matter (WM), and cerebrospinal fluid (CSF) are scattered and the ratio
varies greatly, making it difficult to segment accurately and effectively. Accurate and
effective segmentation of the three tissue fluids in brain tissue can help doctors to make
effective diagnosis and treatment of brain diseases of patients, which has very important
medical significance; on the other hand, it also has research significance for the exploration
of the human brain.

Currently, MRI image segmentation schemes can be divided into the following three
categories: image segmentation based on regional features [22,23], image segmentation
based on atlas features [24,25], and image segmentation based on deep learning [26–28].
The regional feature-based image segmentation method divides the image according to the
basic features, such as the texture, grayscale, and gradient of the image to divide the image.
Since the grayscale difference between different regions of brain MRI images is not very
large, the segmentation effect is not very satisfactory. The method of image segmentation
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based on spectrum feature is to select suitable template image and suitable image matching
algorithm, the pixel points on the template are mapped to the points on the image to be
aligned, and each pixel point on the image to be aligned is labeled. Since the segmentation
results are very dependent on the similarity between the template image and the image
to be aligned, the segmentation results are not very satisfactory; image segmentation
based on deep learning utilizes nonlinear feature extraction capability, high-dimensional
features of the image are obtained and then the image or pixel points are classified, the
back-propagation algorithm is used to reduce the loss function and gradually improve the
processing results. Under the condition of a sufficient number of images and high-quality
annotation results, a suitable network model is selected, and by training and tuning of
parameters, better results can be obtained in the end.

The work in this paper is developed based on this background, focusing on the topic of
MCI recognition, using MRI and deep learning as research tools, proposing the application
of MultiRes + UNet network for brain tissue segmentation and binary classification of
AD, EMCI, LMCI, and NC with an improved VoxCNN network. The aim is to find excel-
lent methods of discriminating diseases and to improve the efficiency of computer-aided
diagnosis, as well as to promote the study of pathophysiological mechanisms of diseases.

The rest of this article is organized as follows: the second part reviews the relevant
research work, the third part describes the experimental design and algorithm evaluation
criteria, the fourth part analyzes the experimental results, and the last part is the conclusion
for the article.

2. Related Work
2.1. Brain Tissue Segmentation

This paper provides a brain MRI image segmentation method based on the improved
MultiRes + UNet network [29], which can accurately and efficiently segment GM, WM,
and CSF in brain MRI. The improved MultiRes + UNet network still uses the basic UNet
architecture. The network structure is divided into two symmetric parts: an encoder that
extracts spatial features from the images (down-sampling) and a decoder that constructs
segmentation maps from the encoded features (up-sampling). Figure 1 shows the overall
architecture of the modified MultiRes + UNet algorithm. The structure consists of the
Dilated Convolution, MultiRes module, and Res Path structure. To better coordinate
the global information of the image, the dilated convolution is introduced to expand
the perceptual field; all the modules in UNet are converted into MultiRes modules in
the network, which is extended by multiple 3 × 3 × 3 convolution blocks and residual
connections to make the network have a better local topology and thus better handle the
size problem. Res Path is also introduced to reduce the semantic gap generating between
encoder and decoder features through nonlinear operations. The non-local means attention
model was used to redistribute the 3D eigenvalues and input them to the last layer of the
network for image segmentation to obtain the segmentation effect of the three brain tissues.
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2.1.1. Dilated Convolution

In the pixel-level prediction task, the prediction result is end-to-end pixel-level output,
and the size of the output image should be consistent with the input image. To address the
problem that down-sampling will reduce image resolution and lose feature information,
this paper introduces Dilated Convolution [30], which further extracts features at different
scales by stuffing spaces between convolution kernel elements to increase the perceptual
field during convolution, and fuses features at different scales to obtain more expressive
integrated features. Thus, the global information of the image is learned better and the
target is pinpointed. In this network, MultiRes block5 replaces the regular convolution
with the dilated Convolution.

The dilated convolution formula can be expressed as:

(F, ∗l , k)(P) = ∑
s+lt=P

F(s) · k(t) (1)

In the formula: F is the input three-dimensional image and s its domain; l is the
expansion factor; ∗l is the cavity convolution; k is the kernel function; and P is the domain
of the dilated convolution.

When the model is stuffed with d− 1 the number of spaces, the size of the convolution
kernel of the null convolution can be expressed as:

n = k + (k− 1) ∗ (d− 1) (2)

where: k denotes the convolution kernel size; d is the dilated convolution sampling rate.
The size of the output feature map after dilated convolution can be expressed as:

o =

⌊
i− 2p− n

q

⌋
+ 1 (3)

where: i denotes the size of the input dilated convolution; p represents the number of
complementary zeros in the convolution process; n is the size of the new convolution kernel
after the hole convolution; and q is the convolution step size.

2.1.2. MultiRes Block + Res Path Structure

MultiRes block, as shown in Figure 2, this module replaces the convolutional layers
in the UNet structure to coordinate learning features at different scales. At its core, it
uses a series of smaller 3 × 3 × 3 convolutional blocks to decompose the 5 × 5 × 5 and
7 × 7 × 7 convolutional layers. The output of the 2nd and 3rd 3 × 3 × 3 convolutional
blocks effectively approximates the 5 × 5 × 5 and 7 × 7 × 7 convolutional operations,
respectively. Thus, the number of network parameters is reduced, the depth of the network
is increased, and the training speed of the network is accelerated. The outputs from
the three convolution blocks are obtained and concatenated to extract spatial features at
different scales. A residual structure connection (1 × 1 × 1 convolution kernel) for size
preservation is also added, and finally, add fusion is used. The memory requirement is
greatly reduced by the improvement of this method.
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The Res path structure is shown in Figure 3. A shortcut connection is used in the
UNet structure to enable the network to propagate from the encoder to the decoder, but
the features in the encoder have a large semantic gap due to the shallow convolution
layers (lower-level features), while the corresponding features in the decoder have a large
semantic gap due to the deeper convolution layers (higher-level features), and it is not
appropriate to directly splice the two. In this structure, to mitigate the difference between
encoder–decoder features, the encoder features are subjected to convolution operation
before being connected with the corresponding features in the decoder. By the nonlinear
operation of 3 × 3 × 3 convolutional layers with 1 × 1 × 1 residual structure, the encoder–
decoder has a consistent depth before the concatenation, and 4, 3, 2, 1 convolutional layer
are used in ResPath1, 2, 3, and 4, respectively.
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The 3D feature values of MultiRes Block9 were redistributed by the non-local means
attention model. The 3D feature values of the redistributed feature values were input to
the Softmax layer for image segmentation, and the segmentation results of the three brain
tissues were obtained.

2.2. Classification Structure

The network framework of this paper is an improved VoxCNN based on the VGG
network. VoxCNN architecture has four convolutional modules for extracting image
features, and the number of filters set between layers keeps increasing. The image size
input in this experiment is 110× 110× 110. To optimize the neural network, Set BatchNorm
layer for batch standardization before classification output, and a Dropout layer is set up
for regularization to prevent overfitting of the model. Finally, the classification output with
Softmax nonlinear output is performed.

The paper takes the VoxCNN network as the baseline for improvement—firstly, Dou-
ble Conv3D blocks in the VoxCNN network from 8, 16, 32, 64 channels to 16, 32, 64,
128 channels [31]. Secondly, since feature extraction is performed by four Con3D blocks in
the model, an MS-SE-Inception block is added after the output of the second convolutional
layer. This module mainly contains Inception Block [32], MS-CAM [33], and SE Layer [34].
Inception block uses convolutional kernels of 1 × 1 × 1, 3 × 3 × 3, and 5 × 5 × 5 scales to
increase the network width and extract more features so that the network has an excellent
local topology. Introduce the MS-CAM module. Two branches with different scales were
used to extract channel attention weights. One is the global feature branch and one is the
local feature branch. The global branch is based on SE-Net, but the full connection layer
is replaced by Point-wise Conv, and the local branch is directly used by Point-Wise Conv.
The core idea of MS-CAM is that channel attention can be realized at multiple scales by
changing the size of the spatial pool. To make it as lightweight as possible, just add the
local context to the global context in the Attention module. The point-wise convolution
(PWConv) is selected as the channel context fender, which only uses the point-to-channel
fusion at each spatial location. The initial module of SE-Layer is introduced to operate
global Average pooling as Squeeze. When ReLu is activated, it ascends back to the original
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dimension through a fully connected layer. Connect the activation function Sigmoid to get
the normalized weight between 0 and 1. After passing through the 1 × 1 × 1 convolutional
layer, the CBAM module is introduced, and its output weight is added into the output
of the fusion strategy, which is connected to the next Conv3D blocks as the output of the
MS-SE-Inception block. Its structure is shown in Figure 4.
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3. Experimental Design and Algorithm Evaluation Criteria
3.1. Experimental Data

The Internet Brain Segmentation Repository 18 (IBSR 18) is used for the Segmentation
of Brain tissue. The dataset provides 18 sets of normal real Brain MRI images and manual
guided expert Segmentation results. Expert segmentation results are composed of four
categories: background, WM, GM, and CSF. The size of the image is 256× 128× 256 voxels.

The T1-weighted images used in this experiment were obtained from the ADNI
database [35–37], and after filtering out some data with incomplete information, a total
of 329 ADNI samples were selected as data for this experiment. As shown in Table 1,
this dataset contains 108 diseased samples (AD), 55 early mild cognitive impairment
(EMCI), 56 late mild cognitive impairment (LMCI), and 110 normal samples (NC). Due
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to the small size of the dataset used in this experiment, we used 5-fold cross validation
to divide the sample into five equal parts, and 20% of the data from each part was taken
as test data. Then, we carried out five iterations of training and validation to ensure that
each fold was used only once in the test. Therefore, for each round of cross-validation,
each performance of the model can be obtained, thus reducing the variance of the results.
Through data augmentation operation, the amount of training data increased by 10 times.
Finally, 2650 training MRIs and 66 test MRIs were fed into the proposed method for the
classification.

Table 1. Experimental data details.

Group Number Age Gender (Male/Female)

NC 108 69–87 58/50
EMCI 55 63–83 30/25
LMCI 56 60–85 27/29

AD 110 63–85 48/62

3.2. Experimental Method

The image preprocessing part of this paper includes steps such as head movement
correction, alignment, cranial rejection, image enhancement, and segmentation. For the
segmentation part, the segmentation network of WM, GM, and CSF was established,
and the network is established, trained, and tested based on the PaddlePaddle framework
developed by Baidu. The software environment is Windows, relying on Python 3.6, Opencv-
Python, Paddlepaddle-GPU, and imgaug.

The input for training was a 3D MRI image of 110 × 110 × 110 size, and a modified
version of Cycle LR strategy with faster convergence Adam was used. The experimental
flow chart of this paper is shown in Figure 5, including the training stage and test stage of
the image pretreatment classification network, and the steps are as follows.
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Figure 5. Experimental flow chart of the method in this paper.

(1) The MRI images of AD, EMCI, LMCI, and NC were input into the trained MultiRes +
UNet model, and the MRI images were segmented into WM, GM, and CSF.

(2) The segmented images are fed into the improved VoxCNN, Adam was used for
training, and the learning rate was 0.001, with a total of 150 epochs.

(3) The MRI images of AD/NC, AD/LMCI, LMCI/EMCI, and EMCI/NC were respec-
tively input into the improved VoxCNN to train the binary classification network.
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(4) In the test phase, the MRI images of unknown classification were directly input into
the trained improved VoxCNN, and the classification results were given.

The classification module adopts the improved VoxCNN, as shown in Figure 4. The
input of the network is also a 3D MRI image of 110 × 110 × 110 size, and the Batch Size is
set to 5. Each model is trained with 150 Epochs. The model data are saved for each iteration
of Epoch training, and the validation set data are used to calculate the correct classification
rate of the current model. When all Epoch iterations are completed, the network selects the
model with the best classification performance in the validation set to perform the final
classification on the test set data and calculates the correct and accurate rate of the model
classification. The Adam algorithm is applied to optimize the network parameters during
the training process, and the initial learning rate is set to 27 × 10−6.

3.3. Segmentation Evaluation Method

In this paper, two evaluation metrics, Jaccard coefficient (JS) and Dice coefficient (DSC),
are used as segmentation evaluation criteria, where the Jaccard coefficient indicates the
overlap between the segmented image and the standard segmented image, and a higher
Jaccard coefficient represents a higher overlap between the two images; the Dice coefficient
is used to evaluate the accuracy of the segmentation algorithm, and it can likewise describe
the overlap between the segmented image and the standard segmentation map. They are
calculated as Equations (4) and (5):

JS =
|Ai ∩ Bi|
|Ai ∪ Bi|

(4)

DSC =
2|Ai ∩ Bi|
|Ai|+ |Bi|

(5)

where Ai represents the part of the standard segmented image belonging to category i and
Bi represents the part of the image belonging to category i after segmentation with the
segmentation algorithm.

3.4. Classification Evaluation Method

In this paper, the classification algorithm accuracy (Acc), sensitivity (Sens), and speci-
ficity (Spec) metrics are evaluated according to the following three evaluation criteria.
Accuracy represents the proportion of correctly classified samples in the total samples,
which can be found in Equation (6):

Acc =
TP + TN

TP + FN + TN + FP
(6)

The sensitivity represents the proportion of correctly identified samples in the overall
sample, as can be seen in Equation (7):

Sens =
TP

TP + FN
(7)

Specificity indicates the proportion of correctly identified healthy samples out of the
total healthy samples, as can be seen in Equation (8):

Spec =
TN

TN + FP
(8)

In the equation: TP (True Positive) indicates the number of samples with the same
predicted and actual results; TN (True Negative) indicates the number of abnormalities
in both actual and detected results; FP (False Positive) indicates the number of samples
with other results misclassified as this class; FN (False Negative) indicates the number of
samples with this result misclassified as other classes.
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4. Experiments and Analysis of Results
4.1. Segmentation Experiments

To visualize the performance advantages of the method in this paper for the brain
tissue segmentation task, a comparison with commonly used models in terms of two
evaluation metrics, JS and DSC, were performed. Table 2 shows the comparison of the
evaluation metrics of the four methods. It can be seen that the segmentation accuracy of the
algorithm proposed in this paper is higher than the other three segmentation algorithms
for the three tissues of brain white matter, brain gray matter, and cerebrospinal fluid,
which proves that combining biometric features can effectively improve the segmentation
accuracy of brain tissues.

Table 2. Comparison of segmentation results of three segmentation algorithms.

Segmentation
Method

WM GM CSF

DSC JS DSC JS DSC JS

SegNet 0.713 0.625 0.736 0.685 0.672 0.588
U-Net 0.861 0.793 0.903 0.845 0.852 0.748

MultiRes + UNet 0.901 0.791 0.886 0.763 0.847 0.772
Proposed Method 0.916 0.846 0.928 0.857 0.895 0.742

As shown in Figure 6, the segmentation effect of the proposed method is the best.
Compared with the results of other segmentation methods, the quality of the segmentation
graph generated by the proposed method is obviously better than that of other methods.
Detailed data are shown in Table 2 and Figure 7.
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4.2. Classification Results of the Proposed Method

Figure 8 shows the accuracy and loss curves of the AD and NC classification results
obtained from the training set and the validation set after the image data segmented
by the improved MultiRes + UNet algorithm passes through the classification network
proposed in this paper. The figure shows that the accuracy and loss of the training process
have converged after 50 iterations, and a high training and verification accuracy has
been achieved.
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The experimental results of the four binary classifications shown in Table 3, observing
the data, found that the binary classification of AD, EMCI, LMCI, and NC under the
improved VoxCNN model proposed in this paper are significant, and this training network
model can accurately classify the condition stages of mild cognitive impairment within the
standard deviation.

Table 3. Comparison of results of several classification algorithms.

Classification
Method

AD VS. NC AD vs. LMCI LMCI vs. EMCI EMCI vs. NC

Acc
%

Sens
%

Spe
%

Acc
%

Sens
%

Spe
%

Acc
%

Sens
%

Spe
%

Acc
%

Sens
%

Spe
%

3D CNN 88.57 85.57 87.05 81.26 79.28 81.03 72.38 56.01 73.55 80.86 82.25 82.98
3D ResNet 93.02 94.56 92.48 84.91 83.59 84.03 74.91 53.54 74.27 82.89 81.05 84.44
VoxCNN 94.85 95.80 97.12 86.95 87.66 84.31 78.27 62.21 79.43 85.52 82.21 82.80

Proposed Method 98.35 96.77 98.59 89.46 88.63 85.76 83.95 59.57 87.95 88.27 89.44 85.87

The algorithm was compared with three classical networks: 3D CNN, 3D ResNet,
and VoxCNN. The 3D CNN network consists of 9 3D-convolution layers, the size of the
convolution filters was 3 × 3 × 3, a step size of 1 × 1 × 1. Each of the two convolutional
layers were followed by a pooling layer, with a total of four 2 × 2 × 2 maximum pooling
layers, and two fully connected layers were constructed at the end of the network. 3D
ResNet introduces a residual unit that connects the current layer with the previous layer
to solve the degradation problem. Four residual modules were introduced into the 3D
CNN, skipping the connection makes 3D ResNet deeper; VoxCNN contains ten 3 × 3 × 3
convolution layers for feature learning. Two fully connection layers use batch normalization
and drop-out for regularization, and one output full connection layer uses softmax for
classification. The general parameter settings of the three networks were the same as those
of the proposed method.

The improved VoxCNN model collects more features by enlarging the feature filter
channels, introduces the multi-scale channel attention module, extracts the channel at-
tention through branches with different scales, and integrates the attention features. The
accuracy of this method for AD/NC, AD/LMCI, LMCI/EMCI, and EMCI / NC was 98.35%,
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89.46%, 83.95%, and 88.27%. On the same data set, compared with popular networks such
as 3D CNN, 3D ResNet, and VoxCNN, the proposed method has better performance. For
AD vs. NC, the accuracy (ACC), sensitivity (SEN), and specificity (SPE) of 3D CNN were
less than 90%. 3D ResNet improved the accuracy to 93.02%, and VoxCNN improved the
accuracy to 94.85%. The proposed model achieves the highest accuracy of 98.35%. For
AD vs. LMCI, the accuracy of using 3D CNN was 81.26%. The accuracy of the improved
VoxCNN was 89.46%. For LMCI vs. EMCI, the difference in classification accuracy of the
first three networks was not obvious due to the small difference in their features. The
proposed improved VoxCNN model has obvious advantages in this classification, with
the highest accuracy of 83.95%. The results were summarized in Table 3. The improved
VoxCNN results in this paper are generally superior to other commonly used networks,
which indicates that the improvement of AD diagnostic classification performance based
on MRI is effective.

Although the proposed model has achieved good performance in both segmentation
and classification, there are still some limitations that need to be solved in the future.

First, for brain tissue segmentation, the improved MultiRes + UNet is pre-trained on
other large scale 3D medical image datasets, and fine-tuned on the datasets to improve the
generalization ability. Secondly, in the Course Classification in Alzheimer’s disease, the
size of training samples is still relatively small. It is hoped to collect more neuroimaging
data from MRI studies and use the generation model to expand the training samples.

5. Conclusions

The work of this paper is mainly embodied in the study of precise segmentation of
brain tissue using an improved MultiRes + UNet network in image preprocessing. Enlarge
the dilated convolution receptive field through the dilated convolution to coordinate the
global information. Combined with a non-local means attention model, the segmentation of
brain tissue is not affected by noise. For the automatic classification of Alzheimer’s disease
and normal patients in MRI scans, the improved VoxCNN network is used to effectively
classify brain magnetic images. This study found that the performance of the network can
be improved by adding the filter, and the introduction of the MS-SE-inception block makes
the improved VoxCNN model have a better Acc.
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